Finding Efficient Nonlinear Visual Operators using Canonical Correlation Analysis
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Abstract

This paper presents a general strategy for designing efficient visual operators. The approach is highly task oriented and what constitutes the relevant information is defined by a set of examples. The examples are pairs of images displaying a strong dependence in the chosen feature but are otherwise independent. Particularly important concepts in the work are mutual information and canonical correlation. Visual operators learned from examples are presented, e.g. local shift invariant orientation operators and image content invariant disparity operators. Interesting similarities to biological vision functions are observed.

1 Introduction

The need for a generally applicable method for learning is evident in problems involving vision. The dimensionality of typical inputs often exceed $10^6$ effectively ruling out any type of complete analysis. In common practice vision problems are handled by reducing the dimensionality to typically $< 10$ by throwing away almost all available information in a basically ad hoc manner. This approach is however likely to fail if, as is frequently the case for vision problems, the mechanisms by which the necessary information can be extracted is not well understood. For this reason designing system capable of learning the relevant information extraction mechanisms appears to be the only possible way to proceed.

Hebbian learning methods like Oja’s rule [12] and self-organizing feature maps [10] are related to the principal components of the signal distribution and, hence, base their selection of basis vectors on signal variance.

However, when the problem involves an analysis of the relations between two sets of data, the principal components of either set are not relevant. In recent years, unsupervised learning algorithms based on mutual information [13] have received an increasing interest. Examples of this approach are the infomax principle [11], Imax principle[2] and Independent Components Analysis [7]. Mutual information based learning has been used e.g. for blind separation and blind deconvolution [3] and disparity estimations in random-dot stereograms [2].

A set of linear basis functions, having a direct relation to maximum mutual information, can be obtained by canonical correlation analysis (CCA) [8]. CCA finds two sets of basis functions, one in each signal space, such that the correlation matrix between the signals described in the new basis is a diagonal matrix. The basis vectors can be ordered such that the first pair of vectors $w_{x1}$ and $w_{y1}$ maximizes the correlation between the projections $(x^T w_{x1}, y^T w_{y1})$ of the signals $x$ and $y$ onto the two vectors respectively. A subset of the vectors containing the $N$ first pairs defines a linear rank-$N$ relation between the sets that is optimal in a correlation sense. In other words, it gives the linear combination of one set of variables that is the best predictor and at the same time the linear combination of an other set which is the most predictable. It has been shown that finding the canonical correlations is equivalent to maximizing the mutual information between the sets if the underlying distributions are elliptically symmetric [9].

2 Canonical correlation analysis

Consider two random variables, $x$ and $y$, from a multi-normal distribution:

$$
\begin{pmatrix}
  x \\
  y
\end{pmatrix}
\sim N
\begin{pmatrix}
  x_0 \\
  y_0
\end{pmatrix},
\begin{bmatrix}
  C_{xx} & C_{xy} \\
  C_{yx} & C_{yy}
\end{bmatrix},
$$

(1)

where $C = [C_{xx} \ C_{xy}; C_{yx} \ C_{yy}]$ is the covariance matrix. $C_{xx}$ and $C_{yy}$ are nonsingular matrices and $C_{xy} = C_{yx}^T$. Consider the linear combinations, $x = w^T_x (x - x_0)$ and $y = w^T_y (y - y_0)$, of the two variables respectively. The correlation between $x$ and $y$ is given by
\[ \rho = \frac{w_x^T C_{xy} w_y}{\sqrt{w_x^T C_{xx} w_x w_y^T C_{yy} w_y}} \]

(2), see for example [1]:

A complete description of the canonical correlations is given by:

\[
\begin{bmatrix}
C_{xx} & [0] \\
[0] & C_{yy}
\end{bmatrix}^{-1}
\begin{bmatrix}
C_{xy} \\
C_{yx}
\end{bmatrix}
\begin{bmatrix}
w_x \\
w_y
\end{bmatrix} = \rho \begin{bmatrix}
\lambda_x w_x \\
\lambda_y w_y
\end{bmatrix}
\]

(3)

where: \( \rho, \lambda_x, \lambda_y > 0 \) and \( \lambda_x \lambda_y = 1 \). Equation (3) can be rewritten as:

\[
\begin{align*}
C_{xx}^{-1} C_{xy} w_y &= \rho \lambda_x w_x \\
C_{yy}^{-1} C_{yx} w_x &= \rho \lambda_y w_y
\end{align*}
\]

(4)

Solving (4) gives \( N \) solutions \( \{ \rho_n, w_{xn}, w_{yn} \}, n = \{1..N\} \). \( N \) is the minimum of the input dimensionality and the output dimensionality. The linear combinations, \( x_n = w_{xn}^T x \) and \( y_n = w_{yn}^T y \), are termed \textit{canonical variates} and the correlations, \( \rho_n \), between these variables are termed the \textit{canonical correlations} [8]. An important aspect in this context is that the canonical correlations are \textit{invariant to affine transformations} of \( x \) and \( y \). Also note that the canonical variates corresponding to the different roots of (4) are uncorrelated, implying that:

\[
\begin{align*}
w_{xn}^T C_{xx} w_{xn} &= 0 & \text{if } n \neq m \\
w_{yn}^T C_{yy} w_{yn} &= 0
\end{align*}
\]

(5)

It should be noted that (3) is a special case of the \textit{generalized eigenproblem} [4]:

\[ A w = \lambda B w. \]

3 Learning from Examples

Descriptors for higher order features are in practice impossible to design by hand due to the overpowering amount of possible signal combinations. In [4] it is shown how canonical correlation analysis can be used to find operators that represent relevant local features in images.

The basic idea behind the CCA approach, illustrated in figure 1, is to analyse two signals where the feature that is to be represented generates dependent signal components. The signal vectors fed into the CCA are image data mapped through a function \( f \). If \( f \) is the identity operator (or any other full-rank linear function), the CCA finds the linear combinations of pixel data that have the highest correlation. In this case, the canonical correlation vectors can be seen as linear filters. In general, \( f \) can be any vector-valued function of the image data, or even different functions \( f_x \) and \( f_y \), one for each signal space. The choice of \( f \) is of major importance as it determines the representation of input data for the canonical correlation analysis.

Local orientation

It is shown in [4] and [6] that if \( f \) is an \textit{outer product} and the image pairs contain sine wave patterns with equal orientations but different phase, the CCA finds linear combinations of the outer products that convey information about local orientation and are invariant to local phase. Figures 2, 3 and 4 show results from a similar experiment this time using image pairs of edges having equal orientation and different, independent positions. Independent white Gaussian noise to a level of 12 dB SNR was added to all images. Figure 2 shows the values of the 20 first canonical correlations. The values appear to come in pairs, the first two values being \( \approx 0.98 \) demonstrating that the mutual information mediated through local orientation is high.

Figure 3 show the projections of Fourier components on canonical correlation vectors 1 to 8. The result shows that angular operators of orders 2, 4, 6 and 8 has been formed and are important information carriers. The magnitude of the projections are close...
to shift-invariant having a position dependent variation in the order of 5%. Comparing to figure 2 it can be seen that the decrease in the canonical correlation values corresponds to an increase in angular order of the operators.

‘Complex cells’ Performing an eigenvalue decomposition of the canonical correlation vectors the corresponding linear combinations, in the outer product space, can be seen as quadratic combinations of linear filters [4]. The linear filters (eigenimages) obtained display a clear tendency to form pairs of odd and even filters having similar spectra. Such quadrature filter pairs allow for a local shift-invariant feature and are functionally similar to the orientation selective ‘complex cells’ found in biological vision. Figure 4 shows the spectra of four such filter pairs. The top two are from canonical correlation vector one and display selectivity to orientations 45 and 135 deg. The bottom two are from canonical correlation vector two and display selectivity to orientations 0 and 90 deg.

![Figure 4: Spectra of eigenimages interpreted as complex quadrature filter pairs. Top two from canonical correlation vector 1. Bottom two from canonical correlation vector 2.](image)

**Local disparity**

An important problem in computer vision that is suitable to handle with CCA is stereo vision, since data in this case naturally appear in pairs. In [4, 5] a novel stereo vision algorithm that combines CCA and phase analysis is presented. It is demonstrated that the algorithm can handle traditionally difficult problems such as: 1. Producing multiple disparity estimates for semi-transparent images, see figure 6. 2. Maintain accuracy at disparity edges, and 3. Allowing differently scaled images.

Canonical correlation analysis is used to create adaptive linear combinations of quadrature filters. These linear combinations are new quadrature filters that are adapted in frequency response and spatial position maximizing the correlation between the filter outputs from the two images. Figure 5 shows the filters obtained for two white noise images where disparity changes linearly with horizontal position. Note that the obtained filters have adapted to the effect of the disparity gradient through a relative offset in center frequency. The disparity estimate is obtained by analysing the phase of the scalar product of the adapted filters. A result for depth estimates using semi-transparent images is shown in figure 6.

**4 The Future**

The concept of mutual information provides a solid and general basis for the study of a broad spectrum of problems including signal operator design and learning strategies.

A broadly applicable general approach, illustrated
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Figure 5: The filters created by CCA. Solid lines show the real parts and dashed lines show the imaginary parts.

Figure 6: The result of the stereo algorithm for two random dot images corresponding to two semi-transparent crossing planes.

in figure 7, is to maximize mutual information subject to constraints given by a chosen model space. This could be done by varying not only the linear projections, i.e. the CCA part, but also the functions $f_x$ and $f_y$.

Finding suitable function classes and efficient parameterisation/implementation for these functions is still the central issue and will be an important theme in our continued investigations.

Figure 7: A general approach for finding maximum mutual information.
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