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ABSTRACT

The software industry is facing a great challenge. While systems get more complex and distributed across the world, users are becoming more dependent on their availability. As systems increase in size and complexity so does the risk that some part will fail. Unfortunately, it has proven hard to tackle faults in distributed systems without a rigorous approach. Therefore, it is crucial that the scientific community can provide answers to how distributed computer systems can continue functioning despite faults.

Our contribution in this thesis is regarding a special class of faults which occurs when network links fail in such a way that parts of the network become isolated, such faults are termed network partitions. We consider the problem of how systems that have integrity constraints on data can continue operating in presence of a network partition. Such a system must act optimistically while the network is split and then perform a some kind of reconciliation to restore consistency afterwards.

We have formally described four reconciliation algorithms and proven them correct. The novelty of these algorithms lies in the fact that they can restore consistency after network partitions in a system with integrity constraints and that one of the protocols allows the system to provide service during the reconciliation. We have implemented and evaluated the algorithms using simulation and as part of a partition-tolerant CORBA middleware. The results indicate that it pays off to act optimistically and that it is worthwhile to provide service during reconciliation.

This work has been supported by European Community under the FP6 IST project DeDiSys (Dependable Distributed Systems, contract 004152).
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Introduction

The western world has already left the stage of one computer in every home. Nowadays, computers are literally everywhere, and we use them daily for chatting, watching movies, booking tickets and so on. Each of these activities use some service that is accessible through the Internet. So in effect, we have made ourselves dependent on these computer systems being available. Unfortunately, computer systems do not always work as expected.

In fact, we have become used to hearing reports in the media about some computer system that has crashed. Here are a few examples. In August 2004 a system of the British Post Office failed affecting 200 000 customers that could not collect their pensions [9]. In March 2007 Microsoft’s live services (including Microsoft Messenger) was unavailable for several days affecting millions of Swedish customers [81]. In February 2007 problems with IT systems of Jetblue Airways caused the company to cancel more than a thousand flights [82].

It goes without saying that such disruptions cause huge financial losses as well as inconvenience for users. For some systems (such as air traffic control) it is also a matter of human safety. Here computer science has an important role to play by reducing the consequences of failing subsystems.

1.1 Motivation

We do not know the exact causes of the failures we mentioned, but as more and more systems become distributed across different geographical locations we believe that communication failures is and will increase to be a cause of computer system failures. Such network failures might seem unlikely for
well-connected networks with a high redundancy of links. However, for geographically dispersed networks it does not take more than some cable being cut off during a construction work, or a malfunctioning router, to make communication between two sites impossible for some period of time.

In addition, more and more computers are becoming connected via wireless networks. There can be several reasons for using wireless networks instead of wired ones. Apart from allowing mobility, it can also be used as a means to reduce infrastructure deployment costs. This could for example be used in traffic surveillance where it would be costly to draw cables to each node, whereas 3G connectivity can be easily achieved. Of course, wireless links are also more likely to fail. This is due to the physical characteristics of the medium like interference and limited signal strength due to obstructions.

Therefore, it is important to find solutions to ensure that computer systems stay operational even when there are failures in the network. Note that a link failure does not automatically mean that communication is impossible. If there are alternative paths to reach the destination node, requests will be rerouted around the failed link and the system can continue operation. However, for most systems there are critical links for which there is no alternative. If such a link fails, the system is said to suffer from a network partition. This is more tricky to deal with.

What we would like to achieve is to allow systems to stay available despite network partitions. However, this requires the system to act optimistically. As an example, consider a city in which the intention is to control a heavy trafficked area to reduce congestion and hazardous pollution. A model is constructed that takes as input cars entering and leaving the area, possible construction sites, accidents, jams etc. A control loop then regulates traffic lights, toll fees and provides information to drivers of alternative routes. To feed the application with information, a number of sensors of different type are positioned around the city. In addition, the system can collect data from cars that are equipped with transponders. To reduce installation costs the nodes are equipped with wireless network devices.

A car entering the system will be detected by multiple sensors. Thus, there must be integrity constraints for accepting sensor input so that the traffic model is not fed with duplicate (and conflicting) information. For example, a given car can not enter the system twice without having left it in between. Moreover, the system will not accept data from cars without being able to verify the authenticity at a verification service.

In such a system it would make sense to continue operating during a network partition. The model would continue to make estimations based on partial sensor data. When the network is healed, the system must come back to a consistent state. This is a process to which we refer to as reconciliation. However, it may not be an easy task of just merging the states of the partitions. Several operations performed in parallel partitions may invalidate integrity constraints if considered together. This can be alleviated by replaying all the operations (sensor readings) that have taken place during
the degraded mode. In a new (reconstruction of the) state of the healed network, integrity constraints must be valid, and e.g. duplicate sensor readings are thus discarded.

1.2 Problem Formulation

This brings us to the subject of this thesis. We study reconciliation algorithms for systems with eventually strict consistency requirements. These systems can accept consistency to be temporarily violated during a network partition, but require that the system is fully consistent once the system is reconciled. Specifically, we are interested in systems where consistency can be expressed using data integrity constraints as in the car example above.

Our main hypothesis is that network partitions can be effectively tolerated by data-centric applications by using an optimistic approach and to reconcile conflicts afterwards. Moreover, we theorise that this can be done with the help of a general purpose middleware. To support this claim we must explore the possible solution space and answer a number of research questions:

- Does acting optimistically during network partitions pay off, even in presence of integrity constraints?
- Which is preferable, state or operation based reconciliation?
- What can be done to optimise operation based reconciliation?
- Is it possible and/or worthwhile to serve new incoming operations during reconciliation?
- Can such support be integrated as part of a general middleware?

Although this thesis concentrates on the reconciliation part of a partition-tolerant middleware, the work is part of a larger context. In the European DeDiSys project the goal is to create partition-tolerant middleware to increase the availability for applications.

1.3 Contribution

In this thesis we present and analyse several different algorithms that restore consistency after network partitions. The contributions are:

- Formal descriptions of four reconciliation algorithms – three of which are centralised and assume no incoming operations during reconciliation, and one distributed algorithm that allows system availability during reconciliation.
• Proofs that the above algorithms are correct and provision of sufficient conditions for termination.

• New metrics for evaluating performance of systems with optimistic replication and reconciliation.

• An implementation of all the protocols in a simulation environment and of the continuous service protocol as a CORBA component.

• Simulation based performance evaluations of the algorithms as well as performance studies of the CORBA middleware with our fault tolerance extension.

1.4 Publications

The work in this thesis is based on the following publications:


1.5 Outline

The rest of the thesis is organised as follows. Chapter 2 provides the background to our work. In Chapter 3 an overview of our approach is given and the system model is described. The algorithms are described in Chapter 4, and their correctness is shown in Chapter 5. The implementation of the Continuous Service reconciliation protocol is described in Chapter 6. We have experimentally evaluated our solutions and the results are provided in Chapter 7. Finally in Chapter 8 we conclude and give some pointers for future work.
This chapter lays out the background of our work. We start with dependability and availability concepts as they are the underlying motivation. Then we go through some basic concepts of fault tolerance in distributed systems as they are our building blocks. Next, we consider the problem of consistency as our work deals with fault tolerance in presence of consistency requirements. Finally, we review some alternative solutions for supporting partition tolerance.

2.1 Dependability

The work described in this thesis has one major goal, increasing availability. Thus, it is prudent to give an overview of definitions for availability and put it in a context with other related concepts such as reliability. In this section we put the availability concept in a wider perspective. Availability alone is not enough to capture the requirements on for example the control system in a car. We also need the system to be reliable and safe. These concepts are covered by the idea of dependability. In 1980 a special working group of IFIP (IFIP WG 10.4) was formed to find methods and approaches to create dependable systems. Their work contributed to finding a common terminology for dependable computing. We will outline some of the basic ideas that are summarised by Avižienis et al. [4].

Dependability is defined as the ability to deliver service that can justifiably be trusted. A more precise definition is also given as the ability of a system to avoid failures that are more frequent or more severe and outage durations that are longer than is acceptable to the user(s).
The attributes of dependability are the following [4]:

- availability: readiness for correct service,
- reliability: continuity of correct service,
- safety: absence of catastrophic consequences on the user(s) and the environment,
- confidentiality: absence of unauthorised disclosure of information,
- integrity: absence of improper system state alterations,
- maintainability: ability to undergo repairs and modifications.

These attributes are all necessary for a dependable system. However, for some systems, they come at no cost. For example, a system for booking tickets is inherently safe since it cannot do any harm even if it malfunctions. Which attributes that are more important to fulfil varies as well and so do the interdependencies. Safety of the system may very well be depending on the system’s availability.

The difference between availability and reliability is worth pointing out. Availability is related to the proportion of time that a system is operational whereas reliability is related to the length of operational periods. For example, a service that goes down for one second every fifteen minutes provides reasonable availability (99.9%) but very low reliability.

Security is sometimes given as an attribute but could also be seen as a combination of availability, confidentiality and integrity. We have already stated the importance of availability and it is clear that it is a fundamental attribute of any system although the required degree of availability might vary.

2.1.1 Measuring Availability

When dealing with metrics relating to fault tolerance, we are usually dealing with unknowns. We cannot know a priori what types of faults will occur, or when they occur. Therefore, we cannot know what level of quality we can provide for a given service. However, we can still quantify the availability in two ways. First, we can do a probabilistic analysis and calculate a theoretical value for the system availability. The second option is to actually measure the availability for a number of scenarios. Thus, there are two types of metrics that are discussed here, theoretical metrics, and experimental metrics. They can be seen as related in the same way as the mean and variance of a stochastic variable can be estimated using sampling.

Helal et al. [49] summarise some of the definitions for availability. The simplest measure of (instantaneous) availability is the probability $A(t)$, that the system is operational at an arbitrary point in time. The authors make
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The definition a bit more precise by saying that for the system to be operational at time $t$ there are two cases. The system has been functioning properly in the interval $[0, t]$ or the system has failed at some time point but been repaired before time $t$. As this measure can be rather hard to calculate the authors give an alternative definitions as well.

The limiting availability $\lim_{t \to \infty} A(t)$ is defined as follows:

$$\lim_{t \to \infty} A(t) = \frac{MTTF}{MTTF + MTTR}$$

where $MTTF$ is the mean time to failure and $MTTR$ is the mean time to repair. These are illustrated in Figure 2.1.

Both of these measures are based on theoretical properties of the system. However, in order to effectively evaluate a system, we need a metric that can be measured. Helal et al. give the following general expression for experimentally measuring availability given that a system is monitored over a time period $[0, t]$.

$$A(t) = \sum_i \frac{u_i}{t}$$

Here, $u_i$ are the periods of time where the system is available for operation. If we analyse the behaviour if fault-tolerant systems, Sieworek and Swarz [85] identified up to eight stages in response to a failure that a system may go through. These are: fault confinement, fault detection, diagnosis, reconfiguration, recovery, restart, repair, and reintegration.

The above definitions are very general and even ambiguous. Specifically the term “operational” needs to be clarified. This is done in Section 7.1 in this thesis, giving rise to the terms partially operational and apparently operational. A different approach to measuring availability, that we also employ in this work, is based on counting successful operations [98]. This allows differentiation between different types of operations. Coan et al. [22] defines an availability metric for partitioned networks. The basic idea is to let

$$MTTR = \frac{1}{3}(TTR_1 + TTR_2 + TTR_3)$$

$$MTTF = \frac{1}{3}(TTF_1 + TTF_2)$$

Figure 2.1: Time to failure and repair
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\[
\text{Availability} = \frac{\text{number of transaction successfully completed}}{\text{number of transactions presented to the system}}
\]

This can then be divided in two parts, availability given by performing update transactions, and availability given by performing read transactions. This is a measurable metric that naturally has its corresponding theoretical measure [50] which is the probability that a given transaction succeeds.

There is a major problem with this metric when combined with integrity constraints. If an operation or transaction is rejected due to an integrity constraint, then this is part of the normal behaviour of the system and should not be seen as reduction of availability. On the other hand, if we consider rejected operations as successfully completed then we have another problem. If we optimistically accept an operation without being able to check for consistency and revoke it later, should it still be counted as successfully completed?

An alternative way of measuring availability is proposed by Fox and Brewer [38]. They define two metrics, \textit{yield} which is the probability of completing a request and \textit{harvest} which measures the fraction of the data reflected in the response. This approach is best suited for reasoning about availability for read-operations. In this thesis we concentrate on the availability for update operations.

2.1.2 Dependability threats

The taxonomy for dependability also defines the threats to dependability:

- fault: the cause of an error
- error: part of the system state that may cause a subsequent failure
- failure: an event that occurs when the delivered service deviates from correct service

There is a chain of causality between faults, error and failures. A fault can be dormant and thus cause no problem, but when it becomes active it causes an error. This error may propagate and result in more errors in the system. If the error is not treated, e.g. by means of fault tolerance, then this error may propagates to the service interface and thus becomes a failure. If the system is part of a larger system then this failure becomes a \textit{fault} in that system. To summarise we have the following sequence: fault $\rightarrow$ error $1 \rightarrow \ldots \rightarrow$ error $n \rightarrow$ failure $\rightarrow$ fault $\rightarrow \ldots$. Unfortunately, in distributed systems faults and failures are often used interchangeably as a node crash is a failure from the node point of view but a fault from the network point of view.
2.1.3 Dealing with faults

There are four basic approaches [4] for dealing with faults and thereby achieving dependability:

- fault prevention: to prevent the occurrence or introduction of faults,
- fault tolerance: to deliver correct service in the presence of faults,
- fault removal: to reduce the number or severity of faults,
- fault forecasting: to estimate the present number, the future incidence, and the likely consequences of faults.

All of these techniques are necessary for creating highly available services. It would be foolish to rely on just one of them. However, fault tolerance may be the most important property for a system to have since there is no way of completely avoiding faults. This has also been given the most attention in the research community. The techniques described and analysed in this thesis are designed to achieve fault tolerance. In the following section we will elaborate on existing techniques for fault tolerance in distributed systems.

2.2 Fault Tolerance in Distributed Systems

Fault tolerance is still a young research discipline and we have yet to see a common terminology that is widely accepted as well as unambiguous. However, a lot has been done [25, 83, 61, 40, 90] towards creating a common understanding of the concepts.

2.2.1 Fault models

For any fault-tolerant approach to be meaningful it is necessary to specify what faults the system is capable of tolerating. No system will tolerate all kinds of faults, e.g. if all nodes permanently crash. So what we need is a model that describes the allowed set of faults. Sometimes this is referred to as a failure models, which is then a model of how a given component may fail. Here we take the system perspective and consider the failure of a component as a fault in the system, therefore we use the term fault model rather than failure model.

When discussing distributed systems, we usually refer to nodes (i.e., computers) and links. However, one can use the more general concept of processes. A process can send and receive messages. Thus, both links and nodes can be seen as special instances of processes. Typical fault models for distributed systems are the following.

- Fail-Stop: A process stops executing and this fact is easily detected by other processors.
• Receive Omission: A process fails by receiving only a subset of the messages that have been sent to it.

• Send Omission: A process fails by only transmitting a subset of the messages that it attempts to send.

• General Omission: Send and/or Receive Omission.

• (Halting) Crash: Special case of General Omission where once messages are dropped they are always dropped.

• Byzantine: Also called arbitrary as the processor may fail in any way such as creating spurious messages or altering messages.

In natural language we sometimes say that a computer crashes when it suffers from a transient fault. After rebooting the computer it can continue functioning as a part of the network. This does not match the above definition of crash failure. The same goes for a faulty link, that can be repaired. To clear this ambiguity we can therefore differentiate between [40]:

• halting crash: a crashed process never restarts,

• pause crash: a crashed process restarts with the same state as before the crash,

• amnesia crash: a crashed process restarts with a predefined initial state which is independent on the messages seen before the crash,

Note that for stateless processes (such as links) pause and amnesia are equivalent. The real challenge in creating fault-tolerant systems is when multiple faults happen simultaneously. Especially of interest in this thesis is the situation where one or more links fail (general omission/pause crash) in such a way that the network is divided in two or more disjoint partitions. This is called a network partition fault.

We follow the practice of the distributed computing community and use the term “partition” to refer to an isolated part of the network. This does not correspond to the mathematical definition of a partition which refers to a set of disjoint sets.

2.2.2 Timing models

Time plays a crucial role in the design of distributed systems. The very notion of fault tolerance is practically unachievable without some assumptions on timing. There are three basic timing models [61]:

• the synchronous model,

• the asynchronous model,
• the partially synchronous model.

Each model translates to a set of assumptions on the underlying network. The synchronous model is the most restrictive model, as it requires that there is a bound on the message delivery delay and on the relative execution speeds of all processes. Although it is possible to create systems that fulfil this requirement, it is very expensive. However, since the model allows easy support for fault tolerance and verification it is a relevant model for safety critical systems.

The asynchronous model does not imply any timing requirements whatsoever. That is, we cannot bound the message delivery delay or related the rate of execution for the nodes. However, most algorithms require liveness, meaning that the delays are not infinite (but can be arbitrarily long). This model is very attractive since an algorithm that works in an asynchronous setting will work in all possible timing conditions. However, as we will come back to, fault tolerance is hard to achieve in asynchronous networks.

This leaves us with the partially synchronous model [34] where some timing requirements are made on the network but that does not require clock synchronisation. A variant to this is the timed asynchronous model of Cris-tian and Fetzer[26] that requires time bounds but allows for an unbounded rate of dropped or late messages. Another variation based on the above models is a system that is partially synchronous in the sense that it acts as a synchronous system during most intervals but there are bounded intervals during which the system is acting in an asynchronous fashion. [19]

2.2.3 Consensus

At the very heart of the problems relating to fault tolerance in distributed systems is the consensus problem [37]. It has been formulated in a nice fashion by Chandra and Toueg [18] over a set of processes:

Termination Every correct process eventually decides some value.

Uniform integrity Every process decides at most once.

Agreement No two correct processes decide differently.

Uniform validity If a process decides $v$, then $v$ was proposed by some process.

Although this problem sounds simple enough, Fischer, Lynch and Paterson showed in [37] that solving consensus with a deterministic algorithm is impossible in a completely asynchronous system if just one process may crash. The intuition behind this result is that it is impossible to for the participating nodes to distinguish a crashed process from a very slow process. So either the system has to wait for all nodes (i.e., forever if one node has crashed) or it must decide even if one node does not respond. However, a very slow node could have decided differently in the mean time.
Unfortunately for a number of problems it has been shown that they are equivalent or harder than the consensus problem. Among these are atomic multicast/broadcast (equivalent [18]) and non-blocking atomic commit (harder [45]).

So if we cannot solve consensus in completely asynchronous systems, what do we have to assume to make consensus possible? There are several answers to this question. Dolev et al. [32] showed what the minimal synchronicity requirements are for achieving consensus in presence of crashed nodes. For example, it suffices to have broadcast transmissions and synchronous message order. However, for consensus to be possible there has to be a bound on both delivery time and difference in processor speeds.

Note that although these bounds need to exist as shown by Dwork and Lynch [34] it is not necessary that these bounds are known. This is important since it allows the creation of consensus algorithms without having to know the exact timing characteristics of the system. It is enough to know that there are bounds, they do not have to be encoded in the algorithm. Alternatively, the bound may be known but it does not hold until after some time $t$ that is unknown.

Another way to solve the consensus problem is to allow probabilistic protocols [10]. Unfortunately, this approach seems to lack efficiency [2].

### 2.2.4 Failure Detectors

In 1996 Chandra and Toueg [18] presented a concept that has been somewhat of a breakthrough in fault-tolerant computing. By introducing unreliable failure detectors they created an abstraction layer that allows consensus protocols to be created without having to adopt a synchronous timing model. Of course, in order to implement such failure detectors, one still needs at least partially synchronous semantics.

The failure detectors are classified according to properties of completeness and accuracy. Completeness means that the crashed process is suspected, whereas accuracy means that a live node is not suspected. The question of who suspects is answered by the difference between strong and weak completeness. Strong completeness means that all nodes must suspect the crashed node and weak completeness that some node suspects it. Strong accuracy means that no correct process is suspected (by anyone), and weak accuracy means that some correct process is never suspected (by anyone). Finally, the failure detector can be eventually strong (weak) accurate meaning that there is a time after which no (a) correct process is (not) suspected, but before which correct processes may be suspected. This is the reason for the term unreliable failure detectors, they may suspect healthy processes as long as they eventually change their mind.

This categorisation gives rise to eight types of failure detectors. Chandra and Toueg [18] show that in a system with only node crashes, weak completeness can be reduced to strong completeness and therefore there are
actually only four different classes. They also show that these four classes
are really distinct and cannot be mutually reduced.

Since the work of Chandra and Toueg only applies to systems with node
 crashes their work has been extended [33, 7] to include link failures and thus
colors. In systems with link failure, weak and strong completeness are no
 longer equivalent. Therefore one needs strong completeness and eventually
 strong accuracy to solve consensus.

There has been considerable research on how to make failure detectors
 efficient and scalable [93, 46, 20, 48]. Unfortunately, this problem is inher-
 ently difficult. In order to achieve scalability, one needs to allow longer time
 periods between the occurrence of a fault and its detection. This leads to
 slower consensus since the consensus algorithms will wait for a message from
 a node or an indication from the failure detector.

2.2.5 Group communication and group membership

Although failure detectors supply an important abstraction level, they do
not provide high level support for fault tolerance. What the application
programmer really needs is a service that provides information of the reach-
able nodes as well as atomic multicast primitives. This is the reason for
group membership and group communication. Group membership provide
the involved processes with views. Each view tells what other processes are
currently reachable. On top of this it is possible to create a group communi-
cation service that also provides (potentially ordered) multicasts within the
group.

The first group membership service was the ISIS [15] system (later re-
placed by Horus [92]) which was developed at Cornell. In 1987 Birman and
Joseph [14] introduced the concept of virtual synchrony that were adopted
in the ISIS system. Virtual synchrony states that for any two processes that
are members of the view \( v_2 \) and which previously were both members of
the view \( v_1 \) agree on the set of messages that were delivered in \( v_1 \). Thus
creating the impression for all observers that messages have been delivered
synchronously. Both the mentioned formalism and the ISIS implementation
were restricted to only allowing a primary partition to continue in case of a
network partition fault.

A number of different formalisms [66, 39, 7] and systems have later been
proposed with some differences in their specifications. The differences are
mainly of three types: what is the underlying services required, when are
messages allowed to be sent, and finally what are the message delivery guar-
antees. Earlier services sometimes rely on hidden assumptions on the net-
work or specifically assume timing properties [27]. Later, the failure detector
approach has been used to separate the lower level time-out mechanisms.
The second difference relates to whether the service allows messages to be
sent during regrouping intervals (such messages cannot be delivered with
the same guarantees as ordinary messages). The message delivery guar-
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Guarantees range from FIFO multicast to atomic multicast. Moreover, some membership services only guarantee same view delivery (i.e., a message is at the same view for all receiving processes) whereas others guarantee sending view delivery [66] (i.e., the message is delivered in the same view as it is sent).

Transis [3] was the first system that allowed partitions to continue with independent groups. It has been followed by several other such as Totem [67], Moshe [55], Relacs [6], Jgroups [7], Newtop [35], and RMP [54].

For a comprehensive comparison of different group communication services the reader we recommend the paper by Chockler et al. [21].

2.2.6 Fault-tolerant middleware

Since providing fault tolerance is a non-trivial task, requiring efficient algorithms for failure detection, group membership, replication, recovery, etc, it seems to require a lot of effort to produce a fault-tolerant application. Moreover, application writers apparently need to be knowledgeable about these things. However, the complexity of these tasks have contributed to the development of middleware that takes care of such matters in a way that is more or less transparent to the application writer. Middlewares first appeared as a way to relieve the complexity of remote invocations by allowing remote procedure calls or remote method invocations.

Here we will briefly describe some of the work that has been done in crash-tolerant middleware. Later in Section 2.4.4 we will relate to partition-tolerant middleware systems.

The CORBA platform has been a popular platform for research on fault-tolerant middleware. Felber and Narasimhan [36] survey some different approaches to making CORBA fault-tolerant. There are basically three ways to enable fault tolerance in CORBA, (1) by integrating fault tolerance in the Object Request Broker (ORB), examples include the Electra [62] and Maestro [94] systems (2) by introducing a separate service as done in DOORS [71] and AqUA [28] (3) by using interceptors and redirecting calls. The interceptor approach is taken in the Eternal system [70] which is also designed to be partition-tolerant (discussed below).

The fault-tolerant CORBA (FT-CORBA) specification [72] was the first major specification of a fault-tolerant middleware. The standard contains interfaces for fault detection and notification. Moreover, several different replication styles are allowed such as warm and cold passive and active replication. Two of the systems discussed above (Eternal and Doors) fulfils the FT-CORBA standard. Unfortunately, the FT-CORBA standard also has some limitations.

There has also been some work done in combining fault tolerance and real-time requirements in middleware. MEAD [69] is a middleware based on RT-CORBA with added fault tolerance. The idea is to adaptively tune fault tolerance parameters such as replication strategy and checkpointing.
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frequency according to online measurements of system performance. Moreover, there is support for predicting faults that follow a certain pattern and start mitigating actions before the fault actually occurs. The faults considered are crash, communication and timing faults, but not partition faults. The ARMADA project [1] aimed at constructing a middleware for real-time with support for fault tolerance. It allows QoS guarantees for communication and service. It has support for fault tolerance mechanisms using a real-time group communication component, but does not consider partition faults. Huang-Ming and Gill [52] have extended the real-time Ace ORB (TAO) with improvements of the CORBA replication styles so that fault tolerance is achieved for a real-time event service.

Szentivanyi and Nadjm-Tehrani [89, 88] implemented the FT-CORBA standard as well as an alternative approach called fully available CORBA (FA-CORBA) and compared their fault-tolerant properties and overhead performance. The drawback with the FT-CORBA standard is that some of the required services (replication manager and fault notifier) are single points of failure. The FA-CORBA implementation does not have any single points of failure, but requires a majority of nodes to be alive. In terms of overhead the FA-CORBA implementation was more costly due to the fact that it requires a consensus round for each invocation.

2.3 Consistency

As suggested by Fox and Brewer [38], and formally shown (although with heavy restrictions) by Gilbert and Lynch [41] it is impossible to combine consistency, availability and network partitions. This is called the CAP principle by Fox and Brewer. Thus, our goal is to temporarily relax consistency and thereby increase availability.

To explain the concept of consistency in a very general sense, one can say that to ensure consistency is to follow a set of predefined rules. Thus, all computer systems have consistency requirements. Some of the rules are fundamental: object references should point to valid object instances, an IP packet must have a header according to RFC791 etc. These requirements are (or should be) easy to adhere to, and it would not make any sense to brake them. However, there are also consistency requirements that are defined to make it easier to deliver correct service to the user; but which are not crucial. Instead, by relaxing some of these requirements, we can expand the operational space for our system. However, since the rules were created to ease the system design, relaxing them requires more algorithms the deal with cases when the rules are broken. We will continue by looking at three types of consistency requirements that can be traded for increased availability: replica consistency, ordering constraints, and integrity constraints. These are related to the consistency metrics by Yu and Vahdat [97] which we will refer to in our discussion below. However, we will not elaborate on any real-time requirements such as the staleness concept of Yu and Vahdat.
Note the difference between the consistency requirements discussed here and the consensus problem above. Consensus is a basic primitive for cooperating processes to agree on a value. Consistency is a higher level concept that constrains data items and operations. We need consensus to ensure consistency.

2.3.1 Replica consistency

First we give an informal definition of replica consistency: A system is replica consistent if for all observers interacting with the replicas of a given object, it appears as if there is only one replica. Any optimistic replication protocol will need to violate replica consistency at least temporarily.

In databases there exists several concepts that imply replica consistency, but are wider in the sense that they do not only restrict the state of the replicas but also the order in which subtransactions are processed. The most frequently used consistency concept is one-copy-serializability [11]. This does not only stipulate that the replicas all appear as one, it also requires that concurrent transactions are isolated from each other. That is, the transaction schedule is equivalent to a schedule where one transaction comes after the other.

This requirement has been found to be too strict for many systems due to other requirements such as performance and fault tolerance. As a solution to this Pu and Leff [78] introduced epsilon serializability (ESR). This allows asynchronous update propagations while still guaranteeing replica convergence. This means that ESR guarantees 1-copy serializability eventually. Four control methods are described that utilise information such as commutativity to ensure eventual consistency.

For single master systems (only one replica is allowed to be updated), one can characterise the amount of replica inconsistency by staleness or freshness [24]. If updates occur with an even load, then freshness can be quantified simply by measuring the time since the replica was last updated.

2.3.2 Ordering constraints

Anyone dealing with distributed systems sooner or later runs in to the problem of ordering. There are two types of ordering constraints: syntactic and semantic.

Syntactic ordering  Syntactic ordering is completely independent of the application logics. However it may take into account what data elements were read or written to, or the time point of a certain event.

The causal order relationship introduced by Lamport [60] has proved to be very useful when ordering events in distributed systems. For example, if a multicast service guarantees causal order, then no observer will receive
messages in the wrong order. It is also possible to create consistent snapshots [43] of a system by keeping track of the causal order of messages.

The order error of Yu and Vahdat is a combination of replica consistency and ordering constraints. They define every operation that has been applied locally but not in an ideal history (or applied in the ideal history but in the wrong order) as increasing order error. This means that requiring the order error to be zero is equivalent to requiring causal order and full replica consistency.

**Semantic ordering**  
Semantic ordering on the other hand, is an order that is derived from the application requirements. These requirements may be explicit or implicit.

Shapiro et al. [84] have proposed a formalism for partial replication based on two explicit ordering constraints, before and must-have. The before constraints states that if operation $\alpha$ is before operation $\beta$ then $\alpha$ must be executed before $\beta$. The must-have constraint states that if $\alpha$ must-have $\beta$ then $\alpha$ cannot be executed unless $\beta$ is also executed. These were used as the basis for the IceCube [77] algorithm, and they allow many ordering properties to be expressed in a concise and clear manner. However, as the authors remark at the end, these constraints cannot capture the full semantics for some applications such as a shared bank account.

Integrity constraints that are discussed below also induce ordering constraints, but implicitly.

### 2.3.3 Integrity constraints

Integrity constraints have been used in databases for a long time [42]. They are useful for limiting the possible data space to exclude unreasonable data and thereby catching erroneous input or faulty executions. Application programmers use integrity constraints all the time when programming applications, but they are usually written as part of the logic of the application rather than as explicit entities. This might start to change if or when the design-by-contract [64] methodology becomes more popular.

There are three basic types of constraints used in the design-by-contract philosophy:

- *preconditions* are checked before an operation is executed,
- *postconditions* are checked after an operation is executed,
- *invariants* must be satisfied at all times.

Invariants can be maintained using postconditions provided that all data access is performed through operations with appropriate postconditions.

Yu and Vahdat [97] use numerical error as a way to quantify the level of consistency of the data. This should work well for applications with numerical data constraints. However, in most cases constraints are either fulfilled or not.
2.4 Partition tolerance

Now that we have covered the basic ideas relating to fault tolerance and consistency we can focus on the problem of this thesis. What are the possible ways to support partition tolerance in distributed applications with integrity constraints? We start by looking at what can be done to limit the inconsistencies created by providing service in different partitions. For example, imagine that we have a booking system of four nodes and a given performance has 100 tickets. If this system splits in two parts with two nodes in each partition, then each partition can safely book 50 tickets without risking any double bookings. Unfortunately, it may be the case that the majority of bookings occur in one of the partitions. In such a scenario, there will be many unbooked seats and customers having been refused to book a seat.

2.4.1 Limiting Inconsistency

The first step to limiting inconsistency is to be able quantify it, this we discussed in Section 2.3. The second step is to be able to estimate it. This seems to be quite hard. Yu and Vahdat [97] have constructed a prototype system called TACT with which they have succeeded in showing some performance benefits.

Assume that a system designer decides that a given object can optimistically accept \( N \) updates for all its replicas. More than this would put the system in a too inconsistent state. Zhang and Zhang [99] call this an update window. Based on this limit they construct an algorithm that divides the number of allowed optimistic updates among the replicas based on latency and update rate. Although this allows for an increase in availability and performance when the network is slow or unreliable it does not cope well with long running network partitions. In a partitioned system the replicas can only accept a limited number of updates before having to start rejecting updates.

Krishnamurthy et al. [59] introduced a quality of service (QoS) model for trading consistency against availability in a real-time context. They have built a framework for supplying a set of active replicas to the querying client. Using a probabilistic model of staleness in replicas they are able to meet the QoS demands without overloading the network.

No special consideration is made regarding failures in the system. The QoS levels are met with a maximum one failed node. However the system is not able to deal with partition failure.

2.4.2 State and operation-based reconciliation

Assume that we have a system that has been partitioned for some time and that update operations have been performed in each of the partitions. When the network heals and the system should come back to one consistent
state we have to perform reconciliation. There are two ways to perform
the reconciliation, either by considering the state of each partition, or by
considering the operations that have been performed.

Both approaches have benefits and drawbacks. Some of them are re-
lated to the problem of just transferring the data. Here parameters such
as the size of the data is important as well as the time taken to process
operations. Kemme et al, [56] investigates different techniques for trans-
fering data during reconfiguration between replicas in a distributed database.
The proposed protocols consider what data must be transferred by using
information such as version numbers. Although some of the protocols are
targeted at improving recovery and availability the premises are that of a
single partition functioning in a partitioned system.

State reconciliation is an attractive option when the state can be merged
such as when the state is represented using sets [65]. A directory service
application is a good example where set-based reconciliation could be used.
However, in most cases it is hard to merge the state without knowing what
has been done to change the state. Of course, it is possible to discard the
data that has been written in all partitions except one. Alternatively if there
is some mechanism to solve arbitrary conflicts (or if there are no conflicts) the
state can be constructed by combining parts of the state from each partition.
This approach is used for some distributed file systems such as Coda [58]
and source management systems such as CVS [16] and Subversion [23]. In
these systems, user interaction is required to merge the conflicts. However,
anyone who has tried to merge two conflicting CVS checkouts know that
this can quickly become tedious and difficult even when the changes seem
to be non-conflicting.

There are systems that try to combine state and operation-based recon-
ciliation. The Eternal [70] system is an example of this. For each object
there is one replica that is considered as primary. Upon reconciliation the
state of these replicas are transferred to the others. Then the operations
that have been performed in the non-primary replicas are propagated.

2.4.3 Operation Replay Ordering

An operation-based reconciliation algorithm must have a policy what order
to replay the operations in. There are two reasons for having ordering
constraints on the operations. First of all, there might be an expected order
of replay. Such ordering requirements usually only relate operations that
have been performed in the same partition (there are exceptions), and they
are usually syntactic requirements such as causal order or time-stamp order.

The second reason for ordering operations is to ensure constraint consist-
tency. This has been widely used in database systems [30]. Davidson [29]
presents an optimistic protocol that can handle concurrent updates to the
same object in different partitions. Each transaction can be associated with
a write-set and a read-set. The write-set contains all data-items that have
been written to and the read-set contains all data-item that have been read. Any transaction that reads a value in one partition should be performed before a transaction that writes to that value in another partition. This constraint together with the normal precedence requirements obtained within a partition gives rise to a graph. It is shown that the graph represents a serializable schedule iff the graph is acyclic. An acyclic graph is achieved by revoking transactions (backout). It is shown that finding the least possible set of backouts needed for creating an acyclic graph is NP-complete. The ordering here is clearly syntactic.

Phatak and Nath [75] follow the same approach. However, instead of requiring serializable final schedules, their algorithm provides snapshot isolation which is weaker. Basically, this means that each transaction gets its own view of the data. This can lead to violation of integrity constraints in some cases.

In the IceCube system [57, 77] the ordering is given by the application programmer as methods that state the preferred order between operations as well other semantic information such as commutativity. Ordering is considered in the sense that some operation histories are considered safe and some unsafe. An example of an unsafe ordering is a delete operation followed by some other operation (read/write). This semantic information is represented as constraints which in turn create dependencies on operations. Due to the complexity of finding a suitable order the authors propose a heuristic for choosing the log schedule.

Martins et al. [63] have designed a fully distributed version of the IceCube algorithm called the Distributed Semantic Reconciliation (DSR) algorithm. The motivation was to include it in a peer-to-peer data management system. In such a system a centralised algorithm would not be feasible. Performance analysis of the DSR algorithm showed that there was not a major improvement in reconciliation speed compared to a centralised algorithm. This is reasonable since there are many interdependencies that needs to maintained in a distributed reconciliation algorithm.

### 2.4.4 Partition-tolerant Middleware Systems

There are a number of systems that have been designed to provide partition-tolerance. Some are best suited for systems where communication fails only for short periods. None of the systems have proper support for system-wide integrity constraints.

Bayou [91, 74] is a distributed storage system that is adapted for mobile environments. It allows to provisionally (tentatively) accept updates in a partitioned system and to finally accept (commit) them at a later stage. Reconciliation is done on a pair-wise basis where two replicas exchange the tentative writes that have been performed. For each replica there is a primary that is responsible for committing tentative writes.

There is support for integrity constraints through preconditions that are
checked when performing a write. If the precondition fails, a special merge procedure that needs to be associated with every write is performed. Although the system in principle allows constraints to include multiple objects, there is little support for such constraints in the replication and reconciliation protocols. Specifically, the constraints are checked upon performing a tentative write only. Therefore when a primary server commits the operations, they will have been validated on tentative data. Moreover, Bayou cannot deal with critical constraints that are not allowed to be violated.

Bayou will always operate with tentative writes. Even if the connectivity is restored, there is no guarantee that the set of tentative updates and committed updates will converge under continued load. Naturally, if all clients stop performing writes, then the system will converge.

The Eternal system by Moser et al. [68] is a partition-aware CORBA middleware. Eternal relies on Totem for totally ordered multicast and has support both for active and passive replication schemes. The reconciliation scheme is described in [70]. The idea is to keep a sort of primary for each object that is located in only one partition. The state of these primaries are transferred to the secondaries on reunification. In addition, operations which are performed on the secondaries during degraded mode are reapplied during the reconciliation phase. The problem with this approach is that it cannot be combined with constraints. The reason is that one cannot assume that the state which is achieved by combining the primaries for each object will result in a consistent state on which operations can be applied.

Singh et al. [86] describe an integration of load balancing and fault tolerance for CORBA. Specific implementation issues are discussed. They use Eternal for FT and TAO for load balancing. It seems that the replication and load balancing more or less cancel each other out in terms of effect on throughput. Only crash failures are considered.

Jgroups [5] is a system of supporting programming partition aware systems using a method that the authors call enriched view synchrony. Apart from ordinary views of a system the enriched view synchrony model includes sub-views and sets of sub-views. These views can then be used to empower the application to deal with partitions. The authors consider what they term the shared state problem which they characterise as three sub problems. First, there is state transfer which has to be done to propagate changes to stale (non-updated) replicas. Second, there is the state creation problem which arises when no node has an up-to-date state. Finally, there is the state merging problem which occurs when partitions have been servicing updates concurrently.

Holliday et al. [51] propose a framework that allows mobile databases to sign off a portion of the main database for disconnected updates. Their focus is on pessimistic methods because it is made sure that inconsistencies are not allowed to occur. The optimistic approach is briefly mentioned but not investigated in detail.
2.4.5 Databases and File Systems

Pitoura et al. [76] propose a replication strategy for weakly connected systems. In such systems nodes are not disconnected for longer periods as in a network partition, but bandwidth may be low and latency high between clusters of well connected nodes. Such clusters are akin to a partition in the sense that local copies of remote data are kept to achieve high availability. In addition to the normal read and write operations the authors introduce weak writes (which only update locally and do not require system wide consistency) and weak reads (which read from local copies). The effect of weak writes may be revoked as a consequence of a reconciliation process between clusters. Reconciliation is performed in a syntactic way making sure that there is an acceptable ordering of operations according to the defined correctness criteria. However it is assumed that the reconciled operations never conflict with each other requiring the type of reconciliation discussed in this thesis.

Gray et al. [44] address the problem of update anywhere. The authors calculate the number of deadlocks or reconciliations that are needed as the systems scale given syntactic ordering requirements. Particularly mobile nodes suffer from this and the authors suggest a solution. The idea is that a mobile node keeps tentative operations and its own version of the database. When the node connects to the base network the tentative operations are submitted. They are either accepted or rejected. The focus is on serializability but the same reasoning could be applied to constraint checking.

Several replicated file systems exist that deal with reconciliation in some way [80, 58]. Balasubramaniam and Pierce [8] specify a set of formal requirements on a file synchroniser. These are used to construct a simple state-based synchronisation algorithm. Ramsey and Csirmaz [79] present an algebra for operations on file systems. Reconciliation can then be performed on operation level and the possible reorderings of operations can be calculated.
Overview and System Model

To explain our work, we need first to explain the basics of our approach. We will give an overview of what kind of system we are considering and how availability can be maintained in such systems. We will then go through the formal terminology that we use in this thesis. This is used when describing the basic timing and fault assumptions that we need as well as explaining what types of ordering and consistency semantics that we assume the system to have.

3.1 Overview

Consider the simple system depicted in Figure 3.1. There are four server nodes hosting three replicated objects. Each object is represented as a polygon with a primary replica marked with bold lines. There are also two clients C1 and C2 that perform invocations to the system.

A link failure as indicated in the picture with a lightning will result in a network partition. At first glance, this is not really a problem. The system is fully replicated so all objects are available at all server nodes. Therefore client requests could in principle continue as if nothing happened. This is true for read operations, where the only problem is the risk of reading stale data. The situation with write operations is more complicated. If client C1 and C2 both try to perform a write operation on the square object then there is a write-write conflict when the network is repaired. Even if clients are only restricted to writing to primary replicas (i.e., C2 is only allowed to update the triangle) there is the problem of integrity constraints. If there is some constraint relating the square and the triangle, C2 cannot safely
perform a write operation since the integrity constraint might be violated.

The most common solution to this problem is to deny service to the
clients until the system is reunified (shown in Figure 3.2. This is a safe so-
lution without any complications, and the system can continue immediately
after the network reunifies. However, it will result in a low availability.

The second approach of letting a majority partition [49] continue operat-
ing is better. In our example this would allow at least partial availability in
the sense that C1 gets serviced whereas C2 is denied service. However, there
are two problems associated with this solution. First, of all there might not
be a primary partition. If the nodes in our example were split so that there
were two nodes in each partition, then none of the partitions would be al-
lowed to continue. Secondly, it does not allow prioritising between clients
or requests. It might be the case that it is critical to service C2 whereas
C1’s operations are not as important. Such requirements cannot be fulfilled
using the majority partition approach.

This leaves us with the optimistic approach where all partitions are al-
lowed to continue accepting update operations. We say that the system
operates in *degraded mode*. However, we still have the problems of replica
conflicts and integrity constraint violations. This is why we need reconcilia-
tion algorithms to solve the conflicts and the install a consistent state in all nodes. In other words, we temporarily relax the consistency requirements but restore full consistency later.

Unfortunately, there are disadvantages with acting optimistically as well. First of all, there might be side-effects associated with an operation so that the operation cannot be undone. There are two ways to tackle this problem. Either, these operations are not allowed during degraded mode, or the application writer must supply compensating actions for such operations. A typical example of this is billing. Some systems allow users to perform transactions off-line without being able to verify the amount of money on the user’s account. A compensating action in this case is to send a bill to the user.

The second problem is that there might be integrity constraints that cannot be allowed to be violated, not even temporarily. This usually means that there is some side effect associated with the operation that cannot be compensated (e.g., missile launch). To deal with this we differentiate between critical and non-critical constraints. During network partitions, only operations that affect non-critical constraints are allowed to continue. Therefore, the system is only partially available.

Since this reconciliation procedure involves revoking or compensating some of the conflicting operations, most constraint-aware reconciliation protocols need to stop incoming requests in order not to create confusion for the clients. We call this type of reconciliation algorithms stop-the-world algorithms since everything needs to be stopped during reconciliation (see Figure 3.3).

![Figure 3.3: Optimistic stop-the-world approach: partial service during partition, unavailable during reconciliation](image)

In addition to the stop-the-world protocols, we have also constructed a reconciliation protocol that we call the Continuous Service (CS) reconciliation protocol. This protocol allows incoming requests during reconciliation (see Figure 3.4). The cost for this is that the reconciliation period gets slightly longer, and that the service guarantees are the same as during the period of network partition.

Although this thesis concentrates on the reconciliation process, one also
needs a replication protocol for the normal and degraded modes of the system. Reconciliation is actually just a part of an optimistic replication scheme. We will assume the existence of a replication protocol that ensures full consistency in normal mode (i.e., no faults) and that provisionally accepts operations during degraded mode (i.e., network partition) provided that no critical constraints are involved. In Chapter 6 we describe the design and implementation of one such replication protocol that is compatible with the CS reconciliation protocol.

We will now proceed with describing the terminology that is used in the rest of this thesis. Then we will continue by describing the system model that we assume.

3.2 Terminology

This section introduces the concepts needed to formally describe the reconciliation protocol and its properties. We will define the necessary terms such as object, partition and replica as well as defining consistency criteria for partitions. These concepts are mainly used in the formal description and analysis of the protocols. Therefore this section can be skimmed on a first reading.

3.2.1 Objects

For the purpose of formalisation we associate data with objects. Implementation-wise, data can be maintained in databases and accessed via database managers.

**Definition 1.** An object $o$ is a triple $o = (S, O, T)$ where $S$ is the set of possible states, $O$ is the set of operations that can be applied to the object state and $T \subseteq S \times O \times S$ is a transition relation on states and operations.

We assume all operation sets to be disjunct so that every operation is associated with one object.
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Transitions from a state \( s \) to a state \( s' \) will be denoted by \( s \overset{\alpha}{\rightarrow} s' \) where \( \alpha = \langle op, k \rangle \) is an operation instance with \( op \in \mathcal{O} \), and \( k \in \mathbb{N} \) denotes the unique invocation of operation \( op \) at some client. Note that this does not imply a total ordering of operations. The identifying numbers are merely used in the formal reasoning to make each operation instance a distinct element.

**Definition 2.** An integrity constraint \( c \) is a predicate over multiple object states. Thus, \( c \subseteq S_1 \times S_2 \times \ldots \times S_N \) where \( N \) is the number of objects in the system.

Intuitively, object operations should only be performed if they do not violate integrity constraints.

A distributed system with replication has multiple replicas for every object located on different nodes in the network. As long as no failures occur, the existence of replicas has no effect on the functional behaviour of the system. Therefore, the state of the system in the normal mode can be modelled as a set of replicas, one for each object.

**Definition 3.** A replica \( r \) for object \( o = (S, \mathcal{O}, T) \) is a triple \( r = (L, s^0, s^m) \) where the log \( L = \langle \alpha_1 \ldots \alpha_m \rangle \) is a sequence of operation instances defined over \( \mathcal{O} \). The initial state is \( s^0 \in S \) and \( s^m \in S \) is a state such that \( s^0 \overset{\alpha_1}{\ldots} \overset{\alpha_m}{\rightarrow} s^m \).

The log can be considered as the record of operations since the last checkpoint that also recorded the (initial) state \( s^0 \).

We consider partitions that have been operating independently and we assume the nodes in each partition to accommodate one primary replica for each object. This will typically be promoted by the middleware. We assume that a replication protocol ensures 1-copy serialisability within a given partition. Moreover, we assume that all objects are replicated across all nodes. For the purpose of reconciliation the important aspect of a partition is not how the actual nodes in the network are connected but the replicas whose states have been updated separately and need to be reconciled. Thus, with the above assumptions, the state of each partition can be modelled as a set of replicas where each object is uniquely represented by the state of the primary replica for that object.

**Definition 4.** A partition state \( p \) is a set of replicas \( r \) such that if \( r_i, r_j \in p \) are both replicas for object \( o \) then \( r_i = r_j \).

The replica states of a partition state \( p = \{(L_1, s^0_1, s_1), \ldots, (L_N, s^0_N, s_N)\} \) consists of the state of each of the replicas, that is \( \langle s_1, \ldots, s_N \rangle \). Transitions over object states can now be naturally extended to transitions over replica states in a partition.

**Definition 5.** Let \( \alpha = \langle op, k \rangle \) be an operation instance for some invocation \( k \) of operation \( op \). Then \( s^j \overset{\alpha}{\rightarrow} s^{j+1} \) is a partition transition iff there is an
object \( o_i \) such that \( s_i \sim s'_i \) is a transition for \( o_i \), \( s^j = (s_1, \ldots, s_i, \ldots, s_N) \) and \( s^{j+1} = (s_1, \ldots, s'_i, \ldots, s_N) \).

### 3.2.2 Order

So far we have not introduced any concept of order except that a state is always the result of operations performed in some order. When we later will consider the problem of creating new states from operations that have been performed in different partitions we must be able to determine in what (if any) order the operations must be replayed.

At this point we will merely define the existence of a strict partial order relation over operation instances. Later, in Sect. 3.4 we explain the philosophy behind choosing this relation.

**Definition 6.** The relation \( \rightarrow \) is an irreflexive, transitive relation over the operation instances obtained from operations \( \mathcal{O}_1 \cup \ldots \cup \mathcal{O}_N \).

In Definition 8 we will use this ordering to define correctness of a partition state. Note that the ordering relation induces an ordering on states along the time line whereas the consistency constraints relate the states of various objects at a given “time point” (a cut of the distributed system).

### 3.2.3 Consistency

Our reconciliation protocol will take a set of partition states and produce a new partition state. As there are integrity constraints on the system state and order dependencies on operations, a reconciliation protocol must make sure that the resulting partition state is correct with respect to both of these requirements. This section defines consistency properties for partition states.

**Definition 7.** The replica states \( s = (s_1, \ldots, s_N) \) for partition state \( p \) where \( p = \{(L_1, s_1^0, s_1), \ldots, (L_N, s_N^0, s_N)\} \) is constraint consistent, denoted \( \text{isConsistent}(p) \), iff for all integrity constraints \( c \), \( s \in c \).

Next we define a consistency criterion for partition states that also takes into account the order requirements on operations in logs. Intuitively we require that there is some way to construct the current partition state from the initial state using all the operations in the logs. Moreover, all the intermediate states should be constraint consistent and the operation ordering must follow the ordering restrictions. We will use this correctness criterion in evaluation of our reconciliation protocol.

**Definition 8.** Let \( p = \{(L_1, s_1^0, s_1), \ldots, (L_N, s_N^0, s_N)\} \) be a partition state, and let \( s^k \) be the \( k \):th version of the replica states. The initial state is \( s^0 = (s_1^0, \ldots, s_N^0) \). We say that the partition state \( p \) is consistent if there exists a sequence of operation instances \( L = (\alpha_1, \ldots, \alpha_m) \) such that:
1. $\alpha \in L_i \Rightarrow \alpha \in L$
2. $s^0 \overset{\alpha_1}{\rightarrow} \ldots \overset{\alpha_m}{\rightarrow} s^m$
3. Every $s^j \in \{s^0, \ldots, s^m\}$ is constraint consistent
4. $\alpha_i \rightarrow \alpha_j \Rightarrow i < j$

3.2.4 Utility

Some of the operations will have to be revoked during the reconciliation. In order to be able to choose which operation to revoke it is useful to have a notion of usefulness. For now we will simply define a notion of utility and assume that it is dictated by the application. Later we will discuss how utility can be tied to execution times and what other utility functions could be used.

**Definition 9.** Let $\mathcal{O}_i$ be the operations set for object $o_i$. A utility function $U : \bigcup_{i=1}^{N} \mathcal{O}_i \rightarrow \mathbb{R}$ is a mapping from the operations for all objects to a real number.

The definition can be extended to apply to a partition state by letting the utility of a partition be the sum of the utilities of all the executed operations since the initial state.

3.2.5 Processes

Apart from the data view of a partition which is represented by the states of the replicas in the partition we also need to consider communicating processes. Thus, we can view the system as a set of stateful processes that communicate by message-passing. Later we use timed I/O-automata to describe the behaviour of such processes. With this view, a network partition is characterised by the fact that only a subset of all the nodes is reachable from a given node.

We assume the existence of a group membership service. Remember that the purpose of this service is to keep track of which processes that are reachable at any given point in time. This information is delivered to the processes by so-called views that contain the set of currently reachable processes. This set is referred to as a group.

3.3 Fault and Timing Model

We have already stated the need for fault models and timing models when describing algorithms for fault tolerance in distributed systems. We express this as six assumptions on the underlying network behaviour.

We assume that the network may partition multiple times, and that the network repairs completely. That is, no partial network reunifications are
allowed. The reason for this limitation is that it simplifies the presentation of the algorithms, not that such cases cannot be dealt with. Moreover we assume that nodes never crash. Any pause-crash node (i.e. a node that has a persistence layer) can be seen as a single node that is partitioned away for some time and then rejoins the network.

Moreover, we assume that there are two time bounds on the appearance of faults in the network (see Figure 3.5). $T_D$ is the maximal time that the network can be partitioned. $T_F$ is needed to capture the minimum time between two faults. The relationship between these bounds is important as operations are piled up during the degraded mode and the reconciliation has to be able to handle them during the time before the next fault occurs.

We will not explicitly describe all the actions of the network but we will give a description of the required actions as well as a list of requirements that the network must meet. The network assumptions are summarised in N1-N6, where N1, N2, and N3 characterise reliable broadcast which can be supplied by a system such as Spread [87]. Assumption N4 relates to partial synchrony which is a basic assumption for fault-tolerant distributed systems. Finally we assume that faults are limited in frequency and duration (N5,N6) which is reasonable, as otherwise the system could never heal itself.

N1 A receive action is preceded by a send (or broadcast) action.

N2 A sent message is not lost unless a network partition occurs.

N3 A sent broadcast message is either received by all processes in the group or a partition occurs.

N4 Messages arrive with a maximum delay of $d_{msg}$ (including broadcast messages).

N5 After a reunification, a partition occurs after an interval of at least $T_F$.

N6 Partitions do not last for more than $T_D$.
3.4 Operation Ordering

In Sect. 3.2.2 we introduced an order relation between operations. In this section we will further elaborate on this concept, and briefly explain why it is important for reconciliation.

We recall that the middleware has to start a reconciliation process when the system recovers from link failures (i.e. when the network is physically reunified). At that point in time there may be several conflicting states for each object since write requests have been serviced in all partitions. In order to merge these states into one common state for the system we can choose to replay the performed operations (that are stored in the logs of each replica). The replay starts from the last common state (i.e. from the state before the partition fault occurred) and iteratively builds up a new state. The question is only in what order should the operations be replayed? It would be tempting to answer this question with “the same order as they were originally applied”. But there are two fallacies with this answer. First, it is hard to characterise the order they were originally applied in. Secondly, that order is not necessarily the best one.

In order to deal with this in a proper way, we start by relating a replay order with traditional ordering concepts in distributed systems. As shown in Figure 3.4, each operation invocation is associated with five events: $si(\alpha)$, $ri(\alpha)$, $a(\alpha)$, $sr(\alpha)$, and $rr(\alpha)$. The first and last event, takes place on the client node, and the middle three occur at the server.

![Figure 3.6: Events associated with an operation](image)

We now proceed by first explaining why we need to take client actions into account when determining the replay order. Then we explain why causal order of events induces (in some cases) unnecessary constraints that are expensive to enforce. Finally, we describe what we think is the minimal replay order that is required to meet basic client expectations.

**Client excluded order is too weak**  

Let’s assume that we have a (asynchronous) system where a number of servers are joined in a logical group that orders event according to some scheme (e.g. causal order). We de-
note this with $e_1 >_A e_2$ if event $e_1$ precedes event $e_2$. However, all events taking place outside of this group (i.e., at the clients) are ignored. This is not an unreasonable approach. For crash tolerance it is enough with such a solution, since clients rarely need to be crash tolerant. Now consider the scenario in Figure 3.7.

![Figure 3.7: Client excluded ordering](image)

Since no messages have passed between $S_1$ and $S_2$ in this scenario, there is no way for them to determine the temporal order between events $a(\alpha_1)$ and $a(\alpha_2)$ unless 1) there is a global clock, this is excluded since the system is assumed to be asynchronous 2) the second invocation contains information about the client’s logical time.

Now imagine that there is no mechanism to take the client perceived order into account, and that these operations are performed in a degraded system, and should be replayed during reconciliation. In such a case, the system could just as well replay operation $\alpha_2$ before $\alpha_1$ as the other way around. Moreover, if there operations that have been performed in another partition that are interleaved with $\alpha_1$ and $\alpha_2$, then this change of order will affect the final state.

This completely violates what the client can reasonably expect from the system. The client knows that $\alpha_1$ was executed before $\alpha_2$ since the reply for $\alpha_1$ was received even before $\alpha_2$ was invoked.

**Causal order might be too strong** Causal ordering of events is a very attractive option. We can define the replay order as follows:

$$\alpha_1 \rightarrow \alpha_2 \text{ if } a(\alpha_1) \succ a(\alpha_2),$$
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where $\triangleright$ is the causal order of the events $a(\alpha_1)$ and $a(\alpha_2)$.

If we adhere to this ordering, there will be no unexpected behaviour. Any observer of system messages will perceive the replayed order to be correct.

So why not use this as the required replay order? The answer is that it is expensive and sometimes even unnecessary. Lets start with the expensive part.

Tracking the causal order of events, requires all messages to be tagged with a logical clock. Although it in principle suffices with Lamport clocks [60] to guarantee causal order, this ordering is stronger than causal and suffers more from the second problem which is discussed below. To exactly capture the causal order, vector clocks are needed where there is one clock for each participating node. This vector with logical clocks needs to be passed along with every message in the network. For a system with hundreds of clients, this is clearly too costly.

The second problem, is that of arbitrary order requirements. Assume that we use Lamport clocks to track time. Now consider the scenario in Figure 3.8. If there have been many internal actions that have occurred in $S_1$ the order induced by the Lamport clocks will require that $\alpha_2$ is replayed before $\alpha_1$. Although this order is fully acceptable, there is no semantic reason to require this order. It might even be the case that it is impossible to replay the operations in that order due to integrity constraints. Note that this is not a problem of causal ordering per se, but a problem of Lamport’s logical clocks.

![Figure 3.8: Independent operations](image)

In the next chapter we discuss how one can design reconciliation algorithms that try to get a higher utility. By introducing arbitrary order requirements one reduces the possibility of finding good operation orderings.
To summarise the discussion so far, we need some kind of ordering to respect the expectations from clients, but it should be as lightweight as possible to reduce overhead and allow intelligent reconciliation.

**Client Expected Order** Remember that the client knows that some operations have been executed because of the replies it has received. Therefore we use this expectation to define an ordering relation. When the reconciliation process replays the operations it must make sure that this expected order is respected.

\[ \alpha_1 \rightarrow \alpha_2 \text{ if } rr(\alpha_1) > is(\alpha_2), \]

where \( > \) denotes how the events are ordered by the *local* clock at the client node.

This induced order need not be specified at the application level. It can be captured by a client side front end within the middleware, and reflected in a tag for the invoked operations. In Section 6.6 we describe the implementation of such a mechanism.

The main drawback with this ordering is that clients must be independent from each other. If clients communicate, then there might be additional expectations that cannot be guaranteed. In such case, casual ordering would probably be required.

### 3.5 Integrity Constraints

Since operations will have to be replayed we need to consider the conditions required, so that replaying an operation in a different state than that it was originally executed in does not cause any discrepancies. We assume that such conditions are indeed captured by integrity constraints.

In other words, the middleware expects that an application writer has created the needed integrity constraints such that replaying an operation during reconciliation is harmless as long as the constraint is satisfied, even if the state on which it is replayed is different from the state in which it was earlier executed. That is, there should not be any implicit conditions that are checked by the client at the invocation of the operation. Otherwise, it would not be possible for the middleware to recheck these constraints upon reconciliation.

As an example, consider withdrawal from a credit account. It is acceptable to allow a withdrawal as long as there is coverage for the account in the balance; it is not essential that the balance should be a given value when withdrawal is allowed. Recall that an operation for which a later rejection is not acceptable from an application point of view should be associated with a critical constraint (thereby not applied during a partition at all). An example of such an operation would be the termination of a credit account.
3.6 NOTATION SUMMARY

We will try to be consistent with use of symbols in this thesis. However, since it might not always be easy to track the meaning of a symbol, we provide a summary in Table 3.1. This is not a complete list, but covers the most frequently used symbols.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C )</td>
<td>Number of clients.</td>
</tr>
<tr>
<td>( d_{\text{msg}} )</td>
<td>Maximal message transmission time.</td>
</tr>
<tr>
<td>( d_{\text{inv}} )</td>
<td>Minimal time between two invocations from one client.</td>
</tr>
<tr>
<td>( d_{\text{han}} )</td>
<td>Maximal time between two handle actions within reconciliation manager.</td>
</tr>
<tr>
<td>( d_{\text{act}} )</td>
<td>Deadline for actions.</td>
</tr>
<tr>
<td>( d )</td>
<td>Upper bound on ( d_{\text{han}} ) and ( d_{\text{act}} ).</td>
</tr>
<tr>
<td>( f )</td>
<td>Number of iterations for STW-Merge and STW-GEU.</td>
</tr>
<tr>
<td>( L )</td>
<td>Sequence of replayed operations.</td>
</tr>
<tr>
<td>( L_i )</td>
<td>Log of operations performed by replica ( i ).</td>
</tr>
<tr>
<td>( M )</td>
<td>Reconciliation manager process.</td>
</tr>
<tr>
<td>( m )</td>
<td>Number of operations performed for a replica.</td>
</tr>
<tr>
<td>( N )</td>
<td>Number of objects.</td>
</tr>
<tr>
<td>( O )</td>
<td>Set of operations for a given object.</td>
</tr>
<tr>
<td>( o )</td>
<td>An object.</td>
</tr>
<tr>
<td>( P_{\text{viol}} )</td>
<td>Probability of violation.</td>
</tr>
<tr>
<td>( p )</td>
<td>Partition state, including logs.</td>
</tr>
<tr>
<td>( q )</td>
<td>Number of partitions to be reconciled.</td>
</tr>
<tr>
<td>( r )</td>
<td>An object replica.</td>
</tr>
<tr>
<td>( s )</td>
<td>The state of a replica.</td>
</tr>
<tr>
<td>( s )</td>
<td>State of all replicas in a partition, excluding logs.</td>
</tr>
<tr>
<td>( S )</td>
<td>The set of possible states for an object.</td>
</tr>
<tr>
<td>( t^i_j )</td>
<td>Global time of event ( i ) at process ( j ).</td>
</tr>
<tr>
<td>( T )</td>
<td>The set of transitions possible for an object.</td>
</tr>
<tr>
<td>( U(\alpha) )</td>
<td>Utility associated with operation ( \alpha ).</td>
</tr>
<tr>
<td>( T_F )</td>
<td>Minimal time before a partition fault after a reunify.</td>
</tr>
<tr>
<td>( T_D )</td>
<td>Maximal duration of a partition.</td>
</tr>
<tr>
<td>( \alpha, \beta, \gamma )</td>
<td>Operation instances.</td>
</tr>
<tr>
<td>( \gamma, \sigma )</td>
<td>Sets of admissible timed system traces.</td>
</tr>
</tbody>
</table>
“The arrangements were fair to both sides. Since Milo did have freedom of passage everywhere, his planes were able to steal over in a sneak attack without alerting the German aircraft gunners; and since Milo knew about the attack, he was able to alert the German antiaircraft gunners in sufficient time for them to begin firing accurately the moment the planes came into range.”

Joseph Heller, Catch 22

4

Reconciliation Algorithms

In this chapter we present four different reconciliation algorithms. Figure 4 categorises them according to whether they are state or operation-based and for the operation-based, whether they require the system to stop invocations during reconciliation, an approach that we denote stop-the-world (STW), or allows continuous service. The Choose1 and STW-Merge algorithms are very simple and should be considered as baselines to which the other two algorithms are compared.

![Reconciliation Algorithms Diagram](image)

Figure 4.1: Algorithms

The Choose1, STW-Merge, and STW-GEU algorithms are presented as ordinary centralised algorithms. The CS algorithm, on the other hand, requires a more complete description since it is also concerned with what is happening at the respective replicas. Therefore, we have described it using timed I/O-automata of Lynch [61].
4.1 Help Functions

In order to simplify the presentation of the algorithms we start by introducing some help functions. These are fairly straightforward, but by abstracting them in the algorithms we hope to reduce the clutter of letters and symbols. Their formal definitions are only needed for the correctness proofs in Chapter 5, and just as the definitions in the previous chapter they can be skipped in a first reading.

First we introduce a function that applies an operation to the state of the partition. The effect of the function is that one of the replicas in the partition gets its state updated, and the log is appended with the applied operation.

**Definition 10.** Let apply be a function taking an operation and a partition as arguments and returning an updated partition, formally:

$$\text{apply}(\alpha, p) = \{r\} \cup r'$$

where $r = (L, s^0, s^m)$ is a replica for object $o = (S, \mathcal{O}, \mathcal{T})$ and $\alpha \in \mathcal{O}$. $r' = (L + \langle \alpha \rangle, s^0, s^{m+1})$ is also a replica for $o$ and $(s^m \xrightarrow{\alpha} s^{m+1}) \in \mathcal{T}$.

The operation-based algorithms need to collect all the operations that have been performed in a given partition. For the centralised algorithms, this can be formalised with the following function:

**Definition 11.** Let getOps be a function that takes a partition as argument and returns the set of operations that are present in the logs of the partition.

$$\text{getOps}(p) = \{\alpha \mid \alpha \in L \land \exists r \in p[r = (L, s^0, s)]\}$$

We also need a function that helps to pick out those operations that can be applied from a set of ordered operations. This means choosing the set of operations that have no predecessors.

**Definition 12.** Let minSet be a function that returns the set of minimal elements in a given subset of all possible operations. Formally:

$$\text{minSet}(O) = \{\alpha \mid \alpha \in O \land \exists \beta \in O[\beta \rightarrow \alpha]\}$$

Finally, we present a function called addSuccs that takes two partially ordered sets $A \subseteq B$ and an element $\alpha$ and adds to $A$ the sole and immediate successors of $\alpha$ that are in $B$.

**Definition 13.**

$$\text{addSuccs}(A, B, \alpha) = A \cup \{\beta \in B \mid \alpha \rightarrow \beta \land \exists \delta \in A[\delta \rightarrow \beta] \Rightarrow \delta = \alpha \land \exists \gamma[\alpha \rightarrow \gamma \land \gamma \rightarrow \beta]\}$$
4.2. CHOOSE STATES

This function looks rather esoteric so we will give a brief explanation. First, we add all elements already in \( A \) and join it with all elements \( \beta \) in \( B \) that fulfil three conditions: (1) \( \beta \) must be a successor of \( \alpha \) (2) there is no predecessor to \( \beta \) in \( A \) except for \( \alpha \) (3) there is no element that is ordered between \( \alpha \) and \( \beta \).

Now, we continue with a baseline algorithm that we use in the evaluation chapter.

4.2 Choose states

The simplest approach for performing state-based reconciliation is to select any of the partitions’ states as the final state of the system. An alternative would be to construct the final partition state by combining the object states from several partitions. However, such a constructed state cannot be guaranteed to be consistent. Moreover, it is far from obvious how to efficiently restore consistency in such a system without manual intervention. In Algorithm 1 a partition choosing algorithm is described. Which partition to choose as the resulting partition can depend on the application, but as we will evaluate this algorithm based on the obtained utility we choose the partition resulting in the maximal utility.

Algorithm 1

This approach generates a consistent partition. In a way, this approach is very similar to having only one partition (e.g. the majority) operating in the partitioned phase. Although the system proceeds to service in different partitions in degraded mode, there are requests that the clients believe to be accepted and will later be undone.

4.3 Merging operation sequences

The next reconciliation algorithm that we describe works by simply merging the sequences of operations that have been stored in the replicas at each partition and apply them in the required order. During replay, which operation
to replay is chosen arbitrarily as long as the specified strict partial order \( \rightarrow \) from Definition 6 is followed.

Algorithm 2 starts by creating a set of candidate elements from which the next operation to execute is chosen. The first candidate contains the elements that have no predecessor in the set of operations. When an operation is executed it is removed from the candidate set and replaced by its immediate and sole successors. If the result is consistent then the new resulting partition is updated. Otherwise the operation is put in the set of revoked operations. This procedure is repeated until all the elements have been considered.

**Algorithm 2 STW-Merge**

| Input: | \( p_1, \ldots, p_q \) /* q partitions */ |
|        | \( \rightarrow \) /* a partial ordering relation for all the operations in the domain */ |
| Output: | \((p, rev)\) /* \( p \): A new partition, \( rev \): revoked operations */ |

\[
\text{STW-Merge}(p_1, \ldots, p_q)
\]
/* Initialise variables */
1. \( p \leftarrow \{(\emptyset, s_1^0, s_1^0), \ldots, (\emptyset, s_N^0, s_N^0)\} \) /* New system state */
2. \( \text{rev} \leftarrow \emptyset \) /* Operations to revoke */
3. \( \text{ops} \leftarrow \bigcup_{p' \in \{p_1, \ldots, p_q\}} \text{getOps}(p') \) /* All operations */
4. \( \text{cand} \leftarrow \text{minSet}(\text{ops}) \) /* Set of candidates to apply */

/* Go through all the operations according to the required order and try to apply them */
5. \( \text{while } \text{cand} \neq \emptyset \) do
6. \( \alpha \leftarrow \text{choose arbitrary element from } \text{cand} \)
7. \( \text{cand} \leftarrow \text{addSuccs}(\text{cand}, \text{ops}, \alpha) \setminus \{\alpha\} \)
8. \( \text{if } \text{isConsistent}(\text{apply}(\alpha, p)) \text{ then} \)
9. \( p \leftarrow \text{apply}(\alpha, p) \)
10. \( \text{else} \)
11. \( \text{rev} \leftarrow \text{rev} \cup \{\alpha\} \)
12. \( \text{return } \langle p, \text{rev} \rangle \)

Note that this algorithm selects the elements nondeterministically. Hence, there are potentially several different results that can be obtained from using this algorithm on the same partition set.

### 4.4 Greatest Expected Utility

The previous algorithm does not try to order operations to maximise the utility because it has no way of comparing operation sequences and decide on one operation ordering in preference to another. This section presents an algorithm that tries to maximise the expected utility. To explain this concept we will first introduce the concept of probability of violation.
Probability of Violation

A reconciliation process must make decisions about the order that operations are to be performed at each replica. Recall that operation ordering requirements and integrity constraints are orthogonal. Even if the execution of an operation is acceptable with regard to the operation ordering (→) it can put the partition in an inconsistent state after execution. Moreover, it could be the case that applying a particular operation from another partition may hinder the execution of operations that have taken place within this partition. Trying out the operations to see if an inconsistency is caused can turn out to be very time consuming. So the ideal situation would be to decide whether a given operation should be executed or not without actually executing it. Suppose that for each operation we could determine the probability that we would get an inconsistency if we were to apply it. Then this probability of violation could be used to selectively build execution sequences for the resulting partition.

One may wonder how such a parameter would be obtained. In a real application we must be practical and consider if we can calculate this probability from past history or if it is possible to measure. We will explore an approach that is based on system profiling. When the system is functioning in normal mode the consistency violations are immediately detected after applying an operation. By keeping track of how often a particular operation causes an inconsistency we get a rough measure of the probability of violation for that particular operation.

Expected Utility

There are now two ways of measuring the appropriateness of executing a given operation. The utility gives information on how much there is to gain from executing the operation. The probability of violation, on the other hand, tells us what are the chances of getting a result that cannot be used.

The expected utility is a measure of what we can expect to achieve given the utility and the violation probability. We quantify the gain of a successful application of the operation \( \alpha \) with its utility \( U(\alpha) \). The expected utility of operation \( \alpha \) is

\[
EU(\alpha) = (1 - P_{\text{viol}}(\alpha)) \cdot U(\alpha) - P_{\text{viol}}(\alpha) \cdot U(\alpha) \cdot \theta
\]

where \( P_{\text{viol}}(\alpha) \) is the probability of violation for operation \( \alpha \). The scaling factor \( \theta \) reflects the fact that the cost of a violation can be more expensive than just the loss of the utility of the operation. Increasing \( \theta \) increases the importance of \( P_{\text{viol}} \). In all the experiments shown later we equate \( \theta \) with 10.

The success of the algorithm will depend on how well the expected utility can be estimated. The difficult part of this estimate is to estimate probability of violation. The \( U(\alpha) \) part, that is the utility of an operation, can to begin with be uniform for all actions. But profiling will punish those operations whose constraints were often violated in the lifetime of the system.
A system designer may then opt to increase the utility of certain operations that are deemed to be more important than others. It is for example possible to let utilities be set according to the number of nodes that were part of the partition in which the operation was invoked.

The Algorithm

Algorithm 3 STW-GEU

Input: $p_1, \ldots, p_q$ /* $q$ partitions
    → /* a partial ordering relation for all the
        operations in the domain */
    tryBound /* Maximum number of times an operation is tried */
Output: $(p, rev)$ /* $p$: A new partition
       rev: revoked operations */

STW-GEU($p_1, \ldots, p_q$)
/* Initialise variables */
1 $p ← \{(\langle \rangle, s_1^0, s_1^0), \ldots, (\langle \rangle, s_N^0, s_N^0)\}$ /* New system state, starting from
    pre-fault state */
2 $rev ← \emptyset$ /* Operations to revoke */
3 $ops ← \bigcup_{p' \in \{p_1, \ldots, p_q\}} \text{getOps}(p')$ /* All operations */
4 $cand ← \text{minSet}(ops)$ /* Set of candidates to apply */
5 $tried ← \emptyset$ /* Set of tried elements */
6 $\forall \alpha ∈ ops : \text{tryCount}(\alpha) ← 0$ /* Number of times that $\alpha$ has been tried */
7 while $cand ≠ \emptyset$ do
6 if $cand \setminus tried ≠ \emptyset$ then
9 $\alpha ← \max_{\beta ∈ (cand \setminus tried)} \text{EU}(\beta)$
10 if isConsistent($\text{apply}(\alpha, p)$) then
11 $p ← \text{apply}(\alpha, p)$
12 $cand ← \text{addSuccs}(cand, ops, \alpha) \setminus \{\alpha\}$
13 $\text{tried ← tried }∪ \{\alpha\}$
14 else /* Couldn’t apply the operation */
15 $\text{tryCount}(\alpha) ← \text{tryCount}(\alpha) + 1$
16 if $\text{tryCount}(\alpha) > \text{tryBound}$ then
17 $cand ← \text{addSuccs}(cand, ops, \alpha) \setminus \{\alpha\}$
18 $rev ← rev ∪ \{\alpha\}$
19 else
20 $\text{tried ← tried }∪ \{\alpha\}$
21 else /* Tested all ops. in cand */
22 $\alpha ← \min_{\beta ∈ cand} \text{EU}(\beta)$ /* Remove op. with lowest EU */
23 $\text{tried ← tried }\setminus \{\alpha\}$
24 $cand ← \text{addSuccs}(cand, ops, \alpha) \setminus \{\alpha\}$
25 $rev ← rev ∪ \{\alpha\}$
26 return $(p, rev)$

In Algorithm 3 the expected utility is used to choose operation orderings. The algorithm starts by collecting the operations and chooses a set of candidates in the same way as STW-Merge. But instead of choosing arbitrarily among the candidates, the operation with the highest expected utility is chosen.
If an operation is successfully executed (leads to a consistent state) a new set of candidates is created. If, on the other hand, the execution of an operation leads to an inconsistent state then the state is reverted to the previous state and the operation is put in the set of tried operations. The number of times an operation can be unsuccessfully executed due to inconsistencies is bounded by the input parameter \( \text{tryBound} \). When the number of tries exceeds this bound the operation is abandoned and put in the set of revoked operations.

If the set of tried elements is equal to the set of candidates (meaning that none of the operations could be applied without causing an inconsistency) then the operation with the lowest expected utility is replaced by its successors. This ensures that the algorithm terminates and all operations are tried.

### 4.5 Continuous Service

Now we continue with the reconciliation protocol that does not require replicas to stop accepting new operations during reconciliation. Before describing the reconciliation protocol in detail we present a short overview of the idea behind the algorithm. Figure 4.2 shows the modes of an optimistic system that uses the CS protocol. The reconciliation protocol is activated upon transition 2.
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Figure 4.2: System modes

Figure 4.3 shows the two process types present at every node of the system at the middleware layer: the reconciliation manager and the continuous server. Upon launching the reconciliation process (when the network is reunified) the nodes in the new partition elect one reconciliation manager that acts as a coordinator for the given reconciliation duration. Each continuous server has the task of providing the reconciliation manager with logs of operations performed on some object replica at a given node during the degraded mode. It is also responsible for continuously serving new requests.
until the reconciliation process ends.

![Figure 4.3: Reconciliation Protocol Processes](image)

The reconciliation manager is responsible for merging the operation logs that are sent during reconciling mode. It is activated when the system is reunified and eventually sends an install message with the new partition state to all continuous servers. The new partition state includes empty logs for each continuous server.

The state that is being (re)constructed in the reconciliation manager may not yet reflect all the operations that are before ($\rightarrow$) the new incoming operations. Therefore, the only state in which the incoming operations can be applied to is one of the partition states from the degraded mode. In other words, we need to execute the new operations as if the system was still in degraded mode. In order to do this we will maintain virtual partitions while the reconciliation phase lasts.

### 4.5.1 Reconciliation Manager

In Algorithm 4 the variable $mode$ represents the modes of the reconciliation process and is basically the same as the system modes described in Fig. 4.2 except that the normal and degraded mode are collapsed into an idle mode for the reconciliation manager, which is its initial mode of operation.

When a reunify action is activated the reconciliation manager goes to reconciling mode. Moreover, the variable $p$, which represents the partition state, is initialised with the pre-partition state, and the variable $ops$ that will contain all the operations to replay is set to empty. Now the reconciliation process starts waiting for the continuous servers to send their logs, and the variable $awaitedLogs$ is set to contain all servers that have not yet sent their logs. In the formalisation of the algorithm we use the notion from I/O automata [61]. More specifically, $receive(m)_{ij}$ denotes the action that the message $m$ from $i$ has been received by process $j$, and $\leftarrow$ denotes assignment of a state variable.

Next, we consider the action $receive(\langle \text{“log”, } log\rangle)_{iM}$ which will be activated when some continuous server for replica $r_i$ sends its operation log
to $M$. This action will add logged operations to $ops$ and to $acks[i]$ where the latter is used to store acknowledge messages that should be sent back to continuous server for $r_i$. The acknowledge messages are sent from $M$ to the continuous server for $r_i$ via the action $send(\langle "logAck", acks[i]\rangle)_M$. When logs have been received from all continuous servers (i.e. $awaitedLogs$ is empty) then the manager can proceed and start replaying operations. A deadline will be set on when the next handle action must be activated (this is done by setting $last(handle)$).

The action $handle(\alpha)$ is an internal action of the reconciliation process that will replay the operation $\alpha$ (which is minimal according to $\rightarrow$ in $ops$) in the reconciled state that is being constructed. The operation is applied if it results in a constraint-consistent state.

As we will show in Sect. 5.4.2, there will eventually be a time when $ops$ is empty at which $M$ will enable $broadcast("stop")_M$. This will tell all continuous servers to stop accepting new invocations. Moreover, the reconciliation manager will set the mode to $installingState$ and wait for all continuous servers to acknowledge the stop message. This is done to guarantee that no messages remain untreated in the reconciliation process. Finally, when the manager has received acknowledgements from all continuous servers it will broadcast an install message with the reconciled partition state and enter idle mode.

### 4.5.2 The Continuous Server Process

This process (see Algorithm 5) is responsible for receiving invocations to clients and for sending logs to $M$. We will proceed by describing the states and actions of the continuous server (c-server) process. First note that a c-server process can be in four different modes, normal, degraded, reconciling, and unavailable which correspond to the system modes of Fig. 4.2.

In the formal model we do not explicitly model how updates are replicated from primary replicas to secondary replicas. Instead, we introduce two global shared variables that are accessed by all continuous servers, provided that they are part of the same group. The first shared variable $p[i]$ represents the partition for the group with ID $i$ and it is used by all continuous servers in that group during normal and degraded mode. The group ID is assumed to be delivered by the membership service.

During reconciling mode the group-ID will be 1 for all continuous servers since there is only one partition during reconciling mode. However, as we explained in the beginning of this section the continuous servers must maintain virtual partitions to service requests during reconciliation. The shared variable $vp[j]$ is used to represent the virtual partition for group $j$ which is based on the partition and the membership group that was used during degraded mode.

During normal mode the continuous servers apply operations that are invoked through the $receive(\langle "invoke", \alpha\rangle)_cr$ action if they result in a constraint-
Algorithm 4 Reconciliation manager $M$

States

$mode \in \{\text{idle}, \text{reconciling}, \text{installingState}\} \leftarrow \text{idle}$

$p \leftarrow \{(\langle \rangle, s^0_1, s^0_1), \ldots, (\langle \rangle, s^0_N, s^0_N)\}$ /* Output of protocol: Constructed state */

$ops \leftarrow \emptyset$ /* Set of operations to reconcile */

$logWait \leftarrow \emptyset$ /* Servers awaited for sending a first log */

$stopAcks \leftarrow \emptyset$ /* Number of received stop “acks”*/

$acks[i] \leftarrow \emptyset$ /* Log items from c-server for replica $i$ to ack.*/

$now \in \mathbb{R}^+ \leftarrow 0$ /* Deadline for executing handle */

$last(handle) \leftarrow \infty$ /* Deadline for sending handle */

$last(stop) \leftarrow \infty$ /* Deadline for sending install */

$last(install) \leftarrow \infty$ /* Deadline for sending install */

Actions

**Input** $\text{reunify}(g)_M$

**Eff:** $p \leftarrow \{(\langle \rangle, s^0_1, s^0_1), \ldots, (\langle \rangle, s^0_N, s^0_N)\}$

$logWait \leftarrow \{\text{All cont. servers}\}$

**Output** $\text{send}((\langle \text{log} \rangle, \text{acks[i]}))_M$

**Eff:** $acks[i] \leftarrow \emptyset$

**Input** $\text{receive}((\langle \text{log} \rangle, \text{log})_M$

**Eff:** $ops \leftarrow ops \cup \text{log}$

$acks[i] \leftarrow \text{acks[i]} \cup \text{log}$

if $logWait \neq \emptyset$

$logWait \leftarrow logWait \setminus \{i\}$

else

$last(handle) \leftarrow$

$\min(\text{last(handle)},$

$now + d_{\text{han}})$

**Input** $\text{receive}((\langle \text{stop} \rangle)_M$

**Eff:** $stopAcks \leftarrow stopAcks + 1$

if $stopAcks = mn$

$last(install) = now + d_{\text{act}}$

**Internal** $\text{handle}(\alpha)$

**Pre:** $logWait = \emptyset$

$mode = \text{reconciling}$

$\alpha \in ops$

$\#\beta \in ops \quad \beta \rightarrow \alpha$

**Eff:** if isConsistent($\text{apply}(\alpha, p)$)

$p \leftarrow \text{apply}(\alpha, p)$

$last(handle) \leftarrow now + d_{\text{han}}$

$ops \leftarrow ops \setminus \{\alpha\}$

if $ops = \emptyset$

$last(stop) = now + d_{\text{act}}$

**Timepassage** $v(t)$

**Pre:** $now + t \leq last(handle)$

$now + t \leq last(stop)$

$now + t \leq last(install)$

**Eff:** $now \leftarrow now + t$

**Output** $\text{broadcast}((\langle \text{install} \rangle, p))_M$

**Pre:** $mode = \text{installingState}$

$stopAcks = m \cdot n$

**Eff:** $mode \leftarrow \text{idle}$

$last(install) = \infty$
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consistent partition; that is, client $c$ invokes and operation $\alpha$ on replica $r$. A set $\text{toReply}$ is increased with every applied operation that should be replied to by the action $\text{send}((\text{"reply"}, \alpha))_{rc}$.

A continuous server leaves normal mode and enters degraded mode when the group membership service sends a partition message with a new group-ID. The c-server will then copy the contents of the previous partition representation to one that will be used during degraded mode. Implicit in this assignment is the determination of one primary per partition for each object in the system\(^1\). The continuous server will continue accepting invocations and replying to them during degraded mode.

When a c-server receives a reunify message it will take the log of operations served during degraded mode (the set $\log$) and sends it to the reconciliation manager $M$ by the action $\text{send}((\text{"log"}, \log))_{rM}$. In addition, the c-server will enter reconciling mode and copy the partition representation to a virtual partition representation. The latter will be indexed using virtual group-ID $vg$ which will be the same as the group-ID used during degraded mode. Finally, a deadline will be set for sending the logs to $M$.

The continuous server will continue to accept invocations during reconciliation mode with some differences in handling. First of all, the operations are applied to a virtual partition state. Secondly, a log message containing an applied operation is immediately scheduled to be sent to $M$. Finally, the c-server will not immediately reply to the operations. Instead it will wait until the log message has been acknowledged by the reconciliation manager and $\text{receive}((\text{"logAck"}, \log))_{Mr}$ is activated. The reason for this is to ensure that no operations gets replayed in the wrong order. Now any operation whose reply was pending and for whom a “logAck” has been received can be replied to (added to the set $\text{toReply}$).

At some point the manager $M$ will send a stop message which will make the continuous server to go into unavailable mode and send a stopAck message. During this mode no invocations will be accepted until an install message is received. Upon receiving such a message the c-server will install the new partition representation and once again go into normal mode.

4.6 Additional Notes

In this section we describe how to adapt the proposed algorithms to handle some of the problems that occur in real applications. We have chosen not to include them in the formalisation since they are easily understood and would only clutter up the descriptions. The more far-reaching changes that results in completely different algorithms are presented as future work in Section 8.2.

\(^1\)This is handled by the replication protocol in conjunction with the name service and group membership service and thus not modelled explicitly.
Algorithm 5 Continuous server (c-server) for replica $r$

Shared vars

$p[i] \leftarrow \{(i, s_i^0, s_i^1), \ldots, (i, s_i^{0}, s_i^{1})\}$, for $i = 1 \ldots q$ /* Representation for partition $i$, before reunification */

$vp[i]$, for $i = 1 \ldots q$ /* Representation for virtual partition $i$, after reunification */

States

$mode \in \{idle, normal, degraded, reconciling, unavailable\} \leftarrow idle$

$g \in \{1 \ldots q\} \leftarrow 1$ /* Group identity (supplied by group membership service) */

$vg \in \{1 \ldots q\} \leftarrow 1$ /* Virtual group identity, used between reunification and install */

$log \leftarrow \emptyset$ /* Set of log messages to send to reconciliation manager $M$*/

$toReply \leftarrow \emptyset$ /* Set of operations to reply to */

$pending \leftarrow \emptyset$ /* Set of operations to reply to when logged */

$enableStopAck \leftarrow \emptyset$ /* Boolean to signal that a “stopAck” should be sent */

$last(log) \leftarrow \infty$ /* Deadline for next send(⟨“log”, . . . ⟩) action */

$last(stopAck) \leftarrow \infty$ /* Deadline for next send(⟨“stopAck”, . . . ⟩) action */

$now \in \mathbb{R}^{0+} \leftarrow 0$

Actions

Input: $partition(g')_r$

Eff: $mode \leftarrow degraded$

$p[g'] \leftarrow p[g]$

$g \leftarrow g'$

Input: $receive(⟨“invoke”, α⟩)_cr$

Eff: $switch(mode)$

normal | degraded $⇒$

if isConsistent(apply($α$, $p[g]$))

$p[g] \leftarrow apply(α, p[g])$

toReply $⇒$ toReply $\cup \{α, c\}$

reconciling $⇒$

if isConsistent(apply($α$, $vp[vg]$))

$vp[vg] \leftarrow apply(α, vp[vg])$

$log \leftarrow log$ $\cup \{α\}$

$last(log) \leftarrow$

min(last(log), now + $d_{act}$)

$pending \leftarrow pending$ $\cup \{α, c\}$

Input: $receive(⟨“log”, log⟩)_Mr$

Eff: $replies \leftarrow \{⟨α, c⟩ | α \in log \cap p\}$

$toReply \leftarrow toReply$ $\cup replies$

$pending \leftarrow pending$ $\setminus \{⟨α, c⟩\}$

Input: $receive(⟨“stop⟩)_Mr$

Eff: $mode \leftarrow unavailable$

$enableStopAck \leftarrow true$

$last(stopAck) \leftarrow now + d_{act}$

Input: $receive(⟨“install”, p'⟩)_Mr$

Eff: $p[g] \leftarrow p'$ /* $g = 1$ */

$mode \leftarrow normal$

Input: $reunify(g')_r$

Eff: $log \leftarrow L_r$ where $(L_r, s_r^0, s_r^1) \in p$

$mode \leftarrow reconciling$

$vg \leftarrow g$

$vp[vg] \leftarrow p[g]$

$g \leftarrow g'$

$last(log) \leftarrow now + d_{act}$

Output: send(⟨“log”, log⟩)$_M$

Pre: $mode \in \{reconciling, unavailable\}$

$log \neq \emptyset$

Eff: $log \leftarrow \emptyset$

$last(log) \leftarrow \infty$

Output: send(⟨“reply”, α⟩)$_rc$

Pre: $⟨α, c⟩ \in toReply$

Eff: $toReply \leftarrow toReply$ $\setminus \{⟨α, c⟩\}$

Output: send(⟨“stopAck⟩)$_Mr$

Pre: $enableStopAck = true$

$log \neq \emptyset$

Eff: $enableStopAck = false$

$last(stopAck) \leftarrow \infty$

Output: v(t)

Pre: $now + t \leq last(log)$

Eff: $now \leftarrow now + t$
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**Nested invocations** We have not dealt explicitly with nested invocations in our formalisations. The best way to do this which is also easily implemented is to log only top-level operations. This means that if the invocation $\alpha$ causes the sub-invocations $\beta$ and $\gamma$ then only $\alpha$ is logged. During the reconciliation process, when $\alpha$ is replayed, so are $\beta$ and $\gamma$ since they are invoked automatically by the object where $\alpha$ is replayed. Such behaviour is supported by the sandbox construction described in Chapter 6.

**State transfer** State transfer can be very expensive in systems with large state. Therefore the install message which ends the CS algorithm with the replica states might be unreasonable. The obvious fix to this is to replace the full installation state with information on what operations to replay in each replica. This log would need to include not only top-level operations (as discussed above) but all operations that are to be performed on a given replica. Moreover, the replica needs to be able to apply this operation log without side-effects. This mechanism is no different from that required to support operation-based replication. Naturally, a system that cannot afford state-transfer during reconciliation would also require operation-based replication.

**Compensation** We have chosen to revoke operations that cannot be replayed due to violations of integrity constraints. As we have already noted, this is not possible for operations with side-effects. Therefore revocations should be replaced with compensations. However, the effect of applying a compensating action should be the same as revoking the operation, namely keeping the state consistent.

**Full replication** Our system model assumes full replication. That is, we assume that every node hosts a replica for every object. For a real system such a scheme would be very expensive. However, this assumption was only made to simplify the presentation. In the implementation of the CORBA middleware, we allowed any kind of replication strategy. This is accomplished by letting the continuous servers, at the beginning of the reconciliation phase, report to the reconciliation manager which objects they host replicas for.
The goal of the reconciliation protocols is to restore consistency in the system. This is achieved by merging the results from several different partitions into one partition state. The clients have no control over the reconciliation process and in order to guarantee that the final result does not violate the expectations of the clients we need to assert correctness properties of the protocol. In this chapter we analyse the properties of the algorithms described in Chapter 4. In particular we are interested in showing termination and correctness. By correctness we mean that they produce a final state that is consistent according to Definition 7.

Choose1 is trivially correct in the sense that if the replication protocol maintains consistency in each of the partitions, then by choosing the state from one of these partitions as the final state will also give a final state. Moreover termination is trivial as there are no loops in the algorithm.

As for the other algorithms they have been presented in two different ways, and therefore two different proof techniques will be used. The centralised algorithms (STW-Merge, STW-GEU) will be analysed by asserting certain properties of the state variables used in the algorithms. The CS protocol, which is a distributed protocol, will be analysed by considering sequences of event traces for the entire system.

5.1 StopTheWorld-Merge

We start with the STW-Merge algorithm, since it is fairly straightforward, and it will help us to show correctness for the more intricate STW-GEU algorithm.
5.2 Assumptions

In order to prove the desired properties we need to make two basic assumptions. First, in order to prove that the reconciliation phase ends with the installment of a consistent partition state, we need to assume that the state from which the reconciliation started is consistent. This is a reasonable assumption since normal and degraded mode operations always respect integrity constraints. Second, we assume that the logs that have been collected during degraded mode are finite.

A1 The initial partition state $s^0$ is constraint consistent (see Definition 7).

A2 All partition logs are finite sets.

5.2.1 Notation

The proof will assert certain relationships between the state variables for different stages of the algorithm. To make time explicit, we will with $A^{i:j}$ denote the value of variable $A$ in the $i$:th iteration of the loop, after the execution of line $j$. For example $A^{1:4}$ denotes the value of the set $A$ after line 4 has executed.

5.2.2 Some basic properties

To show termination and correctness we first need to establish some basic facts. The first one being that the candidate set $cand$ is always a subset of $ops$ (i.e., the set of operations to replay).

**Lemma 1.** $cand^{i:j} \subseteq ops^{k,l}, \forall i, j, k, l$

**Proof.** This is immediate, since all operations that are added to $cand$ (lines 4 and 7) already belong to $ops$, and elements are never removed from $ops$. □

Next, we want to assert that the set $cand$ will never contain an operation that precedes previous members of $cand$.

**Lemma 2.** $\forall \alpha_i \in cand^{i:5}, \alpha_j \in cand^{j:5}: \alpha_i \rightarrow \alpha_j \Rightarrow i < j$

**Proof.** We show this by induction over $i$.

**Base case, $i = 1$:** Since $j \geq 1$, we need to show that if $\alpha_i \rightarrow \alpha_j$ then $j \neq 1$. From line 4 we have that $cand^{1:5} = \text{minSet}(ops^{1:3})$. According to the definition of minSet, there can be no elements in $cand^{1:5}$ with a predecessor in $ops^{1:3} \supseteq cand^{1:5}$. Therefore $j$ cannot be zero if $\alpha_i \rightarrow \alpha_j$.

**Inductive step:** Assume that $\forall \alpha_i \in cand^{i:5}, \alpha_j \in cand^{j:5}: \alpha_i \rightarrow \alpha_j \Rightarrow i < j$ holds for all $i \leq n$. We will show that it also holds for $i = n + 1$, that is, $\forall \alpha_j \in cand^{j:5}: \alpha_{n+1} \rightarrow \alpha_j \Rightarrow n + 1 < j$. 
5.2. ASSUMPTIONS

Consider the set $\text{cand}^{n+1;5}$. According to line 7 this is equal to $\text{addSuccs}(\text{cand}^{n;5}, \text{ops}^{1:3}, \alpha_n) \setminus \{\alpha_n\}$ for some operation $\alpha_n \in \text{cand}^{n;5}$. Now consider an arbitrary element $\alpha_{n+1}$ in $\text{cand}^{n+1;5}$. There are two cases to consider:

1. $\alpha_{n+1}$ was also a member of $\text{cand}^{n;5}$. According to the definition of addSuccs, there can be no successors of $\alpha_{n+1}$ added to $\text{cand}^{n+1;5}$, since only successors of the removed element $\alpha_n$ are added. This fact, together with the inductive assumption gives that $\forall \alpha_j \in \text{cand}^{j;5} : \alpha_{n+1} \not\rightarrow \alpha_j \Rightarrow n + 1 < j$.

2. $\alpha_{n+1}$ was not a member of $\text{cand}^{n;5}$, which means that it was added by the addSuccs function. This means that $\alpha_n \not\rightarrow \alpha_{n+1}$, so any successor to $\alpha_{n+1}$ is also a successor to $\alpha_n$. Thus there can be no successors to $\alpha_{n+1}$ in any $\text{cand}^{i;5}, i \leq n$. Moreover, there can be no successors to $\alpha_{n+1}$ in $\text{cand}^{n+1;5}$, since such elements are excluded by the addSuccs function. Therefore $\forall \alpha_j \in \text{cand}^{j;5} : \alpha_{n+1} \not\rightarrow \alpha_j \Rightarrow n + 1 < j$. This concludes the proof.

The following corollary to Lemma 2 comes from the fact that in order to apply an operation in iteration $i$, the operation must be a member of $\text{cand}^{i;5}$.

**Corollary 1.** If $\alpha_i$ and $\alpha_j$ were applied in iteration $i$ and $j$, respectively, and $\alpha_i \rightarrow \alpha_j$, then $i < j$.

Finally, before proceeding with the termination theorem, we need to assert that elements are only added to $\text{cand}$ once.

**Lemma 3.** No element from $\text{ops}$ is added to $\text{cand}$ twice.

**Proof.** Assume for contradiction that $\alpha$ is added twice to $\text{cand}$, say iterations $i$ and $j$, $i < j$. The second time, this must be by the addSuccs function on line 7. By the definition of addSuccs there must be an element $\beta \in \text{cand}^{j-1;5}$ s.t. $\beta \rightarrow \alpha$. But according to Lemma 2 this means that $j - 1 < i$, even though we assumed $i < j$, a contradiction.

5.2.3 Termination

Now we have all that we need to show the termination property for STW-Merge.

**Theorem 1.** The STW-Merge algorithm terminates

**Proof.** On line 5 we can see that the algorithm terminates when $\text{cand}$ is empty. Line 7 is the only line where $\text{cand}$ is changed (after getting the initial value on line 3). The initial value of $\text{cand}$ is finite, since it is a subset of the finite set $\text{ops}$ (see Lemma 1 and Assumption A2). One element is
removed every iteration (see line 7). Moreover, all the elements that are added are added from the finite set $ops$. Finally, by Lemma 3 no element from $ops$ is added twice. Therefore $cand$ will eventually be empty. \hfill $\square$

## 5.2.4 Correctness

It is intuitively rather clear that STW-Merge will result in a consistent state when it finishes. However, for completeness we state this formally and prove this by induction.

**Theorem 2.** The resulting partition $p_{f:12}^j$ from STW-Merge, where $f$ is the final iteration of the loop is consistent according to Definition 8.

**Proof.** Let $L^i$ be the sequence of all operations that have been applied until the end of iteration $i$. We will show that $L^f$ is a sequence that satisfies the requirements for $p_{f:5}^i = p_{f:12}^i$ to be consistent by using induction over $i$.

**Base Case, $i = 1$:** The partition $p_{1:5}^1 = \{(\langle \rangle, s_0^1, s_0^1), \ldots, (\langle \rangle, s_N^1, s_N^1)\}$ is consistent, since requirements 1,2 and 4 of Definition 8 are vacuously true and 3 is given by A1.

**Inductive step:** Assume that $L^i$ satisfies the requirements for $p_{i:5}^i$ to be consistent.

We will consider two cases based on whether applying $\alpha$ results in an inconsistent state or not (line 8).

1. If apply($\alpha, p_{i+1:8}^i$) is not constraint consistent then the if-statement on line 8 is false and the partition state will remain unchanged ($p_{i+1:5}^i = p_{i:5}^i$), and thus $p_{i+1:5}^i$ is consistent according to the inductive assumption.

2. If apply($\alpha, p_{i+1:8}^i$) is constraint consistent then the partition state $p_{i+1:5}^i$ will be set to apply($\alpha, p_{i:5}^i$). By the inductive assumption we know that $L^i$ leads to $p_{i:5}^i$. We will show that the sequence $L_{i+1}^i = L^i + \langle \alpha \rangle$ satisfies the requirements for $p_{i+1:5}^i$ to be consistent.

Consider the conditions 1-4 in the definition of consistent partition (Def. 8).

1. By the definition of apply we know that all replicas in $p$ remain unchanged except one which we denote $r$. So for all replicas $\langle L_j, s_j^0, s_j \rangle \neq r$ we know that $\beta \in L_j \Rightarrow \beta \in L^i \Rightarrow \beta \in L_{i+1}^i$. Moreover, the new log of replica $r$ will be the same as the old log with the addition of operation $\alpha$. And since all elements of the old log for $r$ are in $L^i$, they are also in $L_{i+1}^i$. Finally, since $\alpha$ is in $L_{i+1}^{i+1}$ then all operations for the log of $r$ leading to $p_{i+1:5}^i$ are in $L_{i+1}^{i+1}$. 

2. Consider the last state $s^k = \langle s_1, \ldots, s_j, \ldots s_N \rangle$ where $s_j$ is the state of the replica that will be changed by applying $\alpha$. Let $s'_j$ be the state of this replica in $p^{i+1}$ which is the result of the transition $s_j \leadsto s'_j$. By the inductive assumption we have that $s^0 \leadsto \cdots \leadsto s^k$. Then $s^0 \leadsto \cdots \leadsto s^k \leadsto s^{k+1}$ where $s^{k+1} = \langle s_1, \ldots, s'_j, \ldots s_N \rangle$ is a partition transition according to Definition 5.

3. By the inductive assumption we know that $p^{i:5}$ is consistent and therefore $\forall j \leq k$ $s^j$ is constraint consistent. Further since $\text{apply}(\alpha,p^{i:5})$ is constraint consistent according to (2), $s^{k+1}$ is constraint consistent.

4. This follows directly from Corollary 1.

5.3 StopTheWorld-GEU

The STW-GEU algorithm is based on STW-Merge, and proving their correctness is done in a very similar way. Therefore, we will merely provide the proofs in this section were they differ from the proofs for STW-Merge. Moreover, we use the same assumptions and notation as in the previous section. Next we will revisit the basic properties that were established for STW-Merge and see that they hold for STW-GEU as well. We will also add one lemma that is specific for STW-GEU.

5.3.1 Basic properties

First of all, Lemma 1 and Lemma 3 holds for STW-GEU for the same reasons as for STW-Merge.

We also need the ordering lemma for STW-GEU that states that if two operations are ordered, then the candidate sets which they belong to follow the same order:

**Lemma 4.** $\forall \alpha_i \in \text{cand}^{i:7}, \alpha_j \in \text{cand}^{j:7} : \alpha_i \rightarrow \alpha_j \Rightarrow i < j$

The proof for this lemma is analogous to the proof of Lemma 2. The only difference is that for some iterations $i$, it is true that $\text{cand}^{i:7} = \text{cand}^{i+1:7}$ since addSuccs may not be executed in all iterations. However, it is easy to see that it is never called twice in one iteration.

And with the ordering lemma we have the corollary that constrains the order of applied operations:

**Corollary 2.** If $\alpha_i$ and $\alpha_j$ were applied in iteration $i$ and $j$, respectively, and $\alpha_i \rightarrow \alpha_j$, then $i < j$.

The only new property that we need to assert for STW-GEU is the one that states that the set of tried elements is always a subset of the set of operations to replay:
Lemma 5. $\text{tried}^i:25 \subseteq \text{ops}^{1:3}, \forall i$

Proof. This is realised since $\text{tried}$ is only added elements on line 23, with an operation that is a member of $\text{cand}$ (line 9) which in turn is a subset of $\text{ops}^{1:3}$ (Lemma 1).

5.3.2 Termination

The fact that the STW-GEU algorithm terminates is not at all as easy to see as it is for STW-Merge since operations are tried several times. However, as we will show, each iteration progresses either by removing an element from the candidate set or by trying a previously untried (for that particular configuration) operation.

Theorem 3. The STW-GEU algorithm terminates

Proof. We will prove this by introducing a function $f : \mathbb{N} \rightarrow \mathbb{N}$ such that $f(i)$ returns a natural number for iteration $i$. We will show that $f$ is monotonically increasing and that it has an upper bound. Let $f(i) = (|\text{ops}^{1:3}| + 2) \cdot r(i) + |\text{tried}^i:25|$, where the function $r(i)$ returns the number of operations that have been removed from $\text{cand}$ until the end of iteration $i$.

There are four cases to consider depending on what lines are executed for each iteration as shown in parentheses for each case. Note that only one case is applicable for each iteration, and that the denoted lines are the only lines that are executed during the iteration for each particular case.

(7-13): $|\text{tried}^i:25|$ will be zero after these lines, but $r(i)$ will be increased with one. Since $|\text{tried}^i:25| \leq |\text{ops}^{1:3}|$ (Lemma 5), $f(i)$ will increase.

(7-9,14-18): $r(i)$ will increase with one, and thus $f(i)$ will increase.

(7-9,14-16,19-20): From line 9 we know that $\alpha$ was not in $\text{tried}$ so $|\text{tried}|$ will increase with one while $r(i)$ stays constant, and thus $f(i)$ will increase.

(7,21-25): $|\text{tried}|$ is reduced at most by one, and $r(i)$ is increased by one so $f(i)$ will increase.

So for all four cases $f(i)$ will increase, and it is therefore monotonically increasing. It follows directly from Lemma 3 and the fact that $\text{cand}$ is initially empty that no element can be removed twice from $\text{cand}$. Therefore $r(i) \leq |\text{ops}^{1:3}|$. So the upper bound on $f(i)$ is $(|\text{ops}^{1:3}|+2) \cdot |\text{ops}^{1:3}| + |\text{ops}^{1:3}| = |\text{ops}^{1:3}| \cdot |\text{ops}^{1:3}| + 3 \cdot |\text{ops}^{1:3}|$. This concludes the termination proof for STW-GEU.

\qed
5.3.3 Correctness

The correctness proof for STW-GEU is completely analogous to the proof of Theorem 2. Therefore we will merely state the theorem here.

**Theorem 4.** The resulting partition \( p_f \) from STW-GEU, where \( f \) is the final iteration of the loop is consistent according to Definition 8.

Now that we have analysed the two centralised reconciliation algorithms, we turn the attention to the distributed CS reconciliation protocol.

5.4 Continuous Service Protocol

The CS protocol provides more of a challenge to prove correct, as there is a growing set of unreconciled operations that is accumulated while the reconciliation occurs. So we need to show that the protocol does not get stuck in reconciliation mode for ever despite incoming operations. In this section we will show that (1) the CS protocol terminates in the sense that the reconciliation mode eventually ends and the system proceeds to normal mode (2) the resulting partition state which is installed in the system is consistent in the sense of Definition 8.

5.4.1 Assumptions

The results rely on a number of assumptions on the system. We assume that network to fulfil the fault and timing assumptions N1-N6 described in Section 3.3. Moreover, we need to assume some restrictions on the behaviour of the clients such as the speed at which invocations are done and the expected order of operations. The rest of the section describes these assumptions in more detail.

**Client Assumptions.**

In order to prove termination and correctness of the reconciliation protocol we need some restrictions on the behaviour of clients. First of all the time between two client invocations is not allowed to be too short. Basically, this restricts the total load of the system and allows the reconciliation to finish. Secondly, we assume that the required \( \rightarrow \) order fulfils the client-expected-order semantics that we described in Section 3.4.

C1 The minimum time between two invoke actions from one client is \( d_{\text{inv}} \).

C2 If there is an application-specific ordering between two operations, then the first operation must have been replied to before the second was invoked. Formally, admissible timed system traces must be a subset of \( ttraces(C2) \). \( ttraces(C2) \) is defined as the set of sequences such that for all sequences \( \sigma \) in \( ttraces(C2) \):
\[ \alpha \rightarrow \beta \text{ and } (\text{send}((\text{"invoke"}, \beta))_{cr}, t_1) \in \sigma \Rightarrow \exists (\text{receive}((\text{"reply"}, \alpha))_{r'}, t_0) \in \sigma \text{ for some } r' \text{ and } t_0 < t_1. \]

**Server Assumptions.**

As we are concerned with reconciliation and do not want to go into detail on other responsibilities of the servers or middleware (such as checkpointing), we will make two assumptions on the system behaviour that we do not explicitly model. First we assume that the state from which reconciliation starts is consistent. This is the same assumption that was made for STW-Merge and STW-GEU. Second, we assume that the replica logs are empty at the time when a partition occurs. This is required to limit the length of the reconciliation as we do not want to consider logs from the whole lifetime of a system. In Section 6.4.1 we discuss how this can be enforced in an implementation.

A1 The initial state \( s^0 \) is constraint consistent (see Definition 7).

A2 All replica logs are empty when a partition occurs.

We will now proceed to prove correctness of the protocol. First we give a termination proof and then a partial correctness proof.

### 5.4.2 Termination

In this section we will prove that the reconciliation protocol will terminate in the sense that after the network is physically healed (reunified) the reconciliation protocol eventually activates an install message to the c-servers with the reconciled state. As stated in the theorem it is necessary that the system is able to replay operations at a higher rate than new operations arrive (reflected in the ratio \( q \)).

We start by defining the ratio \( q \) as the minimum handling rate \( \frac{1}{d_{han}} \) divided by the maximum inter-arrival rate for client invocations \( C \cdot \frac{1}{d_{inv}} \), where \( C \) is the maximum number of clients.

**Definition 14.** Let \( q = \text{def} \ \frac{d_{inv}}{C \cdot d_{han}}. \)

In order to show the termination we need to characterise all the timed traces in which every reunification action is followed by an install action.

**Definition 15.** Let the set \( \text{traces}(\text{Installing}) \) of action sequences be such that for every \((\text{reunify}(g)_M, t)\) there is a \((\text{broadcast}(\langle \text{"install"}, p \rangle)_M, t')\) in the sequence, with \( t < t' \).

Now we can state the theorem that states the conditions required for termination:
Theorem 5. All admissible system traces are in the set $t_{traces}(Installing)$, provided that $q > 1$ and that $T_F > \frac{T_D + 7d}{q-1} + 9d$, where $d$ exceeds $d_{msg}$ and $d_{act}$.

Proof. Consider an arbitrary admissible timed trace $\gamma$ such that $(\text{reunify}(g)_M, t_{reun}^i)$ appears in $\gamma$. Let all time points $t_i$ below refer to points in $\gamma$. The goal of the proof is to show that there exists a point $t_{\text{inst}}$ after $t_{reun}^i$, at which there is an install message appearing in $\gamma$.

The timing relation between two partitions and the time line for manager $M$ can be visualised in Fig. 5.1 (see N5 and N6). Let $t_{reun}^i$ denote the time point at which the reunification message arrives at process $i$. The reconciliation activity is performed over three intervals: initialising ($T_I$), handling ($T_H$), and ending ($T_E$). The proof strategy is to show that the reconciliation activity ends before the next partition occurs, considering that it takes one message transmission for the manager to learn about reunification. That is, $d_{msg} + T_I + T_H + T_E < T_F$.

Let $t_{\text{log}}$ be the last time point at which a log message containing a pre-reunification log is received from some c-server. This is the time point at which handling (replaying) operations can begin. The handling interval ($T_H$) ends when the set of operations to replay ($\text{ops}$) is empty. Let this time point be denoted by $t_e$.

Initialising:

$$T_I = t_{\text{log}} - t_{reun}^i$$

The latest estimate for $t_{\text{log}}$ is obtained from the latest time point at which a c-server may receive this reunification message ($t_{reun}^i$) plus the maximum time for it to react ($d_{act}$) plus the maximum transmission time ($d_{msg}$).

$$T_I \leq \max_r(t_{reun}^i) + d_{act} + d_{msg} - t_{reun}^i$$

By N3 and N4 all reunification messages are received within $d_{msg}$.

$$T_I \leq t_{reun}^i + d_{msg} + d_{act} + d_{msg} - t_{reun}^i \leq 2d_{msg} + d_{act} \quad (5.1)$$
**Handling:** The maximum handling time is characterised by the maximum number of invoked client requests times the maximum handling time for each operation ($d_{\text{han}}$, see Algorithm 4), times the maximum number of clients $C$. We divide client invocations in two categories, those that arrive at the reconciliation manager before $t^{\log}$ and those that arrive after $t^{\log}$.

\[ T_H \leq ([\text{pre-}t^{\log} \text{ messages}] + [\text{post-}t^{\log} \text{ messages}]) \cdot C \cdot d_{\text{han}} \]

The maximum time that it takes for a client invocation to be logged at $M$ is equal to $2d_{\text{msg}} + d_{\text{act}}$, consisting of the transmission time from client to the c-server and the transmission time from c-server to manager as well as the reaction time for the c-server. The worst case estimate of the number of post-$t^{\log}$ messages includes all invocations that were initiated at a client prior to $t^{\log}$ and logged at $M$ after $t^{\log}$. Thus the interval of $2d_{\text{msg}} + d_{\text{act}}$ must be added to the interval over which client invocations are counted.

\[ T_H \leq \left( \frac{T_D + d_{\text{msg}} + T_I}{d_{\text{inv}}} + \frac{T_H + 2d_{\text{msg}} + d_{\text{act}}}{d_{\text{inv}}} \right) \cdot C \cdot d_{\text{han}} \quad (5.2) \]

using earlier constraint for $T_I$ in (5.1). Finally, together with the assumption in the theorem we can simplify the expression as follows:

\[ T_H \leq \frac{T_D + 5d_{\text{msg}} + 2d_{\text{act}}}{q - 1} \quad (5.3) \]

**Ending:** According to the model of reconciliation manager $M$ an empty $\text{ops}$ results in the sending of a stop message within $d_{\text{act}}$. Upon receiving the message at every c-server (within $d_{\text{msg}}$), the c-server acknowledges the stop message within $d_{\text{act}}$. The new partition can be installed as soon as all acknowledge messages are received (within $d_{\text{msg}}$) but at the latest within $d_{\text{act}}$. Hence $T_E$ can be constrained as follows:

\[ T_E = t^{\text{inst}} - t^e \leq 3d_{\text{act}} + 2d_{\text{msg}} \quad (5.4) \]

**Final step:** Now we need to show that $d_{\text{msg}} + T_I + T_H + T_E$ is less than $T_F$ (time to next partition according to N5). From (5.1), (5.3), and (5.4) we have that:

\[ T_I + T_H + T_E \leq 2d_{\text{msg}} + d_{\text{act}} + \frac{T_D + 5d_{\text{msg}} + 2d_{\text{act}}}{q - 1} + 3d_{\text{act}} + 2d_{\text{msg}} \]

Given a bound $d$ on delays $d_{\text{act}}$ and $d_{\text{msg}}$ we have:

\[ d_{\text{msg}} + T_I + T_H + T_E \leq \frac{T_D + 7d}{q - 1} + 9d \]

Which concludes the proof according to theorem assumptions. \(\square\)
5.4.3 Correctness

The main correctness requirement on the reconciliation protocol is to preserve consistency. The model of the c-servers obviously keeps the partition state consistent (see the action under $\text{receive}((\text{"invoke"}, \alpha))_{cr}$). The proof of correctness is therefore about the manager $M$ withholding this consistency during reconciliation, and specially when replaying actions. Before we go on to the main theorem on correctness we present a theorem that shows the ordering requirements of the application (induced by client actions) are respected by our models. Again we first define the subset of possible traces.

**Definition 16.** Define the set $\text{ttraces}(\text{Order})$ as the set of all action sequences with monotonically increasing times with the following property: for any sequence $\sigma \in \text{ttraces}(\text{Order})$, if $(\text{handle}(\alpha), t)$ and $(\text{handle}(\beta), t')$ is in $\sigma$, $\alpha \rightarrow \beta$, and there is no $(\text{partition}(g), t'')$ between the two handle actions, then $t < t'$.

**Lemma 6.** All admissible timed traces of the system are in the set $\text{ttraces}(\text{Order})$.

**Proof.** We assume $\alpha \rightarrow \beta$, and take an arbitrary timed trace $\gamma$ belonging to admissible timed traces of the system such that $(\text{handle}(\alpha), t)$ and $(\text{handle}(\beta), t')$ appear in $\gamma$ and no partition occurs in between them. We are going to show that $t < t'$, thus $\gamma$ belongs to $\text{ttraces}(\text{Order})$. The proof strategy is to assume $t' < t$ and prove contradiction.

By the precondition of $(\text{handle}(\beta), t')$ we know that $\alpha$ cannot be in $\text{ops}$ at time $t'$ (see the Internal action in $M$). Moreover, we know that $\alpha$ must be in $\text{ops}$ at time $t$ because $(\text{handle}(\alpha), t)$ requires it. Thus, $\alpha$ must be added to $\text{ops}$ between these two time points and the only action that can add operations to this set is $\text{receive}((\text{"log"}, \ldots))_{rM}$. Hence there is a time point $t_l$ at which $(\text{receive}((\text{"log"}, \{\ldots, \alpha, \ldots\}))_{rM}, t_l)$ appears in $\gamma$ and

$$t' < t_l < t \quad (5.5)$$

Next, consider a sequence of actions that must all be in $\gamma$ with $t_0 < t_1 < \ldots < t_8 < t'$.

1. $(\text{handle}(\beta), t')$
2. $(\text{receive}((\text{"log"}, \ldots, \beta, \ldots)), t_8)_{r_1M}$ for some $r_1$
3. $(\text{send}((\text{"log"}, \ldots, \beta, \ldots)), t_7)_{r_1M}$
4. $(\text{receive}((\text{"invoke"}, \beta), t_6)_{cr_1}$ for some $c$
5. $(\text{send}((\text{"invoke"}, \beta), t_5)_{cr_1}$
6. $(\text{receive}((\text{"reply"}, \alpha), t_4)_{cr_2}$ for some $r_2$
7. $(\text{send}((\text{"reply"}, \alpha), t_3)_{r_2c}$
8. \((\text{receive}((\text{"logAck"}, \{\ldots, \alpha, \ldots\}), t_2))_{M_{r_2}}\)

9. \((\text{send}((\text{"logAck"}, \{\ldots, \alpha, \ldots\}), t_1))_{M_{r_2}}\)

10. \((\text{receive}((\text{"log"}, \{\ldots, \alpha, \ldots\}), t_0))_{r_2M}\)

We show that the presence of each of these actions requires the presence of the next action in the list above (which is preceding in time).

- \((1 \Rightarrow 2)\) is given by the fact that \(\beta\) must be in \(\text{ops}\) and that \((\text{receive}((\text{"log"}, \{\ldots, \beta, \ldots\}), t_8))_{r_1M}\) is the only action that adds operations to \(\text{ops}\).

- \((2 \Rightarrow 3)\), \((4 \Rightarrow 5)\), \((6 \Rightarrow 7)\) and \((8 \Rightarrow 9)\) are guaranteed by the network \((N_1)\).

- \((3 \Rightarrow 4)\) is guaranteed since \(\beta\) being in \(L = \{\ldots, \beta, \ldots\}\) at \(r_1\) implies that some earlier action has added \(\beta\) to \(L\) and \((\text{receive}((\text{"invoke"}, \beta), t_6))_{cr_1}\) is the only action that adds elements to \(L\) at \(r_1\).

- \((5 \Rightarrow 6)\) is guaranteed by \(C_2\) together with the fact that \(\alpha \rightarrow \beta\).

- \((7 \Rightarrow 8)\) Due to \(7\) \(\alpha\) must be in \(\text{toReply}\) at \(r_2\) at time \(t_3\). There are two actions that set \(\text{toReply}\): one under the normal/degraded mode, and one upon receiving a “logAck” message from the manager \(M\).

First, we show that \(r_2\) cannot be added to \(\text{toReply}\) as a result of \(\text{receive}((\text{"invoke"}, \alpha))_{cr_2}\) in normal mode. Since \(\alpha\) is being replayed by the manager \(((\text{handle}(\alpha), t)\) appears in \(\gamma)\) then there must be a partition between applying \(\alpha\) and replaying \(\alpha\). However, no operation that is applied in normal mode will reach the reconciliation process \(M\) as we have assumed \((A_2)\) that the replica logs are empty at the time of a partition. And since \(\alpha\) belongs to \(\text{ops}\) in \(M\) at time \(t\), it cannot have been applied during normal mode.

Second, we show that \(r_2\) cannot be added to \(\text{toReply}\) as a result of \(\text{receive}((\text{"invoke"}, \alpha))_{cr_2}\) in degraded mode. If \(\alpha\) was added to \(\text{toReply}\) in degraded mode then the log in the partition to which \(r_2\) belongs would be received by \(M\) shortly after reunification (that precedes handle operations). But we have earlier established that \(\alpha \notin \text{ops} \text{ at } t',\) and hence \(\alpha\) cannot have been applied in degraded mode. Thus \(\alpha\) is added to \(\text{toReply}\) as a result of a receive “logAck” action and \((7 \Rightarrow 8)\).

- \((9 \Rightarrow 10)\) is guaranteed since \(\alpha\) must be in \(\text{ackset}[r_2]\) and it can only be put there by \((\text{receive}((\text{"log"}, \{\ldots, \alpha, \ldots\}), t^0))_{r_2M}\)

We have in \((5.5)\) established that the received log message that includes \(\alpha\) appeared in \(\gamma\) at time point \(t', t' < t^l\). This contradicts that \(t^0 = t^l < t'\), and concludes the proof. \(\Box\)

Now we are ready to state and prove the partial correctness theorem for the CS protocol.
Definition 17. Let the set \( \text{ttraces}(\text{Correct}) \) be the set of action sequences with monotonically increasing times such that if \( \text{broadcast}(⟨\text{“install”}, p⟩)_M, t_{\text{inst}} \) is in the sequence, then \( p \) is consistent according to Definition 8.

Theorem 6. All admissible timed executions of the system are in the set \( \text{ttraces}(\text{Correct}) \).

**Proof.** Consider an arbitrary element \( σ \) in the set of admissible timed system traces. We will show that \( σ \) is a member of the set \( \text{ttraces}(\text{Correct}) \). The strategy of the proof is to analyse the subtraces of \( σ \) that correspond to actions of each component of the system. In particular, the sequence corresponding to actions in the reconciliation manager \( M \) will be of interest.

Let \( γ \) be the sequence that contains all actions of \( σ \) that are also actions of the reconciliation manager \( M \) (\( γ = σ|M \)). It is trivial that for all processes \( i \neq M \) it holds that \( σ|i ∈ \text{ttraces}(\text{Correct}) \) as there are no install messages broadcasted by any other process. Therefore, if we show that \( γ \) is a member of \( \text{ttraces}(\text{Correct}) \) then \( σ \) will also be a member of \( \text{ttraces}(\text{Correct}) \).

We will proceed to show that \( γ \) is a member of \( \text{ttraces}(\text{Correct}) \) by performing induction on the number of actions in \( γ \).

**Base case:** Let \( p \) be the partition state before the first action in \( γ \). The model of the reconciliation manager \( M \) initialises \( p \) to \( \{(⟨⟩, s^0_1, s^0_1), . . . , ⟨⟩, s^0_N, s^0_N)\} \). Therefore, requirements 1, 2 and 4 of Definition 8 are vacuously true and 3 is given by A1.

**Inductive step:** Assume that the partition state resulting from action \( i \) in \( γ \) is consistent. We will then show that the partition state resulting from action \( i + 1 \) in \( γ \) is consistent. It is clear that the model of the reconciliation manager \( M \) does not affect the partition state except when actions \( \text{reunify}(g)_M \) and \( \text{handle}(α) \) are taken. Thus, no other actions need to be considered. We show that \( \text{reunify} \) and \( \text{handle} \) preserve consistency of the partition state.

The action \( (\text{reunify}(g)_M, t) \) sets \( p \) to the initial value of \( p \) which has been shown to be consistent in the base case. The action \( (\text{handle}(α), t) \) is the interesting action in terms of consistency for \( p \). We will consider two cases based on whether applying \( α \) results in an inconsistent state or not. Let \( p^i \) be the partition state after action \( i \) has been taken.

1. If \( \text{apply}(α, p^i) \) is not constraint consistent then the if-statement in the action handle is false and the partition state will remain unchanged, and thus consistent after action \( i + 1 \) according to the inductive assumption.

2. If \( \text{apply}(α, p^i) \) is constraint consistent then the partition state \( p^{i+1} \) will be set to \( \text{apply}(α, p^i) \). By the inductive assumption there exists a
sequence $L$ leading to $p^i$. We will show that the sequence $L' = L + \langle \alpha \rangle$ satisfies the requirements for $p^{i+1}$ to be consistent.

Consider the conditions 1-4 in the definition of consistent partition (Def. 8).

1. By the definition of apply we know that all replicas in $p$ remain unchanged except one which we denote $r$. So for all replicas $\langle L_j, s_0^j, s_j^r \rangle \neq r$ we know that $\beta \in L_j \Rightarrow \beta \in L \Rightarrow \beta \in L'$. Moreover the new log of replica $r$ will be the same as the old log with the addition of operation $\alpha$. And since all elements of the old log for $r$ are in $L$, they are also in $L'$. Finally, since $\alpha$ is in $L'$ then all operations for the log of $r$ leading to $p^{i+1}$ are in $L'$.

2. Consider the last state $s^k = \langle s_1, \ldots, s_j, \ldots, s_N \rangle$ where $s_j$ is the state of the replica that will be changed by applying $\alpha$. Let $s'_j$ be the state of this replica in $p^{i+1}$ which is the result of the transition $s_j \overset{\alpha}{\rightarrow} s'_j$. By the inductive assumption we have that $s^0 \overset{\alpha_1}{\rightarrow} \cdots \overset{\alpha_k}{\rightarrow} s^k$. Then $s^0 \overset{\alpha_1}{\rightarrow} \cdots \overset{\alpha_k}{\rightarrow} s^k \overset{\alpha}{\rightarrow} s^{k+1}$ where $s^{k+1} = \langle s_1, \ldots, s'_i, \ldots, s_N \rangle$ is a partition transition according to Definition 5.

3. By the inductive assumption we know that $p^i$ is consistent and therefore $\forall j \leq k$ $s^j$ is constraint consistent. Further since apply($\alpha, p^i$) is constraint consistent according to (2), $s^{k+1}$ is constraint consistent.

4. The order holds for $L$ according to the inductive assumption. Let $t$ be the point for $\text{handle}(\beta)$ in $\gamma$. For the order to hold for $L'$ we need to show that $\alpha \nrightarrow \beta$ for all operations $\beta$ in $L$. Since $\beta$ appears in $L$ there must exist a $\text{handle}(\beta)$ at some time point $t'$ in $\gamma$. Then according to Lemma 6 $\alpha \nrightarrow \beta$ (since if $\alpha \rightarrow \beta$ then $t < t'$ and obviously $t < t'$).

\[ \square \]

Having formally proved the correctness and termination of all the presented algorithms, in the next chapters we treat implementation and performance issues in more detail.
“The proverbial German phenomenon of the verb-at-the-end about which droll tales of absentminded professors who would begin a sentence, ramble on for an entire lecture, and then finish up by rattling off a string of verbs by which their audience, for whom the stack had long since lost its coherence, would be totally nonplussed, are told, is an excellent example of linguistic recursion.”

Douglas Hofstadter
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CS Implementation

In Chapter 4 we gave a formal description of the CS reconciliation protocol. This allows the protocol to be conceptually understood and its properties formally shown. However, it does not provide much information on how such a protocol could be implemented in a real middleware. Therefore, we will in this chapter describe two implementations that we have done: a simulated environment based on J-Sim [53], and a component in a CORBA-based middleware for fault tolerance called DeDiSys [31].

The reason that we chose to make two implementations is that they provide different means of evaluation. The simulation environment allows important system parameters to be changed, so that the behaviour of the protocol can be investigated under different conditions. In the CORBA implementation the protocol is tested on a real system, and provides more realistic measurements results.

We chose J-Sim as the simulator platform since it is a component-based simulation environment that provides event-based simulation. Moreover, it is built with Java and uses TCL as glue code to control simulations. The same Java code could therefore be used in both the simulation and later in the CORBA middleware.

6.1 DeDiSys

The DeDiSys project aims at designing and implementing dependable middlewares. Although the project contained a track where fault tolerance for service-centric applications is investigated, its main focus is on data-centric
systems. In particular, the goal is to construct a partition-tolerant middleware that could deal properly with application defined integrity constraints.

Three different middleware technologies were used as a basis for creating the fault-tolerant middlewares: CORBA, .Net, and EJB. The same basic design was used on all three platforms, but they differed slightly in focus. The CORBA and .Net platforms were mainly developed as prototypes to evaluate replication and reconciliation protocols, whereas the EJB platform was mainly used as a basis for evaluating constraint handling approaches.

Since there are several nodes involved in the development of each platform, there was considerable effort in integrating the different parts. The end result is three working implementations of the DeDiSys middleware, where the CORBA platform allows the protocols in this thesis to be evaluated. However, most of the design decisions in the common design were not made specifically for the protocols in the thesis. For example, the constraint consistency manager is designed to deal with other types of reconciliation approaches such as application-driven (or manual) reconciliation. This fact is reflected in the following sections, even if we try to focus the presentation to the parts that are relevant for our current discussion.

### 6.2 Overview

In the description of the protocol it was divided in two parts, the manager and the continuous servers. Here, we give a more detailed description of how the components can be built from smaller components and how they interact with the rest of the system. For a longer discussion on the DeDiSys architecture and with a slightly different focus see [73].

In Figure 6.1 an overview of the middleware architecture is shown. Each node contains the middleware and a number of application objects. The middleware is composed of a number of services, of which the replication support is the focus in this presentation. This component is, in turn, composed of a
replication protocol, and a reconciliation protocol, i.e., the continuous service (CS) protocol. These protocols rely on additional middleware services such as Group Communication (GC) and Constraint Consistency Manager (CCM). The CCM is used to check consistency of integrity constraints. The box with "..." is an abstraction of other services in the middleware not relevant for this presentation.

6.3 Group Membership and Group Communication

Since we rely on group membership and group communication services both in the specification of our protocol and in the assumptions on the replication services, we need a component providing this in our implementation.

In the simulated platform, we simply integrated group membership service in the location service. Thus, network partition faults could be injected by simply telling the location service to divide the network on a logical level. All communication between nodes were performed using the J-Sim ports that are asynchronous message passing primitives. The ports were interconnected via a simulated network component. This component added network delays and provided multicasting.

In the CORBA platform, a real group membership service is required. We chose to use Spread [87] for this since it has a Java binding and provides the needed group membership and group communication services. All communication between the reconciliation manager and continuous servers as discussed in the previous chapter are performed using spread messages.

6.4 Replication Support

As we have already noted, the CS reconciliation protocol is really part of an optimistic replication approach. So far, we have not described any replication mechanism in detail. We proceed by describing two of the replication protocols that have been developed in the DeDiSys project: P4, and P4Log that builds upon P4 but is compatible with the CS reconciliation protocol. In the following subsection we will describe the implementation of various components for replication support both in the simulated environment and the CORBA version.

6.4.1 Replication Protocols

P4  The Primary Per Partition Protocol (P4) has been designed by Beyer et al. [12]. The protocol allows consistency to be temporarily relaxed during degraded mode, by allowing operations with non-critical integrity constraints. Moreover, the protocol also allows operations with critical con-
straights given that no involved object has been changed in a way that might be reversed.

During normal mode, the protocol ensures one-copy-serializability by redirecting all update operations to the primary replica. If the update succeeds, then the new state of the primary is propagated to the secondary replicas.

The P4 protocol was originally designed with two in-built reconciliation protocols, one automatic, and one manual. The automatic reconciliation protocol requires all intermediate states to be saved. When the system reunifies, the protocol chooses a set of primaries from which to construct the new state. Since these primaries may come from different partitions, the resulting state is not guaranteed to be consistent. Thus, the protocol reverts to an older version for some object and checks again if the state is consistent. This reconciliation process is not guaranteed to end until all changes have been reversed. Moreover, since it requires that all intermediate states are saved, it is not a feasible to implement.

The manual protocol uses application callbacks to allow the application writer to construct rules that decide the new state. The drawback with this approach is that the application writer needs to figure out how the application is to reconcile a state that it has no knowledge of how it was constructed.

P4Log The P4 protocol is nearly compatible with the CS reconciliation protocol, but there are two things that make them incompatible. Therefore, we have designed a replication protocol P4Log that builds upon P4, but is compatible with CS. First of all, the CS protocol requires a log of all the update operations that have occurred during the degraded mode. Thus, P4Log includes a logging mechanism described below. Secondly, P4 allows operations with critical constraints during degraded mode for some special circumstances. In order to guarantee that these operations are not revoked during reconciliation one can add an ordering requirement: all critical operations and operations that are ordered before a critical operation must be replayed before any non-critical operation. This is similar to the way Bayou treats committed operations at a primary server. The idea is illustrated in Figure 6.2, where all the operations within the dashed lines must be replayed before the other operations. By using this extension one would achieve slightly higher operation-based availability during degraded mode. However, since accepting critical constraints first would affect the revocations of non-critical constraints, it is not clear if the overall number of accepted operations would increase with this approach. In our implementation we have chosen to disallow all critical operation during degraded mode, and thereby side-stepping this problem.

In order to perform the reconciliation, the CS protocol needs to know what the state was before the partition fault occurred. This can be accomplished by checkpointing the state of any object in degraded mode, be-
fore performing an operation that changes its state. Moreover, the logs of each replica since the last checkpoint are needed to merge the partitions. Therefore, a logging and checkpointing service is needed. The interface in Figure 6.3 describes the logging service that is required. Each time an operation is successfully invoked, the logOperation method is called to store the operation. All objects for which logging is performed must be registered using registerObject in order to facilitate checkpointing. This method also saves the state of the object.

In order to perform the reconciliation, the CS protocol needs to fetch the last consistent state of the system. This is done using the method getLastCheckpoint. Finally, when the reconciliation manager requests all logs that have been constructed during the degraded mode the method getLogSinceCheckpoint is called to fetch a list of applied operations.

```java
interface LoggingServiceInterface {
    void logOperation(Request r, ObjectRef logRef);
    void registerObject(ObjectRef logRef, byte[] state);
    byte[] getLastCheckpoint(ObjectRef o);
    List<Request> getLogSinceCheckpoint(ObjectRef o);
}
```

![Diagram](image)

Figure 6.3: Logging Service

### 6.4.2 Replication Protocol Implementation

**Simulation** Since the goal of the simulation environment was to investigate the properties of the reconciliation activity, we chose to use a very simple variant of the P4Log protocol. It was integrated in the invocation service component together with the continuous server. Logging and constraint checking was performed as usual, but the state changes were never replicated to the secondary replicas.
CORBA  The replication service in the CORBA implementation is composed of a replication manager, a replication protocol (P4Log) and a reconciliation protocol (CS) as shown in Figure 6.4. The figure also shows the control flow of a client invocation. The invocation is intercepted in a CORBA interceptor that passes the control to the replication manager. The replication manager just forwards the request to the replication protocol. The replication protocol can then decide if the request should be forwarded to the primary replica or to some replica that temporarily acts as primary during a network partition. Moreover, the object is registered as a transactional resource and the preconditions are checked with the CCM. The request is also passed on to the CS protocol that may perform a checkpoint on the target object if the operation is the first to be performed on that object in the degraded mode.

When the operation has been applied by the server object, it is once again passed through all the replication components. This time to perform logging (and possible interaction with the reconciliation manager) and update propagation. Updates are propagated via spread messages in a synchronous fashion.

The replication manager is responsible for keeping track of the system modes that were illustrated in Figure 4.2 The manager is registered as a listener to events from Spread. When the changes in the network occur, the replication manager determines if the replication protocol should be notified that it should enter degraded mode, or in the case of a join, it should commence the reconciliation process.
6.5 Constraint Consistency Manager

The Constraint Consistency Manager (CCM) is responsible for checking constraint consistency during operation invocations. Moreover, the reconciliation protocol needs to use the CCM while restoring consistency. The constraints managed by the CCM can be classified in different ways. Remember that there are critical and non-critical constraints, but one can also categorise the constraints according to when they are checked as. That is, pre- and post-conditions, and invariants. Depending on the type of constraint and whether the constraint is associated with a given object, or a method or a class, the CCM should correctly evaluate the appropriate constraints.

Simulation In the simulation, only postcondition constraints were used, and all constraints were checked for all operations. The constraint consistency manager was implemented a store of constraints that were called upon after each operation invocation.

CORBA The CORBA implementation of the CCM provides a more general support for constraint handling than is used by the P4Log/CS protocols. The basic components are shown in Figure 6.5.

![Diagram of CORBA CCM](image)

Figure 6.5: CORBA CCM

The component contains a constraint repository in which all constraints are stored. Since there is one CCM for each node, these constraints must be propagated during the system initialisation. The three basic types of constraints (i.e., pre- and post-conditions and invariants) are handled appropriately. Moreover, for each constraint additional information such as affected objects and methods are stored. This way, the CCM only needs to check a small subset of the constraint for every method invocations, thereby reducing unnecessary computations. If a constraint is violated, or it is accepted but the constraint is critical, then the CCM throws a CORBA exception. This is propagated back to the replication protocol that aborts the current
transaction, and to the client informing that the operation could not be applied.

When an operation with a non-critical operation is invoked during degraded mode, it is not necessarily a good idea to accept it. Imagine, a booking system where there is a non-critical constraint saying that the number of bookings should not exceed the number of seats. If there are many free seats, then it is probably safe to make a booking. But if the number of booked seats are close to the limit, then the risk of violation is high. Therefore, it might not worth the risk to accept any more bookings for this flight. This type of reasoning can be done as part of the constraint management and is localised in the Negotiation Handler subcomponent. The implementation allows the application to register an application specific negotiation handler.

The CORBA CCM implementation also supports manual reconciliation by allowing the application to register a constraint reconciliation handler. This is needed by the P4 protocol when performing manual reconciliation. Finally the CCM can store threats. A threat is generated every time an operation is provisionally accepted. The term threat refers to that this action is a potential threat to consistency. A state-based reconciliation algorithm may then choose to take these threats into consideration when restoring consistency as it provides similar information as storing operation logs.

6.6 Ordering

Since the CS reconciliation protocol needs to keep track of the order in which operations are to be replayed, a mechanism is needed that makes the induced ordering explicit.

In the simulation implementation, operations were simply ordered by their id numbers. This order can be seen as an approximation of the client expected order described in Section 3.4, which is also used in the correctness proof. In the CORBA implementation we have implemented the Client Expected Order as described below.

This ordering can easily be implemented by tagging each operation at the client side with the operations that must be executed before it. Since the before operations are those that the client has received a reply for, we must keep track of operation invocations as well as replies. We achieve this by introducing an Order Manager that is called from the interceptors at the client side. That is, there is an order manager at each client responsible for creating the operation tags for each operation. It must also be called each time a reply is received to compute the tags correctly.

Algorithm 6 shows the pseudo code for the Order manager. When a request is intercepted on its way to the server the OrderManager is called with TAGOPERATION to get a tag to append to the request. The tag contains a unique id (composed of the client id cid and a sequence number seq) for the operation (CORBA ids are only unique for requests in progress), and information of order dependency. When the request has been processed by
Algorithm 6 Order Manager

States:
- seq ← 0 /* Sequence number */
- replies ← ∅ /* Recently received replies */
- cid /* Globally unique client id */

\[ \text{\texttt{tagOperation}}(\langle \alpha \rangle) \]
1 \hspace{1em} seq ← seq + 1
2 \hspace{1em} id ← \langle \text{cid}, \text{seq} \rangle
3 \hspace{1em} \text{return } \langle \alpha, \text{id}, \text{replies} \rangle

\[ \text{\texttt{registerReply}}(\langle \alpha, \text{id}, \text{beforeSet} \rangle) \]
1 \hspace{1em} replies ← replies \cup \{ \text{id} \} \setminus \text{beforeSet}

the server and a reply is intercepted then the OrderManager is informed with the registerReply operation. Note that the OrderManager only needs to maintain a local state for each client. Therefore, no communication is required between different managers. The state contains information on sent and received messages for one particular client.

6.7 Sandbox

In order to successfully replay operations that have been invoked in a middleware environment, we need to mimic this environment in a sandbox. For the application that runs inside the sandbox it appears as the real environment but no changes in the sandbox are committed until the end of the reconciliation phase. In this section we describe the design of the sandbox environment. Its principal interface is shown in Figure 6.6.

```java
interface SandboxInvocationServiceInterface {
    void registerObj(byte[] state, String ref, String class);
    void invoke(Request request);
    byte[] getObjState(String reference);
}
```

Figure 6.6: Sandbox Invocation Service

All objects that are to be involved in the reconciliation are registered using the registerObject method. The arguments passed to this method is the state of the object, the object reference and the class name. The latter is needed to create new instances of the object inside the sandbox environment.

During the reconciliation phase the reconciliation manager repeatedly invokes a request in its operation log using the invoke method. The sand-
box is responsible for checking consistency constraints and an operation is applied to the internal state only if all constraints are satisfied. When the reconciliation manager has finished invoking requests it will fetch the resulting states from the sandbox using the getObjectState call with the reference for each object to be fetched.

**Simulation** In the simulation environment, the sandbox environment was implemented with a single class that held all the application objects in a hash table. The invocations were dispatched to the correct object using Java reflection mechanisms.

**CORBA** In the CORBA implementation, the sandbox is initialised with its own ORB and interceptors were used to check integrity constraints in the same way as in the normal system. However, the mechanisms in the sandbox interceptors are much simpler since everything is performed on one node and information does not need to be propagated throughout the system. A simple transaction mechanism was used so that operations could be aborted if its integrity constraints were violated.

### 6.8 Test application

To test the algorithms and the middleware implementation we needed a test application. We chose to construct a synthetic application that was well suited to perform trade-off studies. The application is composed of a set of real or integer number objects. Possible operations are addition, subtraction, multiplication, division, and setValue. An operation is applied to the current value with a random constant. There are also integrity constraints in the system expressed as: \( n_1 + c < n_2 \) where \( n_1 \) and \( n_2 \) are object values and \( c \) is a constant. In a sense this application resembles a distributed sensor network where the numbers correspond to sensors values.

Although the application is very simple, it is complex enough to give an indication of how the algorithms perform. One of the properties is that even if the current state is known, it is hard to predict how the execution of a certain operation will affect the consistency two or three operations in the future. This makes the reconciliation realistic in the sense that it is not trivial to construct a consistent state while keeping as many performed operations as possible. Moreover, the application allows key system parameters (e.g. ratio of critical constraints and load) to be changed and thus provides means to experimentally investigate their effect on availability.

The deployment of the application were slightly different in the different experiments. The details are provided in the next chapter. In all of the experiments the application starts with initialising a number of servers with some default value. A set of constraints are created and added to the constraint store. The constraint parameters are chosen randomly with a
uniform distribution. However, all constraints are created so that the initial state of the system is consistent.
Evaluation

We have proposed a number of algorithms for performing reconciliation after network partitions and we have showed them to be correct. However, to really show their usefulness we have also tried to quantify the costs and benefits that come with our approach. In this chapter we present the result of several experimental evaluations that have been performed on the reconciliation algorithms. First, we propose a number of metrics that are suitable for evaluation of such algorithms and explain why the traditional availability metrics are not enough by themselves. Then we relate the results of some initial simulation studies that were done to compare the performance of the Choose1, STW-Merge and STW-GEU algorithms (Section 7.2). These studies pointed out the benefit of operation-based reconciliation, which then led to the development and evaluation of the CS algorithm. This algorithm was evaluated using both a simulation setup based on J-Sim (Section 7.3) and the CORBA-based platform (Section 7.4).

7.1 Performance metrics

Before presenting the results of the experiments we need to explain the metrics that we have used to measure the performance. The reason that we need to introduce new metrics is because of the fact that our approach requires some operations to be revoked. Whereas the definitions in Section 2.1.1 use the term *operational* to characterise system availability, we will introduce two concepts namely *partially operational* and *apparently operational* that applies to optimistic systems.
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Figure 7.1: The set of operations during a system partition and subsets thereof

Partially operational Figure 7.1 shows a categorisation of the operations that are accepted during degraded mode in a system with integrity constraints that act optimistically. We see that the operations are first of all divided in tradable and non-tradable operations. Non-tradable operations are those operations with critical constraints (i.e., constraints that cannot be violated under any circumstances), whereas the tradable operations are those that we can apply optimistically. In the absence of network partitions, the system can guarantee full consistency and therefore non-tradable operations can be applied in normal mode but not in degraded mode. So it is reasonable to claim that the system is only partially operational during degraded mode.

Note that this term should be used also for the availability achieved by the primary partition approach and quorum consensus. In such systems it is only a subset of the client requests that can be served depending on what is the type of operation (read or write) and to what node the request is directed. Here, it is the type of integrity constraints that defines whether the operation is tried or not.

Apparently operational Of the tradable operations, there are some operations that are not applied due to violation of integrity constraints (as can be seen in Figure 7.1). These operations would have been rejected also during normal mode as part of the normal operation of the system. However, of the operations that are accepted not all of them will be finally accepted, which leads us to the concept of apparently operational. It appears to the clients during degraded mode as if the system is operational. However, due to the integrity constraints, there will be operations that must be revoked or compensated in some way during the reconciliation process.

We now proceed with describing the metrics that we have used in our evaluations. The metrics can be divided in two categories; time-based and operation-based metrics. The first category is typically based on the time taken in some segment of the system life time. The second category is based on the counting of the operations that pass through the system and are...
treated in one way or the other (subsets from Figure 7.1).

7.1.1 Time-based metrics

We consider the following metrics:

- Apparent availability: Probability of partial/apparent operation at a time point; that is, the average interval that the network is in partial/fully available mode divided by the length of the experiments.

- Average latency: computed over all operations (during normal respectively degraded modes).

- Average time spent in revoking (compensating) one operation.

- Average duration of reconciliation operation.

From the above list, we are going to use the availability metric as a measure for improved performance. However, we need to complement this metric with other measurements in order to identify the substance of improvement (i.e., excluding the apparent availability).

The average latency is interesting if we run the application on top of a standard middleware; in particular, as an input to the computation of the overhead for the middleware. Therefore this has only been measured in the CORBA implementation of the CS protocol.

The time taken to revoke or compensate one operation depends on what the application requirements are. It is interesting since it very much affects the reconciliation time. In our experimental setting, we choose to compute this time based on an estimate of an undo-time per operation, thus turning it into a parameter.

Finally, the time taken for reconciliation is interesting for two reasons. First of all, for the stop-the-world protocols, this is a period in which the system is unavailable, and thus can be seen as an indication of availability. Secondly, even for the continuous service protocol it is interesting to see how long it takes before the system can go back to normal mode. Because even if service is maintained during the reconciliation period by the CS protocol, the system is only partially operational since non-tradable operations are not accepted. Moreover operations accepted during the reconciliation phase can also be revoked in the same way as operation performed in the degraded mode.

7.1.2 Operation-based metrics

As mentioned above measurements of apparent availability are only meaningful if they are presented together with an indication of the "loss" from revoked operations. To be specific about the level of service delivered to clients we propose a number of operation-based metrics:
• The number of finally accepted operations during the whole experimental interval.

• The proportion of revocations over provisionally accepted operations.

• The accrued utility

The number of finally accepted operations is not an indication of availability by itself. There is little information in saying that a given system has accepted X many operations during a certain time period. However, when compared with another approach such as the pessimistic approach the increase in number of accepted operations is meaningful. This tells us if the system has increased its availability. Unfortunately there is no easy way of characterising the maximum number of accepted operations. One way would be to compare with the total number of submitted operations. However, as we explained earlier, all operations are not accepted even when there are no faults.

A very interesting metric is the proportion of revocations over provisionally accepted operations. This depends on the number operations that the client thinks have been performed but which must be revoked/compensated. It is heavily dependent on the application semantics (i.e., the type of constraints). For an application with a high proportion of revocations, it should not pay off to act optimistically during network partitions. However, the revocation ratio can be reduced by employing algorithms such as the STW-GEU. Moreover, this metric is related to, but should not be confused with, the collision probability calculated by Grey et al. [44] to be proportional to the square of the number of operations. Wang et al. [95] have investigated the conflict rate for file systems. Common for these two metrics is that they consider two replicas to be in conflict if they have been updated concurrently. In our model, on the other hand, a conflict occurs only as the result of the violation of some integrity constraint. Such violations can be caused by concurrent updates, but not necessarily.

We have introduced utility as a metric to compare the usefulness for each operation and we can therefore talk about the accrued utility during a reconciliation period as the accumulated utility from the applied operations minus the utility of the revoked operations. The utility of an operation can be dependent on a number of factors, the lost benefit if it is not applied, or the economic gain for a business that gets paid by its customers for delivered service. Also, the time taken to execute an operation is important if we are considering undoing/redoing the operation; thus, the higher the execution time the lower utility. However, we will in our experiments let the utility be a random number, which is assigned to each operation.
7.2 Evaluation of Reconciliation Approaches

This section contains an experimental evaluation of the three centralised algorithms, Choose1, STW-Merge and STW-GEU. These all require that the system does not accept new updates during the reconciliation process. So all the time spent performing reconciliation will reduce the availability. The time that the system is completely unavailable is time taken to reconcile the system, $T_{Unavailable} = T_{Reconcile}$. Note that the reconciliation time $T_{Reconcile}$ can also be divided in two parts, $T_{Construct}$, which is the time to construct a new partition state and $T_{Revoke}$, which is the time taken to perform all the necessary actions for the operations that have been revoked. This revocation or compensation mechanism potentially involves sending a notification to the client, which could then try to redo the operation. So $T_{Reconcile} = T_{Construct} + T_{Revoke}$. Figure 7.2 illustrates these time periods.

If no notification of the clients are necessary or revoking an operation for some other reason takes little time to perform then there is little use in spending time constructing an elaborate partition state. If, on the other hand, the undo operation is expensive in time then minimising $T_{Revoke}$ is the main goal.

With the experimental evaluation we aim to demonstrate that for short time to repair and a short revocation time for operations the Choose1 algorithm is good enough. Since the system does not stay long in degraded mode there are not many operations lining up and therefore the loss of utility is outweighed by the gain of a short construction time $T_{Construct}$. However, we expect the STW-Merge and STW-GEU algorithms to achieve much better utility for longer repair times and thus also shorter reconciliation times. Moreover, we will demonstrate that the key to choosing between STW-Merge and STW-GEU is the time needed to revoke operations. If undoing an operation is time consuming then the STW-GEU algorithm should perform better than STW-Merge as it aims at minimising the number of revoked operations.

![Figure 7.2: Time for reconciliation](image-url)
Experimental setup

The application described in Section 6.8 was implemented in Python together with the surrounding framework needed to perform the simulations. Eight objects were initialised with random numbers, uniformly distributed between -100 and 100. The results in this section are based on five integrity constraints created between two randomly chosen objects so that the initial partition state was constraint consistent.\(^1\)

Each application instance was profiled during a phase where 10000 operations were scheduled and statistics could be gathered about whether the operations succeeded or not. This data was then used to calculate \(P_{viol}\) for each operation. The system was then split up into three partitions in which operations were scheduled for execution with a load of 10 operations per second. Each object received the same load of requests. For each measurement point 100 samples were obtained and averaged.

Each operation was assigned a utility with a normal distribution of \(N(1.0, 0.1)\). The execution times of the algorithms were measured by assigning execution times for different steps of the algorithm, more specifically a step that does not require disk access takes 100\(ns\), disk operations take 1\(\mu s\) and the task of revoking an operation takes 1\(ms\). Constraint checking is a step that is assumed not to require disk access. Revoking an element is assumed to require notifying clients over the network and is therefore far more time consuming than other types of operations.
Results

In Figure 7.3 the utility of the reconciliation process is plotted against the time to repair (that is, the time spent in degraded mode) which in turn decides the number of operations that are queued up during the degraded mode.

It is clear that just choosing the state from one partition will result in a low utility. The operations of all the other partitions will be undone and this will result in a negative utility given that the partitions are approximately of the same size. If the utility of one partition would heavily outweigh the utility of the other partitions (or there would be only two partitions) then the Choose1 algorithm performs significantly better. However, there would have to be a very large imbalance for it to outperform the other algorithms. Further experiments indicate that the gap remains even if the time to revoke for an operation is reduced by a factor of 10. As the STW-Merge algorithm is nondeterministic we have also studied how it behaves over 100 runs with the same input parameters. For a partition duration of 31s the resulting mean utility is 5881.1 and the standard deviation 31.5.

The upper curve shows the total utility which is the sum $\sum_{\alpha \in op} U(\alpha)$ where $op$ is the set of all operations appearing in the partition logs. The optimal utility is less than or equal to this sum. For the optimal utility to be equal to the total utility it must be possible to execute the operations in such an order that inconsistencies do not occur. Since operations are chosen randomly this seems very unlikely. The STW-GEU algorithm performs slightly better than the STW-Merge and the difference increases somewhat as the partition duration grows (meaning more operations to reconcile).

![Reconciliation Time vs. Partition Duration](https://via.placeholder.com/150)

Figure 7.4: Reconciliation Time [s] vs. Partition Duration [s]

\[1\] Simulations have also been performed with more objects and constraints with similar results.
In Figure 7.4 the reconciliation times of the algorithms (including the time needed to deal with the revoked operations) are compared. The graphs illustrate that the three algorithms execute in linear time over the repair time (the longer the duration of partition the higher the number of performed operations). Essentially the results follow the same pattern as before. The STW-GEU algorithm performs slightly better that the STW-Merge and both are significantly better than the Choose1 algorithm\(^2\). As the revocation of operations is the most time consuming task this is not surprising. However, since the STW-Merge and STW-GEU show very similar results we will study in more detail how the cost of revocation affects the performance comparison between the two.

In Figure 7.5 the reconciliation times of STW-Merge and STW-GEU are plotted against the revocation time for one operation. As the STW-Merge algorithm has a shorter construction time \(T_{\text{Construct}}\) than STW-GEU it will result in a shorter reconciliation time when it is inexpensive to undo operations. When the time to revoke an operation increases the effect of the longer construction time for STW-GEU diminishes and the shorter total revocation time \(T_{\text{Revoke}}\) results in a total reconciliation time that is shorter.

![Graph](image.png)

Figure 7.5: Reconciliation Time [s] vs. Time to Revoke One Operation [s]

### 7.3 Simulation-based Evaluation of CS

In this section we present a simulation-based experimental evaluation of the continuous service reconciliation protocols. The goal of these studies were to determine whether continuous service reconciliation pays off in terms of

\(^2\)The Choose1 algorithm could benefit from parallelising the task of undoing operations.
7.3. SIMULATION-BASED EVALUATION OF CS

Table 7.1: Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of runs</td>
<td>100</td>
</tr>
<tr>
<td>Number of objects</td>
<td>100</td>
</tr>
<tr>
<td>Number of constraints</td>
<td>30</td>
</tr>
<tr>
<td>Number of critical constraints</td>
<td>10</td>
</tr>
<tr>
<td>Simulation time</td>
<td>70 [s]</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>50</td>
</tr>
<tr>
<td>Number of clients</td>
<td>30</td>
</tr>
<tr>
<td>Mean network delay</td>
<td>0.1 [s]</td>
</tr>
<tr>
<td>Normal system load</td>
<td>120 [ops/s]</td>
</tr>
</tbody>
</table>

time and operation-based availability, and to study the effects of varying reconciliation rate and load.

As a baseline, we consider two alternatives. First, a system that does not trade availability for consistency (using a pessimistic protocol), and the STW-Merge algorithm that does not accept new operations during reconciliation. The pessimistic protocol only accepts operations during normal mode, and rejects operations if there is a network partition. Note that the pessimistic protocol does not need to have a reconciliation phase, since the state is always kept consistent.

7.3.1 Simulation setup

The simulations were performed with J-Sim [96] using the event-based simulation engine. A simple middleware (see the “Simulation” paragraphs in Chapter 6) was constructed and the test application described in Section 6.8 was implemented on top of it. However, as the main goal of the implementation was to evaluate the reconciliation protocol some parts of the system have been simplified. The group communication component is for example simulated using a network component that also provides a group membership service. This allows fault injection and network delays to be controlled. Faults are injected by configuring the location service component to resolve object lookups in the same way as if there had been a network partition. This is done in the beginning of each simulation run.

The simulation parameters that were constant in all experiments are shown in Table 7.1. We base these figures on data provided by industry partners, with real applications that can benefit from partition tolerance, in the DeDiSys project.

7.3.2 Results

In all of the following curves we compare three different protocol behaviours. All three measurements are performed using the same application and random seeds. Moreover, the middleware implementations only differ in the
places where the replication and reconciliation differ. The first curve (“continuous”) in each graph shows a middleware that acts optimistically during the partition fault, and then uses the continuous service reconciliation (CS) protocol to merge the results. The first baseline that does not accept invocations during reconciliation is denoted as “stop-the-world”. Finally, the last (“pessimistic”) shows the results for a pessimistic middleware which does not accept invocations during a partitioned state.

![Graph showing Apparent Availability vs. Handling rate](image)

**Figure 7.6: Apparent Availability vs. Handling rate**

The effect of handling rate In Figure 7.6 the apparent availability is plotted against the handling rate of the reconciliation manager. This rate is an estimate of the average time taken to reconsider a provisionally accepted operation, replay it, and potentially undo it. The partition lasted for 10 seconds in each run. The 95% confidence intervals are within 0.35% for all measurement points. The pessimistic approach gives just over 85% independently of the nature of operations that are potentially revocable (since they are never run). This is natural since no operations are performed during partitions. The continuous service protocol manages to supply nearly full availability except for the small effect given by the time spent installing the new state. However, the availability of “stop-the-world” depends very much on the length of the reconciliation phase, which in turn is decided by how fast the handling rate of the reconciliation manager is.

There is an anomaly for the CS protocol for small handling rates. There is no period of unavailability for these rates. The reason is that the protocol will never reach the stop state during the simulation time, and thus never become unavailable. The termination proof from Chapter 5 gives that a
condition for the termination is

\[ H > \left( \frac{T_D + 7d}{T_F - 9d} \right) C \cdot I \]

where \( H \) is the (worst case) handling rate, \( T_D \) the partition duration, \( d \) a bound on message and service time, \( T_F \) the time until next fault (in these runs the end of the simulation), \( C \) the number of clients, and \( I \) the (worst case) invocation rate for each client. If we put the (average) numbers from our simulations in this inequality we find that the handling rate must be at least 137 to guarantee termination. In the figure we see that termination actually occurs for rates over 100 (indicated by the fact that the CS protocol drops from full availability to just under 100%).

As the results in Figure 7.6 only give the apparent availability (as discussed in Section 7.1) we need also to compare the second availability metric, which is how many operations we have finally accepted.

![Figure 7.7: Relative Increase of Finally Accepted Operations vs. Handling rate](image)

In Figure 7.7 the relative increase of finally accepted operations compared to the pessimistic approach is plotted against the handling rate. This graph is based on the same experiment as Figure 7.6. The 95% confidence intervals are within 1% for all measurement points. The optimistic approaches achieve better as handling rate increases. For large enough handling rates they give significantly better results compared to the pessimistic approach. The CS reconciliation protocol only gives distinctly better results than "stop the world" for handling between 100 and 300 operations per second. However, as the handling rate increases further the difference becomes marginal.

This plot indicates that an estimate of the average handling rate, based
on profiling the application, is appropriate as a guideline before selecting the CS protocol in a reconfigurable middleware.

**The effect of partition duration** There are applications, like telecommunications, where partitions do occur but a lot of effort is spent to make them as short as possible so that acting pessimistically will not cause a big decrease in availability. In Figure 7.8 we see the effect that the partition duration has on the apparent availability. For long enough partitions the only approach that gives acceptable results is the continuous service reconciliation. The confidence intervals for this graph are within 0.1% for all measurement points.

![Figure 7.8: Apparent Availability vs. Partition Duration](image)

Both of the optimistic reconciliation protocols considered here are operation-based. That is, they use a log of operations that were performed in the degraded mode. One can also perform state-based reconciliation where only the current state of the partitions is used to construct the new state. A state-based reconciliation scheme might give equally high apparent availability as the continuous service protocol but instead it might suffer in terms of finally accepted operations as shown in Section 7.2 by measuring the accrued utility.

In Figure 7.9 we see that as the partition duration increases the ratio of revoked operations decreases. This is a bit counter-intuitive, one would expect the opposite. However, there is an explanation to this phenomenon. The cause lies in the fact that in our synthetic application two partitions perform similar kinds of client calls. This means that an operation which has been successfully applied in one partition is likely to be compatible with changes that have occurred in the other as well. The longer the partition lasts, the more operations are performed and the risk of different types of
operations in the two partitions decreases. Naturally, this behaviour depends on the nature of the integrity constraints and thus on the application. The confidence intervals are within 6.9% for all measurement points.

**Figure 7.9: Revocations over Provisionally Accepted vs. Partition Duration**

**The effect of load** So far the experiments have been performed with a constant arrival rate of 120 operations per second. To see the effect of load we have plotted the reconciliation duration against load in Figure 7.10. Here, the 95% confidence intervals are within 1.6% for all measurement points. The handling rate for this experiment was 300 actions per second. This figure might seem high compared to the load. However, the reconciliation

**Figure 7.10: Reconciliation Duration vs. Load**
process is performed at a single node which means that no network communication is needed. As can be seen in the figure the continuous service protocol suffers more than the other protocols under heavy load; especially, as it approaches the maximum load. However, this does not translate to less apparent availability as in the case of stop-the-world. The only period of unavailability for the CS protocol is during the time between the continuous servers receive a stop message from the reconciliation manager and the time to receive the installed state. The length of this period is not affected by the length of the reconciliation phase. Thus, the apparent availability of CS is not decreased (as was shown in Figure 7.6).

7.4 CORBA-based Evaluation of CS

Having checked the positive potentials of the CS protocol in a simulated setting we then constructed an evaluation environment in order to quantify the overheads (i.e., costs) associated with a fault-tolerant middleware that might utilise this protocol.

7.4.1 Experimental Setup

The CORBA-based partition tolerant middleware was tested and evaluated using two hardware platforms: one with several virtual machines running on one physical node and one composed of a real network of physical machines. The reason for using the setup with virtual machines was that it was easier to setup the experiments and to collect data in case of partial executions. However, for the throughput measurements the virtual machines would not provide reliable results, and therefore the physical machines had to be used. The same middleware from Chapter 6 were used for both platforms. The CORBA ORB implementation was JacORB 2.2.3.

Figure 7.11 shows the framework that was used for performing measurements. The same setup was used in both the setup with the virtual machines as with the physical machines. Four nodes were setup with an host-control CORBA object. This could be remotely controlled from a fifth server that managed the experiments. The host-control object on each machine could start up the DeDiSys middleware, initialise server objects and start up client objects. Each node was running Linux and by using the Iptables firewall (FW) capability in Linux, the host-control object could be used to regulate communication. This allowed network partition fault to be injected. In the figure we illustrate the links that were blocked with dashed lines.

Virtual machines The availability measurements were performed on four virtual VMWare machines running Ubuntu Linux 6.10. The host machine was an Acer TravelMate 8204 with a Intel DualCore T2500 processor running at 2Gz and 2GB RAM. Sun Microsystem’s Java™ virtual machine was of version 1.5.0_09.
Physical machines  For acquisition of time-related metrics, such as maximum throughput of operations and middleware-induced latency, the environment consisting of virtual machines is inadequate, as virtual machines compete for the same physical resources in an undeterministic fashion, resulting in an uncontrollable queueing delay.

Therefore, four dedicated workstation computers with the same hardware configuration were set up\(^3\). Each computer had an **AMD Athlon™ 64 3000+** processor running at 1.8GHz (3620 BogoMIPS) and 1 GB of RAM. The computers were interconnected with a 1 Gbps Ethernet network.

The installed operating system was **Scientific Linux 4** (Linux kernel version 2.6.9-34.0.1.EL). **Sun Microsystems**’s Java™ virtual machine was of version 1.5.0.05.

### 7.4.2 Results

In this section we present the results of the performance measurements. First, we show how much is gained from acting optimistically in presence of

---

\(^3\)This setup was provided by Klemen Zagar at Cosylab in Ljubljana, Slovenia, who also ran the overhead measurements
partitions using the CS reconciliation protocol, both in terms of apparent availability as well as number of accepted operations. Secondly, we have measured the overhead incurred by our solution by measuring the throughput of middleware operations. Finally, we investigate the effect of load on the reconciliation protocol.

**Apparent Availability** The availability measurements were performed by repeating the following scenario 20 times. First, a number of operations were performed in the normal mode. Then a partition fault was injected followed by further operations being applied in both partitions. After a specific time interval the injected fault was removed. At that point, the reconciliation process started. Invocations were continued during the whole reconciliation stage and a while into the normal mode. Table 7.2 summarises the parameters used. The duration of the experiment depends on the duration of the fault.

![Graph: Apparent Availability vs. Partition Duration](image)

**Figure 7.12: Apparent Availability vs. Partition Duration**

---

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of runs</td>
<td>20</td>
</tr>
<tr>
<td>Number of objects</td>
<td>50</td>
</tr>
<tr>
<td>Number of constraints</td>
<td>50</td>
</tr>
<tr>
<td>Critical constraints</td>
<td>10 %</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>4</td>
</tr>
<tr>
<td>Number of clients</td>
<td>2</td>
</tr>
<tr>
<td>Number of operations</td>
<td>200</td>
</tr>
<tr>
<td>Experiment duration</td>
<td>68 [s]</td>
</tr>
<tr>
<td>Load</td>
<td>6 [ops/s]</td>
</tr>
</tbody>
</table>

Table 7.2: Parameter summary
In Figure 7.12 the apparent availability is plotted against the partition duration. As expected, the optimistic protocol maintains a constant high availability of approximately 98%. The unavailability is caused by the short period in which the reconciliation protocol awaits the final operations before installing a new state.

The availability of the pessimistic protocol is a bit more interesting. Since the duration of the experiment is 68[s] we would expect the availability to start at 100% and then drop off to 60%. However the performance is worse than that. The reason for this is that Spread takes some time before registering that the network has reunified. The timeout for lookups in the Spread implementation that we used was set to 10 seconds. This timeout is also the cause of the stair-like shape of the graph. The availability does not drop continuously as the fault duration increases. Instead there is a drop every 10-12 seconds that corresponds to the lookup interval of Spread.

**Operation-based availability** Apart from the apparent availability which reflects when the clients perceive the system to be apparently operational, it is equally important that the work performed during the period of degradation is kept when the system is later reunified. Therefore, we have investigated how many operations are successfully performed by the two approaches.

![Figure 7.13: Accepted Operations vs. Ratio of Critical Constraints](image)

Figure 7.13 shows the number of operations accepted in normal mode and the number of finally accepted operations put together. The parameters are the same as in the previous experiment except that the fault duration is kept constant at 10[s]. The ratio on the x-axis tells the proportion of the constraints in the system that are critical. Remember that if a critical constraint needs to be checked for a given operation, then that operation cannot
be performed optimistically. Thus the higher the ratio is, the less likely is it that acting optimistically pays off. This fact is reflected in the dropping of total number of accepted operations for the optimistic protocol. However, even if all constraints are critical there are a number of unconstrained objects. Therefore, there are always more operations performed with the optimistic approach compared to the pessimistic. Moreover, Spread is able to detect that the network has reunified faster when more spread messages are transmitted (as with the CS protocol). The pessimistic protocol on the other hand does not send any spread messages during the degraded mode. This causes the degradation period to be shorter for the optimistic scenario and thus more operations can be accepted in normal mode.

As can be seen in Table 7.2 there was a total of 50 constraints in the system. This means that in average 6-7 objects are unconstrained. If there would be even more constraints, then the performance of the CS protocol would decrease further. In the worst case, all objects are associated with a number of critical constraints. In such a scenario there would be no benefit in using an optimistic approach.

**Overhead**  We have now established that we really do gain in increased availability with the optimistic middleware running the CS reconciliation protocol. However, most mechanisms for added fault tolerance require additional bandwidth and computational resources. To understand the cost associated with the added fault tolerance, we have performed single-client throughput measurements. These are equivalent to round-trip time measurements since throughput is the inverse of round-trip time.

![Throughput of Operations](image)

**Figure 7.14:** Throughput of operations.
These measurements are not meant to give the overhead of the CS reconciliation protocol but rather the overhead associated with the entire DeDiSys middleware in which the CS reconciliation protocol is a component. To get the overhead we compare the throughput with standard CORBA with no fault tolerance (Fig. 7.14). With such a platform, even though the objects are distributed over nodes, a node crash renders some objects unreachable for integrity checks. Moreover, there is no partition tolerance.

Obviously, there is no point in comparing the performance during degraded mode since the standard CORBA would not operate under such conditions. So the measurements are performed during normal mode. The CS reconciliation protocol is not active in this mode and no logging is required.

The experiments were done with batches of 50 invocations in each batch. The time taken to run one batch was measured using the \texttt{currentTimeMillis} method in Java. Execution of the entire batch was repeated five times to compute the variance. The variance was an indicator of the quality of the measurement. For batches with a large variance the experiment was repeated with a larger batch size (from 50 up to 10000 runs).

These results are a first attempt to characterise the overhead associated with our solution. For the standard CORBA operations there were no consistency checking and no time spent in transaction manager or replication protocols. That is, this seemingly extra overhead is not the cost of adopting automatic reconciliation; but includes the heavy costs of state-based replication [13] and consistency checking (which is part of application requirements). Since the baseline offers very high levels of performance, the impact on throughput is significant: a degradation of two orders of magnitude. However, considering that this is a non-optimised middleware, in absolute terms the throughput is still acceptable. In both normal and degraded modes, the system is still capable of handling roughly 10 mutable and several hundred read-only operations per second.

Effect of Load We have also investigated the effect of load on the reconciliation protocol. The termination proof of Section 5.4.2 is conditional on the minimum invocation inter-arrival time being greater than the reconciliation handling time. However, even if we achieve termination, the reconciliation time might still be very long. Therefore, we are interested in measuring the actual reconciliation duration as a function of system load.

Figure 7.15 shows that the duration increases as the load increases. The same parameters were used as in the availability measurements, but with a varying load. The experiment was run for higher loads than 10 as well, but in those cases the reconciliation did not finish during the length of the experiment. The rate at which operations were replayed was in the range 10-15. So it is consistent with the termination proof that the with the higher loads, termination may not happen. Again it is important to realize that the sandbox replay service has not been optimised with regards to performance.
Figure 7.15: Reconciliation Duration vs. Load
“When 900 years you reach, look as good, you will not.”

Yoda
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Conclusions and Future Work

8.1 Conclusions

We have investigated different approaches for increasing availability during network partitions for systems with integrity constraints. Several protocols have been proposed and analysed both theoretically and experimentally.

We believe that the results provide strong support for our hypothesis that data-centric applications can be made partition-tolerant by acting optimistically and letting a continuous service operation-based reconciliation protocol take care of sorting out inconsistencies. We have showed that with the help of such a protocol one can achieve nearly 100\% availability while still being able to restore full consistency. Finally, we have demonstrated that this can be done using a component in a general purpose middleware.

8.1.1 Optimistic Replication with Integrity Constraints

The fact that optimistic replication provides higher availability is fairly clear per definition. It is not equally obvious for systems with integrity constraints. Our work shows that if reconciliation can be done at a high enough rate, then the statement still holds.

Unfortunately, the availability gained through optimistic replication is only an apparent availability. Some of the operations that were optimistically accepted must be revoked later on. Therefore, in addition to the classic availability metric, the number of finally accepted operations must be considered when judging the benefit of optimistic replication. Also with this metric, the optimistic replication approach wins given a fast enough recon-
ciliation rate.

Moreover, as we have shown in our experimental studies, the penalty of acting pessimistically in presence of network partitions is much higher than seems necessary at first. Even a short period of disconnection can lead to long periods of degradation due to group membership services taking a long time to discover the new topology.

8.1.2 State vs Operation-based Reconciliation

There are several ways to perform reconciliation either by transferring state or by transferring operations. One state-based reconciliation scheme is to compose the final state by combining the states of primary objects (possibly from different partitions). This can be combined with reapplying operations that have been performed at secondary replicas. Unfortunately this approach is not compatible with system wide integrity constraints. If the primaries for objects A and B were in different partitions, then a constraint stating that \( A > B \) could be violated. The only thing to do in such a scenario is to manually restore constraint consistency. However, for complex systems, this is an unfeasible approach.

The next variant of state-based reconciliation is to simply choose one of the partition states as the resulting state (Choose1). Although this seems simplistic, it is not as bad as it sounds, there are several benefits. First of all it allows for very quick reconciliation. Secondly, if the degraded mode lasted for only a short while, and the load were unevenly distributed amongst the partitions, there might not be that many operations that are lost. One can also compare this with the primary partition approach. The Choose1 algorithm would allow the same operations to be finally accepted as if there was a primary partition. Moreover, in situations were there were no primary partition, the Choose1 algorithm still allows the operations from one partition to remain.

However, as we showed in the simulation studies, the Choose1 algorithm performs poorly compared to the operation-based algorithms. The reason of course being the large number of operations that potentially need to be revoked by Choose1. The drawback with operation-based reconciliation is that one needs to be able to deal with side effects. However this problem already has to be dealt with in a system that uses operation-based replication.

We believe that for systems that can explicitly express integrity constraints, operation-based reconciliation is the best option for merging the partition states.

8.1.3 Optimising Reconciliation

In the ideal case, all operations that were accepted during a network partition could be kept in the reconciled state. However, in that case it can hardly be called optimistic replication anymore. For systems with integrity
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Constraints there will inevitably be conflicts. The idea that these conflicts
can be compensated using some kind of merge procedure as in Bayou[91]
is nice, but it doesn’t really solve the problem. Any such logic that is in-
corporated in the merge procedure, could just as well be encoded in the
operation in itself. It is more likely that a conflict is hard to solve auto-
matically. Therefore the user that performed the action will probably need
to be informed that the operation did not succeed. So there will be a cost
associated with every conflict. Therefore, one of the goals of a reconciliation
algorithm should be to minimise the number of revoked operations.

A big step in this direction is to actually let the application semantics
decide what constitutes a conflict rather that relying on syntactic approaches
such as read and write sets. Moreover, we believe that utilities can be a
powerful way to further reduce the costs of the revocations. Our STW-
GEU algorithm managed to increase the accrued utility compared to the
STW-Merge algorithm that did not differentiate between operations. The
cost was an increased time to build the resulting state. The usefulness
of such a utility-based algorithm is dependent on the existence of relevant
utility metrics. Our approach lets the application designer decide what are
the most important operations to save, and which operations can be revoked
easier.

8.1.4 Continuous Service

Since reconciliation can be rather time consuming we constructed a recon-
ciliation protocol, called CS, that is able to maintain (apparent) availability
of the system while the system reconciles. There are some issues that must
be dealt with such as ordering, but we have showed that the CS protocol
can guarantee client expected ordering of operations as well as maintain
constraint consistency.

Moreover, it is clear that the CS protocol can be used to achieve very
high availability since the even long running network partitions only cause
a very short period of complete unavailability. Unless the rate at which
reconciliation can be performed is very high, the CS protocol outperforms
the STW-Merge algorithm both in terms of apparent availability, as well
as the number of finally accepted operations. We have not compared the
performance of th CS protocol with the STW-GEU. The reason was that
CS was built upon the same principle as STW-Merge and we wanted to see
the effect of a continued service protocol. However there is no problem in
using the mechanism from STW-GEU in CS to obtain even better results.

We have demonstrated that the protocol can be implemented in a stan-
dard middleware (i.e., CORBA). This middleware does not provide com-
pletely transparent support for partition tolerance, since this is probably
not possible for systems with strong consistency requirements. However, the
application writer does only have to provide explicit integrity constraints,
and figure out how to deal with revoked operations to utilise this approach.
The overhead costs of the middleware add-ons are quite high. However, they are not caused by the reconciliation protocol, but rather by the costs of synchronous state-based replication. The CS protocol could be combined with a more efficient replication and transaction scheme too.

8.2 Future work

There are of course many ways to improve our work. We will here describe what we think are interesting directions for future research.

8.2.1 Algorithm Improvements

The algorithms that we have proposed have to some extent been simplified to allow them to be explained, specified and analysed in a reasonable fashion. However, there are ideas for improvement that we have not been able to test yet.

**Distribution** Although the CS reconciliation protocol is a distributed algorithm that does not rely on any single node, it has a centralised idea. For every reconciliation round one reconciliation manager is elected to perform the reconciliation process. There are a couple of disadvantages to this. First, one node might not have enough resources to reconcile operations in a high enough rate (handling rate). Secondly, this requires the transfer of state between nodes. If the state is very large then this would be infeasible. The latter problem can be easily solved as discussed below.

The problem of resource limitations in one node is interesting. One approach would be to let the original primary for each object take care of reconciling operations for that particular object. However, since the reconciliation algorithm must make sure to check integrity constraints for each operation, the whole reconciliation procedure would have to be synchronised over all participating nodes. Therefore, it is not certain that there would be any improved performance at all. Given the fact that integrity constraints then would have to be checked on remote nodes instead of locally an improvement seems unlikely. However, the work could be split for objects that are independent of each other with regards to integrity constraints. This is illustrated in Figure 8.1.

Objects 1 and 2 are independent of objects 3 and 4. Therefore one could divide the work between two reconciliation managers that worked independently of each other.

**Improved Ordering** The STW-GEU algorithm is the only one in this thesis that tries to optimise the replay order of operations to reduce the number of revocations. As we discussed in Chapter 2, there are several approaches that try to use graph algorithms to reduce the conflict rate
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These ideas could be combined with the semantics that are encoded in integrity constraints.

One such approach that would be interesting to evaluate is to estimate the probability of future violations for an operation using the following estimation. First, at any given time point during the reconciliation, count the number of operations that have yet to be reapplied and that are associated with a constraint that depends on a given object. In the example of Figure 8.2 the count for object 1 is 2 since operations 1 and 2 are conditional on the value of object 1. The same holds for Object 2, whereas the count is 1 for objects 3 and 4.

Thus there is less risk in performing operations that update objects 3 or 4 compared to operations that update objects 1 or 2.
8.2.2 Mobility and Scale

We have assumed scenarios where all nodes and links are known beforehand and no nodes move during run-time. However, network partitions are actually much more likely in mobile ad-hoc networks (MANET). We have yet to see such network being used in a big scale in the real world. Therefore we do not yet know what types of applications that will emerge and what the requirements will be. However, we can reasonably expect that shared data will be a problem also in such scenarios.

Obviously, the group membership and group communication services that we rely on in this work is hard to achieve in MANETs. Moreover, if changes occur more often than is required for reconciliation to finish, then our approach would not work even in the static setting. Probably, one cannot expect to maintain the same degree of eventual consistency that we are able to guarantee. In such a scenario the approach of Bayou is more reasonable.

If one increases the scale of the network, similar problems as in a mobile scenario arise. This stems from the fact that one cannot know the entire state of the system. The result is that maintaining a consistent system-wide state is hard even without failures. A number of gossip algorithms have been proposed [93, 17, 47] to propagate state changes in an efficient manner for large scale or mobile networks.

8.2.3 Overloads

We needed to put an upper bound on load when proving the termination of the CS reconciliation protocol. In many networks (including those described above) this is not possible. In fact, system overload is a fault model that has not been very well researched outside of the real-time community. In soft real-time systems, there is usually an admission controller that limits the system load to assure schedulability. For mobile or large scale networks without a central admission control, this is not possible to achieve. Instead, one will probably have to deal with transient overloads much in the same way as if the network has partitioned.
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The software industry is facing a great challenge. While systems get more complex and distributed across the world, users are becoming more dependent on their availability. As systems increase in size and complexity so does the risk that some part will fail. Unfortunately, it has proven hard to tackle faults in distributed systems without a rigorous approach. Therefore, it is crucial that the scientific community can provide answers to how distributed computer systems can continue functioning despite faults.

Our contribution in this thesis is regarding a special class of faults which occurs when network links fail in such a way that parts of the network become isolated, such faults are termed network partitions. We consider the problem of how systems that have integrity constraints on data can continue operating in presence of a network partition. Such a system must act optimistically while the network is split and then perform a some kind of reconciliation to restore consistency afterwards.

We have formally described four reconciliation algorithms and proven them correct. The novelty of these algorithms lies in the fact that they can restore consistency after network partitions in a system with integrity constraints and that one of the protocols allows the system to provide service during the reconciliation. We have implemented and evaluated the algorithms using simulation and as part of a partition-tolerant CORBA middleware. The results indicate that it pays off to act optimistically and that it is worthwhile to provide service during reconciliation.
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