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Abstract—We derive the optimal receiver for RAKE diversity combining on channels with a sparse impulse response. The receiver is based on the Bayesian philosophy and thus it requires the knowledge of certain a priori parameters. However, we also derive an empirical Bayesian version of our receiver, which does not require any a priori knowledge, nor the choice of any user parameters. We show that both versions of our detector can outperform a classical training-based maximum-ratio-combining detector.

Index Terms—Demodulation, signal detection, spread spectrum communication, Bayes procedures, receivers, multipath channels.

I. INTRODUCTION

DIVERSITY reception is a key component in many communication systems. To optimally exploit it, one must implement the receiver that determines the most likely transmitted message given the received data. This problem is complicated because normally the receiver has only imperfect (or partial) knowledge of the channel. In this context, a substantial body of work [1]–[10] quantifies the performance loss when using an estimated (or for other reasons imperfect) channel in lieu of the true one for symbol detection. Less work is available on the design of detectors that can optimally make use of an estimated channel. However, optimal decision metrics are known for some cases; see, e.g., [11] for single-channel (i.e., no diversity) reception and [12] for space-time codes.

In this paper we are concerned with diversity combining for sparse channels, i.e., channels where the gains for many of the diversity paths are zero. The main motivation for this is RAKE combining for spread-spectrum systems operating on channels where the signal bandwidth is so large that individual multipath components can be resolved, so that the chip-sampled impulse response is sparse. Basically, there are two types of RAKE receivers in the literature: either the RAKE fingers are placed at fixed locations (typically on a grid), or their locations are adaptively chosen via a finger search mechanism [13]. Fixed-grid RAKE usually performs well if there are enough many RAKE fingers [14]. Also, its corresponding channel model may be sparse. RAKE receivers with path searching, however, do generally not give sparse channel models. (If the finger search algorithm succeeds, it positions the fingers at the correlation lags where the impulse response has power. The resulting effective channel will then be non-sparse.) Therefore fixed-finger RAKE is the main motivation for our work. In this context the main goal of our work is to examine how much performance one can gain by knowing that the channel is sparse. By way of contrast, if such knowledge were available but not exploited, some of the channel taps included in the detection process would carry only noise (no signal). This would lead to unnecessary noise enhancement and reduced detection performance.

Receivers for sparse channels have previously been studied in some special cases. For example, [15] derived a generalized Akaike information criterion to estimate the channel structure for OFDM systems. However, the optimal diversity combiner for sparse channels, derived in this article, is novel to our knowledge.

II. PROBLEM FORMULATION

We consider a setup where the transmitter first sends a training (pilot) sequence $s_{t}(k), k = 0, \ldots, n_{t} - 1$, which is known to the receiver. Thereafter, the transmitter sends an information symbol $s$, to be detected by the receiver. For simplicity of the exposition we restrict the discussion to M-PSK modulation (so, $|s| = |s_{t}(k)| = 1, \forall k$). We assume that the transmitted data are spread with an ideal spreading sequence, and then matched-filtered and despread at the receiver. The data propagate over a frequency selective channel with the chip-sampled impulse response $h = [h_{0}, \ldots, h_{n-1}]^{T}$. We further assume that the received data are disturbed by circular AWGN, but that there is no multiaccess interference.

The received data can be written as

\[
\begin{align*}
y_{t}(0) &= h_{s_{t}(0)} + e_{t}(0), \quad y_{t}(0) \in \mathbb{C}^{n} \\
y_{t}(n_{t} - 1) &= h_{s_{t}(n_{t} - 1)} + e_{t}(n_{t} - 1), \quad y_{t}(n_{t} - 1) \in \mathbb{C}^{n}
\end{align*}
\]

where the noise terms $e_{t}(k)$ and $e$ are i.i.d. $CN(0, \sigma^{2}I)$. (Throughout, the subscript $(\cdot)_{t}$ denotes quantities associated with the training.) The objective for the receiver is to detect $s$ given $\{y_{t}(k)\}, \{s_{t}(k)\}$ and $y$.

Naturally, if $h$ were known to the receiver, then $h^{H}y/||h||^{2}$ is a sufficient statistic for the detection of $s$, and the problem is trivial. The receiver then takes (assuming $P(s)$ is uniform for all $s$)

\[
\hat{s} = \arg \min_{s} \left| s - \frac{h^{H}y}{||h||^{2}} \right|^{2}.
\]
If \( h \) is unknown, however, the optimal receiver will in general depend on the specific assumptions made and on the philosophy used for the receiver design. Most commonly, an \textit{a priori} density is assumed for \( h \), and the optimal receiver is devised under that assumption. However, it is also possible to take an “orthodox” approach (not making any assumptions on \( h \)), for example using a generalized-likelihood ratio test. In this paper (like in most classical communication theory literature) we stick to the Bayesian paradigm, since it enables unique, well-defined inference. Additionally, it makes all assumptions explicit.

We shall assume for the purpose of receiver design that, with some probability, some elements of \( h \) are known to the receiver. To detect individual bits \( b_k \) for tap \( k \), where \( \{T_i\}_{i=0}^{n-1} \) are i.i.d Bernoulli random variables with parameter \( p_i \); \( T_i \in \{0, 1\} \) and \( P(T_i = 0) = p_i = 1 - P(T_i = 1) \). This is not the only possible model, but it does seem to make sense from a physical perspective (for example, \( |h_i| \) will have a Rayleigh distribution when \( T_i = 1 \), and also it leads to tractable mathematics.

### III. THE OPTIMAL RECEIVER

The optimal receiver finds the \( s \) which has the largest probability of being transmitted, given all received data. Let us introduce the notation \( Y = [y_1(0) \cdots y_i(n_i - 1) y_i]^T \in \mathbb{C}^{n \times n+1} \). Then the receiver should find \( \hat{s} = \text{argmax}_s P(s|Y) \). (In what follows, the training sequence \( \{s_i(\ell)\} \) is assumed to be known to the receiver.) To detect individual bits \( b_k \) in \( s \), we should instead maximize \( P(b_k = \beta|Y) = \sum_{s|b_k = \beta} P(s|Y) \). To take soft decisions on a bit \( b_k \), the quantity of interest would be \( L_k = \log(P(b_k = 1|Y)/P(b_k = 0|Y)) \). Either way, what is important is to evaluate \( P(s|Y) \).

For equiprobable symbols (an assumption that can be relaxed) we have that

\[
P(s|Y) \geq p(Y|s) = \prod_{i=0}^{n-1} p(y_i|s) = \prod_{i=0}^{n-1} \left(p_i p(y_i|s, T_i = 0) + (1 - p_i)p(y_i|s, T_i = 1)\right)
\]

where \( y_i = [y_i(0) \cdots y_i(n_i - 1) y_i]^T \), i.e., all data received for tap \( i \). Note that (2) only holds if the tap gains \( \{b_k\} \) are independent and the noise samples (elements of \( \{e_i(\ell)\} \) and \( e \)) are independent, so that \( \{y_i\} \) are independent (conditioned on \( s \)). This was, however, an assumption that we did make. To compute (2) we need the conditional densities \( p(y_i|s, T_i) \).

For \( T_i = 0 \) this follows directly, since in this case \( y_i \sim \mathcal{CN}(0, \sigma^2 I) \) and

\[
p(y_i|s, T_i = 0) = \frac{1}{\pi^{n_i+1} \sigma^{2(n_i+1)}} \exp \left(-\frac{1}{\sigma^2} \sum_{k=0}^{n_i-1} |y_i(k)|^2\right).
\]

Next, observe that, conditioned on \( s \) and \( T_i = 1 \), we have \( y_i \sim \mathcal{CN}(0, Q_{s,i}) \) where

\[
Q_{s,i} = \frac{\rho_i^2}{\sigma^2} s s^H + \sigma^2 I
\]

and \( s = [s_i(0) \cdots s_i(n_i - 1)]^T \). This is not the only possible model, but it does seem to make sense from a physical perspective (for example, \( |h_i| \) will have a Rayleigh distribution when \( T_i = 1 \), and also it leads to tractable mathematics.

Assembling things together and letting \( J(a, b) \) stand for the Jacobian logarithm, \( J(a, b) \triangleq \log(e^a + e^b) \), we have (omitting some irrelevant terms)

\[
\log P(s|Y) \sim \sum_{i=0}^{n-1} \left[p_i P(y_i|s, T_i = 0) + (1 - p_i)p(y_i|s, T_i = 1)\right] \equiv \sum_{i=0}^{n-1} J(\alpha_i, \beta_i)
\]

where \( \alpha_i = \log(p_i) \) and \( \beta_i = \log(1 - p_i) - \log(1 + (n_i + 1) \rho_i^2 / \sigma^2) \)

\[
+ \frac{\rho_i^2}{\sigma^2 + \rho_i^2 \sigma^2 (n_i + 1)} \sum_{k=0}^{n_i-1} \left|y_i(k)s_i(k) + y_i(k)s\right|^2\]

1 Generally, we let \( \langle \cdot \rangle \) denote the \( i \)th element of a vector.

2 Hereafter “\( \equiv \)” stands for equality up to irrelevant constants.

3 This can be implemented with good numerical stability and high computational efficiency. For example, one can show that \( J(a, b) = \max(a, b) + \log(1 + e^{-|a-b|}) \). The last term can be implemented via a table-lookup as a function of \( a - b \).
(Note that the entire right hand side of (3) is independent of \( s \) and the same expression also appears in \( p(y_i|s, T_i = 1) \). Therefore it cancels in the above equation.)

In the limit when all \( p_i \) approach zero (i.e., there is no sparseness in the model), then the optimal receiver (5) becomes

\[
\log P_{\text{non-sparse}}(s|y) \approx \sum_{i=0}^{n-1} \left( \frac{\rho_i^2}{\sigma^4 + \rho_i^2 \sigma^2 (n_t + 1)} \right) \left( \sum_{k=0}^{n_t-1} y_{t_i}^* (k) s_i (k) + y_i^* s \right)^2.
\]

If \( \rho_i^2 = \rho^2 \), \( \forall i \), the receiver in (6) is equivalent to MRC (maximum-ratio combining) using the LS/ML (least squares/maximum likelihood) channel estimate, as far as hard decisions are concerned. To see this, consider the LS/ML estimate of \( h \):

\[
\hat{h}_{ls} = \frac{1}{n_t} \sum_{k=0}^{n_t-1} y_i (k) s_i^* (k).
\]

The MRC receiver using this estimated channel minimizes, with respect to \( s \),

\[
\left| s - \frac{\hat{h}_{ls}^H y_i s^*}{\| \hat{h}_{ls} \|^2} \right|^2 = |s|^2 + \left( \frac{\hat{h}_{ls}^H y_i s^*}{\| \hat{h}_{ls} \|^2} \right)^2 - 2 \Re \left( \frac{\hat{h}_{ls}^H y_i s^*}{\| \hat{h}_{ls} \|^2} \right)^2
\]

\[
\approx -\Re \left( \frac{\hat{h}_{ls}^H y_i s^*}{\| \hat{h}_{ls} \|^2} \right)^2.
\]

The receiver (6) maximizes, with respect to \( s \) (when \( \rho_i^2 = \rho^2 \), \( \forall i \)),

\[
\sum_{i=0}^{n_t-1} \sum_{k=0}^{n_t-1} y_{t_i}^* (k) s_i (k) + y_i^* s \|^2 = \| \hat{h}_{ls} n_t + y s \|^2 = n_t^2 \| \hat{h}_{ls} \|^2 + |s|^2 \| y_i \|^2 + 2 \Re \left( n_t \hat{h}_{ls}^H y s^* \right)
\]

\[
\approx \Re \left( \hat{h}_{ls}^H y s^* \right).
\]

Comparison of (8) with (9) proves the equivalence. The same conclusion holds if the receiver instead performs MMSE (minimum mean square error) channel estimation followed by MRC, but also only under the assumptions that \( \rho_i^2 = \rho^2 \) and \( |s| = 1 \).

Finally, note that the channel often is constant over many symbols and one may then want to detect several symbols using the same channel estimate. It is straightforward to extend the above optimal receivers to detect a vector of information symbols. However, the complexity of the resulting detector will be exponential in the number of information symbols. A more pragmatic approach is to maximize (5) with respect to each symbol separately. Strictly speaking, the so-obtained receiver is suboptimal, but its complexity is linear in the number of symbols.

IV. AN EMPIRICAL BAYESIAN RECEIVER

Our receiver is Bayesian and it requires knowledge of \( \{p_i\}_{i=0}^{n_t-1} \), \( \{\rho_i^2\}_{i=0}^{n_t-1} \), \( \sigma^2 \). How can we use this receiver if these parameters are unknown? There are several possible answers to this question. One could treat \( \{p_i\}_{i=0}^{n_t-1} \), \( \{\rho_i^2\}_{i=0}^{n_t-1} \), \( \sigma^2 \) as random variables with certain \textit{a priori} densities and then average \( P(s|Y) \) over these. Alternatively, one could maximize (concentrate) \( P(s|y) \) with respect to \( \{p_i\}_{i=0}^{n_t-1} \), \( \{\rho_i^2\}_{i=0}^{n_t-1} \), \( \sigma^2 \), treating them as hyperparameters. However, we choose another approach; namely to estimate \( \{p_i\}_{i=0}^{n_t-1} \), \( \{\rho_i^2\}_{i=0}^{n_t-1} \), \( \sigma^2 \) from the data.

Estimating \( \{p_i\}_{i=0}^{n_t-1} \), \( \{\rho_i^2\}_{i=0}^{n_t-1} \), \( \sigma^2 \) from the data is a pragmatic (but in a strict sense suboptimal) solution and the resulting receiver will be a so-called “empirical Bayesian” detector [16]. We will restrict the discussion to i.i.d. \( \{h_i\} \), so that \( \rho_i^2 = \rho^2 \) and \( p_i = p, \forall i \). This is not the most general approach, but it facilitates the use of simple moment-based estimators for \( \{p_i\}_{i=0}^{n_t-1} \), \( \{\rho_i^2\}_{i=0}^{n_t-1} \). Also, our Bayesian receiver turns out to be robust in the sense that it generally shows good performance even with mismatched \( \{p_i\}_{i=0}^{n_t-1} \), \( \{\rho_i^2\}_{i=0}^{n_t-1} \), \( \sigma^2 \) (see Section V). Thus, accurate estimation of these parameters does not seem crucial.

\textbf{Estimation of} \( \sigma^2 \): An unbiased\(^4\), consistent estimate of \( \sigma^2 \) can be obtained by taking

\[
\hat{\sigma}^2 = \frac{1}{n_t n - n} \sum_{k=0}^{n_t-1} \| y_i (k) - \hat{h}_{ls} s_i (k) \| ^ 2
\]

where \( \hat{h}_{ls} \) is obtained from (7).

\textbf{Estimation of} \( \rho^2, p \): Under the model (1) we have \( E[|h_{ls}|^4] = (1-p) \rho^2^4 \) and \( E[|h_{ls}|^2] = 2(1-p) \rho^2^2. \) By combining these equations and using \( E[|h_{ls}|^4] \approx \sum_{i=0}^{n_t-1} |h_{ls,i}|^4/n \), \( E[|h_{ls}|^2] \approx \sum_{i=0}^{n_t-1} |h_{ls,i}|^2/n \), we obtain the following estimates:

\[
\hat{\rho}^2 = \frac{\sum_{i=0}^{n_t-1} |h_{ls,i}|^4}{2 \sum_{i=0}^{n_t-1} |h_{ls,i}|^2} \quad \text{and} \quad \hat{p} = 1 - \frac{2 \sum_{i=0}^{n_t-1} |h_{ls,i}|^2}{n \sum_{i=0}^{n_t-1} |h_{ls,i}|^4}.
\]

One must make sure that \( \hat{p} \geq 0 \), for instance, by setting it to a small positive value (or zero) if the above estimate turns out negative.

The estimates of \( \sigma^2, \rho^2, p \) proposed here are intuitively appealing and statistically sound, but not “optimal”. Naturally, we expect the estimates to improve with increasing \( n_t \). Also we expect that they will break down when \( p \to 1 \), and that they will not work very well for small \( n_t \). In particular, they will break down completely for \( n_t = 1 \), since then \( \hat{\sigma}^2 \) is undefined.

V. NUMERICAL EXAMPLES

We illustrate the performance of our receivers via Monte-Carlo simulation. We consider both receivers whose \textit{a priori} parameters are matched to the channel, and mismatched receivers. Also, we consider both a simple “toy” channel and a more realistic channel model for indoor radio [18]. In all examples we use QPSK modulation and show the bit-error-rates (BERs) for (i) the coherent receiver, (ii) the non-sparse Bayesian receiver (6) (same as MRC using the

\(^4\)Note that we normalize with \( n_t n - n \) instead of just \( n_t n \) to take into account the fact that the same pilot data are used to compute \( \hat{h}_{ls} \) and \( \sigma^2 \).

\(^5\)Using, e.g., that, when \( x_i \in \mathcal{C}N(0, \chi^2) \), \( E[x_1 x_2 x_3 x_4] = E[x_1 x_2] E[x_3 x_4] + E[x_1 x_3] E[x_2 x_4] + E[x_1 x_4] E[x_2 x_3] \).
LS/MMSE estimated non-sparse channel), (iii) our sparse Bayesian receiver (5) and (iv) its empirical version.

**Sparse toy channel model:** We first consider a sparse toy channel where the a priori parameters of the receiver are matched to the channel. This means that the channel impulse response is generated with the same parameters values as used in the receiver. The parameters are set to \( p_i = 0.9, \rho_i^2 = 1, n_i = 20 \), and \( h_i \) are i.i.d. We consider two choices of the training sequence length: \( n_t = 2 \), and \( n_t = 10 \). The receiver performances are shown in Fig. 1. Our sparse Bayesian receiver outperforms the non-sparse Bayesian receiver with about 1.5 dB for both choices of \( n_t \). This is expected, as the non-sparse Bayesian receiver uses mismatched channel knowledge (\( p_i = 0 \) instead of \( p_i = 0.9 \)). The sparse Bayesian receiver with the long training sequence performs about 1 dB worse than the coherent receiver. The performance of our empirical Bayesian receiver beats that of the non-sparse Bayesian receiver by about 1 dB, even with only two training samples.

**Non-sparse toy channel model—robustness to mismatch:** Next, we consider a non-sparse toy channel example where the data are generated as above, but with \( n_t = 10, n = 10 \) and \( p_i = 0 \) (i.e., all taps are non-zero). We use a mismatched sparse Bayesian receiver with \( p_i = 0.5 \). The BERs are shown in Fig. 2. It is no surprise that the non-sparse Bayesian receiver performs slightly better than our (mismatched) sparse Bayesian receiver, as the former uses the true \( p_i \). However, the penalty for assuming sparseness is very small. Our empirical Bayesian estimator shows impressive performance—almost identical to that of the non-sparse Bayesian receiver, which is optimal in this scenario.

**Indoor radio channel model:** Finally, we consider the indoor radio channel model of Saleh-Valenzuela [18]. This model is based on an extensive set of measurements in the 1.5 GHz band. We use the channel model with the parameter values suggested in [18] (1/\( \Lambda \) = 300 ns, 1/\( \lambda \) = 5 ns, \( \Gamma = 60 \) ns, \( \gamma = 20 \) ns). We assume a sampling interval of \( T_s = 10 \) ns, corresponding to a 100 MHz signal bandwidth, and root-raised-cosine filtering with a rolloff factor of \( \beta = 0.5 \) at the transmitter and at the receiver. We further assume that the receiver can acquire approximate timing, so that the first sample in the impulse responses is taken uniformly at random between \(-1.5T_s \) and \(-0.5T_s \) relative to the timing of the first multipath ray. We truncate the channel impulse responses after \( n = 40 \) taps and we use \( n_t = 5 \) training symbols.

One may ask whether, or how well, the channel model assumed in Section II corresponds to reality, or how well it matches a more realistic or specific model like that of [18]. Specifically, one might ask whether the distribution we assumed for the channel coefficients \( \{ h_i \} \) is reasonable. Under the model of [18] we can argue as follows. Owing to the random sampling timing, the pulse shaping, and since rays generally arrive in clusters according to [18] we cannot expect the independence assumption we made on \( \{ h_i \} \) to hold exactly. However, \( \{ h_i \} \) will be Rayleigh fading for the model of [18], because all channel taps in continuous time are complex Gaussian and \( \{ h_i \} \) are obtained via a linear operation on these. This is demonstrated in Figure 3, where we show “empirical pdfs” of the magnitudes of a few taps based on 10000 Saleh-Valenzuela channel realizations. This figure also illustrates how the average tap power varies as a function of tap delay.

It is interesting to study the extreme cases when the receiver is supplied much a priori information, and no such information, respectively. To simulate a scenario with relatively much a priori knowledge, we consider our sparse Bayesian receiver where \( p_i \) and \( \rho_i^2 \) are set to the values given in Table I. These values were obtained by averaging over many realizations of the Saleh-Valenzuela channel. (Since no taps are exactly zero-valued in the Saleh-Valenzuela model, a tap was considered to be zero when its magnitude was less than 0.05 times the

---

9To avoid an error floor, we make sure that the channels \( h \) have at least one non-zero tap (when all taps are zero, no signal reaches the receiver and detection will be pure guesswork).
magnitude of the largest tap in the realization.) If a typical channel is available for measurement prior to the selection of the a priori parameters, this is the type of information that can possibly be obtained. To study the opposite case, i.e. when no a priori knowledge about the channel is available, we use our empirical Bayesian receiver. Note that this detector uses \( p_1 = \hat{p} \) and \( \rho_2 = \rho^2 \) (i.e., \( p \) and \( \rho^2 \) are the same for all taps). This results in a severely mismatched receiver (cf. Table I where the values of \( p_1, \rho_2^2 \) vary rather heavily with \( i \)).

The receiver performances are shown in Figure 4. We also include the non-sparse Bayesian receiver where the channel has been truncated after \( n = 20 \) taps in this figure: this is a relevant comparison since no a priori knowledge from Table I is denoted “Bayesian sparse.” This receiver performs about 1 dB better than the non-sparse Bayesian receiver with \( n = 40 \), and about 0.5 dB better than the non-sparse Bayesian receiver with \( n = 20 \). The empirical Bayesian receiver performs rather similarly to the sparse Bayesian receiver. One contributing reason for this is that the Bayesian receiver is very robust to mismatching a priori knowledge (as indicated by Figures 1 and 2).

VI. CONCLUDING REMARKS

We have derived the optimal Bayesian RAKE receiver under the assumption of a sparse channel impulse response. We also derived an empirical Bayesian version of our receiver, which does not require any a priori knowledge, nor the choice of any user parameters. The sparsity assumption was motivated both by physical considerations and by the fact that some existing channel models (e.g., for indoor radio) tend to generate sparse impulse responses. Via numerical simulations we demonstrated that our new receiver, and its empirical version, can significantly outperform the non-sparse Bayesian receiver when the channel is sparse. Our receiver has about the same complexity as MRC with channel estimation, which is the conventional solution.
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