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Abstract

In the Constraint Satisfaction Problem (CSP) one is supposed to find an assignment to a set of variables so that a set of given constraints are satisfied. Many problems, both practical and theoretical, can be modelled as CSPs. As these problems are computationally hard it is interesting to investigate what kind of restrictions of the problems implies computational tractability. In this thesis the computational complexity of restrictions of two optimisation problems which are related to the CSP is studied. In optimisation problems one can also relax the requirements and ask for an approximatively good solution, instead of requiring the optimal one.

The first problem we investigate is Maximum Solution (Max Sol) where one is looking for a solution which satisfies all constraints and also maximises a linear objective function. The Maximum Solution problem is a generalisation of the well-known integer linear programming problem. In the case when the constraints are equations over an abelian group we obtain tight inapproximability results. We also study Max Sol for so-called maximal constraint languages and a partial classification theorem is obtained in this case. Finally, Max Sol over the boolean domain is studied in a setting where each variable only occurs a bounded number of times.

The second problem is the Maximum Constraint Satisfaction Problem (Max CSP). In this problem one is looking for an assignment which maximises the number of satisfied constraints. We first show that if the constraints are known to give rise to an NP-hard CSP, then one cannot get arbitrarily good approximate solutions in polynomial time, unless P = NP. We use this result to show a similar hardness result for the case when only one constraint relation is used. We also study the submodular function minimisation problem (SFM) on certain finite lattices. There is a strong link between Max CSP and SFM; new tractability results for SFM implies new tractability results for Max CSP. It is conjectured that SFM is the only reason for Max CSP to be tractable, but no one has yet managed to prove this. We obtain new tractability results for SFM on diamonds and evidence which supports the hypothesis that all modular lattices are tractable.
Sammanfattning

I ett villkorsprogrammeringsproblem är uppgiften att tilldela värden till variabler så att en given mängd villkor blir uppfyllda. Många praktiska problem, så som schemaläggning och planering, kan formuleras som villkorsprogrammeringsproblem och det är därför önskvärt att ha effektiva algoritmer för att hitta lösningar till denna typ av problem.

De generella varianterna av dessa problem är NP-svåra att lösa. Detta innebär att det antagligen inte finns effektiva algoritmer för problemen (om inte \( P = NP \) vilket anses vara mycket osannolikt). Av denna anledning förenklar vi problemet genom att studera restriktioner av det och ibland nöjer vi oss med approximativa lösningar.


Då det gäller den första varianten, då man ska hitta en lösning som uppfyller samtliga villkor som också maximerar summan av variablerna, presenteras nya resultat för ett antal specialfall. De så kallade maximala villkormängderna studeras och komplexiteten för ett antal av dessa bestäms. Vi studerar också en variant av problemet över den Boolska domänen då antal variabelförekomster är begränsat. I detta fall ger vi en partiell klassifikation över vilka villkormängder som är hanterbara och vilka som inte kan löses effektivt.

 För den andra varianten, då man ska uppfylla så många villkor som möjligt, presenteras några nya effektiva algoritmer för vissa restriktioner. I dessa algoritmer löses det mer generella problemet av minimering av submodulära funktioner över vissa ändliga latticar. Vi bevisar också ett resultat som beskriver exakt när det finns effektiva algoritmer då man endast har tillgång till en typ av villkor.
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Part I

Introduction and Background
Chapter 1

Introduction

1.1 How Hard Is It to Colour a Map?

In this thesis we will study how hard it is to solve certain problems on one's computer. So what is a problem in this context? As a concrete example consider the following scenario: you are given a map of the countries of some world and are asked to colour the countries with two colours so that no two countries which shares a border have the same colour (see Figure 1.1 for one example of a map). The question is if there is such a “valid” colouring or not. There is a simple algorithm which solves this problem so that the number of elementary steps needed by the algorithm is bounded by \( c \cdot n \), where \( n \) is the number of countries in the map and \( c \) is a constant independent of \( n \). Indeed, to check if there is a valid colouring start with colouring an arbitrary country, \( A \), with one of the colours—say black—and continue to colour the neighbours of \( A \) with the other colour—say white. These recently coloured neighbours of \( A \) will in turn force us to colour their neighbours black. We proceed in this manner until all countries are coloured or when we are forced to colour two neighbouring countries with the same colour. It is easy to convince oneself that this algorithm succeeds if and only if there is a valid colouring of the entire map.

If you are instead asked to colour the countries with three colours such that no two countries which shares a border have the same colour, then it seems that the problem gets significantly harder. In particular, the method used above to test if there is a valid colouring with two colours breaks down for three colours. The reason is that if we have coloured some country \( A \), then there is not a unique valid colour we can assign to the neighbours of \( A \). Despite much effort there is currently no known algorithm which solves this problem in time \( c \cdot n^c \) for any fixed \( c \). In fact, the current fastest algorithm has a running time of \( c \cdot 1.33^n \), for some constant \( c \). [11] In other words, there is no known algorithm with a running time bounded by a polynomial in the number of countries. The difference in the running times between these two
algorithms is enormous. For concreteness, assume that both algorithms can colour a map with 100 countries in one second on some computer. With the first algorithm it will then take no more than two seconds to colour a map with 200 countries. If we start running the second algorithm on a map with 200 countries we will have to be prepared to wait roughly 80 000 years for the result! Figure 1.1 contains a map which is colourable by three colours, but not by two.

The family of all problems which can be solved in polynomial time is called \( \mathbf{P} \). The 2-colourability problem above is contained in \( \mathbf{P} \) as there is an algorithm to solve the problem whose running time is bounded by a polynomial in \( n \). Another important family of problems is called \( \mathbf{NP} \). \( \mathbf{NP} \) contains all problems such that if the answer is \( \text{Yes} \), then there is a certificate of this fact which can be verified efficiently. One example of a problem in \( \mathbf{NP} \) is the 3-colourability problem. In this case the certificate is the colouring. It is clear that given a colouring we can easily check if it is valid or not efficiently, even though it may be very hard to \( \text{find} \) the colouring. It is easy to see that \( \mathbf{P} \subseteq \mathbf{NP} \): if we can compute the answer efficiently we can certainly verify a claim of the form “the map is 2-colourable by this colouring” simply by ignoring the certificate (the colouring in this case) and compute the answer ourselves. One of the major open questions in complexity theory is if \( \mathbf{P} \) equals \( \mathbf{NP} \) or not. It is widely believed that \( \mathbf{P} \) does not equal \( \mathbf{NP} \), but so far no one has managed to prove this.

Some of the problems in \( \mathbf{NP} \) are at least as hard as any other problem in \( \mathbf{NP} \). These problems are said to be \( \mathbf{NP}-\text{hard} \) and have the property that if any one of them is contained in \( \mathbf{P} \), then \( \mathbf{P} = \mathbf{NP} \). If an \( \mathbf{NP}\)-hard
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problem is also contained in \( \text{NP} \), then it is \( \text{NP} \)-complete. Hence, the \( \text{NP} \)-complete problems are the hardest problems in \( \text{NP} \). The 3-colourability problem described above is known to be \( \text{NP} \)-complete. \([66]\) So if one manage to construct an efficient algorithm which decides if a map is colourable with three colours or not, then one has proved that \( \text{P} \) is equal to \( \text{NP} \). We do not currently know why we do not have a better algorithm for this problem. Is it because some inherent difficulty in the problem makes it impossible to construct an efficient algorithm? Or, is it our inability and lack of imagination which is the culprit? As mentioned above it is widely believed that \( \text{P} \neq \text{NP} \) and hence that the former hypothesis is true.

Somewhat unexpectedly, most natural problems in \( \text{NP} \) are either in \( \text{P} \) or are \( \text{NP} \)-complete. It seems that problems of intermediate complexity (neither “easy”, i.e., contained in \( \text{P} \), nor hardest in \( \text{NP} \), i.e., \( \text{NP} \)-complete) are far apart.\(^1\) A large part of this thesis is devoted to show that certain problems are either \( \text{NP} \)-complete or contained in \( \text{P} \).

One can also consider an optimisation variant of the 2-colouring problem. Instead of requiring that for every border the two countries sharing that border have different colours, we are asked to construct a colouring which maximises the number of borders where the two countries sharing the border have different colours. This problem is called \text{MAXIMUM CUT} \((\text{the problem is equivalent to finding a cut of maximum size in a graph})\). Even though it is fairly easy to decide if the map is 2-colourable or not \((\text{that is, if we can colour the map so that no two neighbouring countries have the same colour})\) it seems to be much harder to solve \text{MAXIMUM CUT}. Indeed, the problem is known to be \( \text{NP} \)-hard. \([100]\)

A related problem, where one is instead asked to find a 2-colouring which \text{minimises} the number of borders where the two countries have different colours, is called \text{MINIMUM CUT}. \((\text{In this problem we also allow constraints of the form “this country has to be coloured black” and analogously for white, otherwise the problem becomes trivial—just colour every country with the same colour.})\) \text{MINIMUM CUT} can be solved in time polynomial in \( n \) by, for example, the max flow–min cut theorem and algorithms for maximum flow \((\text{see, e.g., [40]})\).

In this thesis we will study problems of the same general form as the examples of optimisation problems above: given some variables and some constraints we are asked to find an assignment to the variables \((\text{colours to the countries in the examples above})\) so that some function is maximised,

\(^1\)There are a few candidates for natural problems of intermediate complexity. Three of them are graph isomorphism \((\text{given two graphs, are they isomorphic?})\), factoring \((\text{find the prime factors of an integer})\) and polynomial identity testing \((\text{given a polynomial, is it identically zero?})\). There is some evidence that none of these problems are \( \text{NP} \)-complete. Currently there is no known polynomial time algorithm for any of them.

Due to a theorem of Ladner \([110]\) it is known that if \( \text{P} \neq \text{NP} \), then there are problems in \( \text{NP} \) of intermediate complexity. However, these problems have been constructed solely for the purpose of having this property and cannot be said to correspond to a “natural” computational problem.
for example, the number of satisfied constraints (borders with two countries coloured differently in the examples above). There are countless variants of these problems: one can allow $k$ colours instead of two ($k$ is an arbitrary positive integer), one can allow other types of constraints, for example, “if countries $A$, $B$ and $C$ shares borders then at least one of them should be coloured white”, etc. At some point it is not sensible to talk about countries and colours any more—the problem is so different from the original one that the somewhat familiar concepts no longer make sense. In the next section we will define the constraint satisfaction problem which is a framework in which many of these types of problems can be formulated.

As we saw in the examples above, such problems are sometimes efficiently solvable (as in the case of finding 2-colourings) and sometimes there probably is no efficient algorithm (e.g., for finding 3-colourings). As a general theme in this thesis we will be interested in what kind of restrictions on the allowed constraints make the problems efficiently solvable.

In the few paragraphs above we have barely scratched the surface of the area known as computational complexity theory. We refer the reader to [6, 121, 136] for a much more thorough introduction to this research field.

1.2 Constraint Satisfaction Problems

In the constraint satisfaction problem (CSP) one is given a set of variables and a set of constraints on the variables and is asked to assign values from some domain to the variables so that all constraints are simultaneously satisfied. In this section we will define CSPs and give a couple of examples. For more comprehensive treatments of CSPs we refer the reader to [4, 129].

To define the CSP more formally we need to introduce some notation. Let $D$ be a finite set and let $n$ be a positive integer. The set of all $n$-tuples of elements from $D$ is denoted by $D^n$. Any subset of $D^n$ is an $n$-ary relation over $D$. The set of all finitary relations over $D$ is denoted by $R_D$. The CSP can now be formulated as follows.

**Definition 1.1 (Constraint Satisfaction Problem (CSP)).** The constraint satisfaction problem is defined to be the decision problem with instance $(V, D, C)$, where

- $V$ is a set of variables;
- $D$ is a set of values (the domain); and
- $C$ is a multiset of constraints $\{C_1, \ldots, C_q\}$, in which each constraint $C_i$ is a pair $(s_i, R_i)$, where $s_i$ is a list of variables of length $m_i$, called the constraint scope, and $R_i$ is an $m_i$-ary relation over the set $D$ called the constraint relation.

The question is whether there exists a function from $V$ to $D$ such that, for each constraint in $C$, the image of the constraint scope is a member of the constraint relation.
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<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 1.2: A Sudoku puzzle. The blocks are the $3 \times 3$ square grids with thick borders.

The $k$-colourability problems from Section 1.1 are examples of CSPs.

**Example 1.2** ($k$-colourability as a CSP). Let $k$ be a positive integer. In the $k$-colourability problem we are given a graph $G = (V, E)$ and are asked if there is a valid $k$-colouring of $V$. A valid colouring is a function $c : V \rightarrow \{1, 2, \ldots, k\}$ such that if $v, u \in V$ are adjacent in $G$, then $c(u) \neq c(v)$. (This is the same definition as we used in Section 1.1.) We can see the $k$-colourability problem as a CSP with domain $\{1, 2, \ldots, k\}$, variables $V$, and one constraint of the form $u \neq v$ for each edge $(u, v)$ in $E$. It is not hard to see that this CSP is equivalent to the $k$-colourability problem, that is, $G$ is $k$-colourable if and only if the CSP instance has a solution.

The puzzle *Sudoku* can also be seen as a CSP.

**Example 1.3** (Sudoku as a CSP). Sudoku is a popular puzzle played on a square $9 \times 9$ grid. At the beginning some of the squares in the grid are filled with numbers from 1 to 9. The goal is to fill in numbers in the other squares with the restrictions that no row, column or block (some of the $3 \times 3$ squares) contain any duplicates. See Figure 1.2 for an example of a Sudoku.

To model Sudoku as a CSP we need to introduce a coordinate system on the grid. We will use coordinates of the form $(c, r)$ where $c$ is the column and $r$ the row. We start counting from 1 and $(1, 1)$ is the bottom left square in the grid. (So $(7, 4)$ is the square on the seventh column and fourth row. In Figure 1.2 this square contains 8.)

Sudoku puzzles can be modelled as CSPs with domain $\{1, 2, \ldots, 9\}$ and one variable $x_{(i,j)}$ for each coordinate $(i, j)$. The only constraint relations we will need are the inequality constraint and the constant constraints. To impose the restriction that row $r$ does not contain any duplicates we introduce the constraints $x_{(i,r)} \neq x_{(j,r)}$ for every $i, j \in \{1, 2, \ldots, 9\}, i \neq j$. Similarly, for column $c$ we get the constraints $x_{(c,i)} \neq x_{(c,j)}$ for every $i, j \in$
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\{1,2,\ldots,9\}, i \neq j. To make sure that no block contains any duplicates we need to add the constraints

\[ x(3a+i,3b+j) \neq x(3a+k,3b+l) \]

for every \(a,b \in \{0,1,2\}\) and \(i,j,k,l \in \{1,2,3\}\), \((i,j) \neq (k,l)\). (Here \((a,b)\) can be seen as the coordinates of a block and \((i,j),(k,l)\) are coordinates within the block.) Finally we need to deal with the fact that some of the squares are given to us. This is done by introducing constant constraints of the form \(x(i,j) = c\) if square \((i,j)\) has the number \(c\) in it. As an example, for the Sudoku in Figure 1.2 we need to add \(x(2,1) = 1\), \(x(4,1) = 2\), \(x(5,1) = 6\), and \(x(8,1) = 5\) for the squares on the bottom row.

Any solution to this CSP is a solution to the Sudoku; and conversely any solution to the Sudoku is a solution to the CSP.

In Definition 1.1 above we allow multisets of constraints (a multiset is a set where the same element can appear several times). For CSP it does not make any difference to allow a multiset of constraints instead of only a set of constraints—if there are more than one constraint which has the same constraint scope and constraint relation, then they are either all satisfied or none of them are satisfied. However, in two of the problems introduced below (Max CSP and VCSP) the distinction between multisets and sets are significant. We do therefore allow multisets in our definition of CSP as well.

In this thesis we will only be interested in finite domains, hence \(D\) will always be a finite set. (CSPs with infinite domains have also been studied quite a lot, see, for example, the survey [14].) The general definition of constraint satisfaction problems found in Definition 1.1 is not so interesting from a complexity theoretical point of view because the problem is clearly hard to solve. For a fixed domain and explicitly represented relations it is \textsc{NP}-complete. An explicit example is the \(k\)-colourability problem presented above, which is \textsc{NP}-hard for \(k \geq 3\). We will therefore be looking at restrictions of the general problem. When restricting the problem one loses some of the expressive power and, hopefully, gains computational tractability. In some applications this is not tolerable, maybe we really have a general 3-colourability problem we want to solve. The hope is that one often can impose some kind of restriction on the instances to make the problem easier to tackle. In this thesis we will therefore study a restriction on CSPs which is called constraint language restrictions. Before we delve into the definition of this kind of restriction some motivational remarks and notes on practical aspects are in order.

1.3 Why Study CSPs?

The art of solving CSPs is called constraint programming. Constraint programming is an intensively studied subject both from a theoretical point
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of view, which this thesis is a small part of, and from a practical point of view. Indeed, there are entire conferences and journals devoted to the subject.\footnote{The International Conference on Principles and Practice of Constraint Programming is an annual conference on constraint programming. The journal Constraints covers constraint programming and related areas.} The practical part of constraint programming consists, among other things, of constructing efficient solvers and modelling real-world problems in the constraint programming framework. The natural question “Why study CSPs?” can be answered in at least two ways:

- constraint programming is flexible and can model many problems. It is widely used to solve real world problems in a variety of domains, for example, scheduling, planning, network design, and bioinformatics \cite{129}.

- Both noncommercial and commercial mature software systems for solving CSPs are available. The noncommercial ones include Gecode, Mozart/Oz, and ECLiPSe. Two commercial ones are Sicstus Prolog and ILOG CP.

The combination of the two bullet points above makes constraint programming a very useful programming paradigm. In this thesis only some theoretical aspects of CSPs will be investigated. We refer the reader to \cite{4, 129} for detailed treatments on the more practical aspects of constraint programming.

1.4 Constraint Language Restrictions

One kind of restriction of the CSP which has been studied a lot is constraint language restrictions. In this type of restriction the types of the constraints that one is allowed to use is restricted. A constraint language over a finite set, $D$, is a finite set $\Gamma \subseteq R_D$ (recall that $R_D$ is the set of all finitary relations over the domain $D$). In a large fraction of this thesis we will study constraint language restrictions for various CSP-related problems. (Chapter 6 is in some way an exception—in that chapter we will study constraint language restrictions together with a restriction on the number of occurrences of each variable.) The overarching goal in these research areas is to classify the complexity of the problem under study for all possible constraint languages. As a first example we will impose constraint language restrictions on CSP. CSP restricted to a constraint language $\Gamma$ is denoted by $\text{CSP}(\Gamma)$ and is defined as follows.

**Definition 1.4 (CSP(\Gamma)).** An instance of $\text{CSP}(\Gamma)$ is an instance of the constraint satisfaction problem where each constraint relation is contained in $\Gamma$. 
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Note that we have defined an infinite family of problems—there is one problem for each $\Gamma$. Two well-known problems, which are $\text{CSP}(\Gamma)$-problems, are solving systems of linear equations modulo an integer and the 3-satisfiability problem.

**Example 1.5 (Linear Equations Modulo 3).** The following problem is a $\text{CSP}(\Gamma)$ problem: given a system of linear equations over $\mathbb{Z}_3$ (the integers modulo 3), is there a solution to the equations?

Each equation in the system corresponds to one constraint in the CSP instance and each variable corresponds to one variable. The domain of the CSP is $\mathbb{Z}_3 = \{0, 1, 2\}$. Note that only certain types of constraints are available to us. In particular we can say that $x + y = 2 \pmod{3}$, but expressing $x \neq y$ is not possible. This is a constraint language restriction. As a concrete example of an instance of this problem we can consider the following system of equations:

\[
\begin{align*}
x + y &= 1 \pmod{3} \\
x + z &= 2 \pmod{3}
\end{align*}
\]

This instance has three solutions $x = 0, y = 1, z = 2$ and $x = 1, y = 0, z = 1$ and $x = 2, y = 2, z = 0$.

Another example of a $\text{CSP}(\Gamma)$ problem is 3-Satisfiability.

**Example 1.6 (3-Satisfiability).** In the 3-Satisfiability problem one is given a formula in propositional logic in conjunctive normal form with clauses of length three (3-CNF). That is, a formula on the form

\[ (x_1 \lor x_2 \lor x_3) \land (y_1 \lor y_2 \lor y_3) \land \ldots \]

where each $x_1, x_2, x_3, y_1, y_2, y_3$ is either a positive or negative literal (that is, they are on the form $v$ or $\neg v$ for some variable $v$).

It is not hard to see that this problem is equivalent to $\text{CSP}(\Gamma)$ where $D = \{0, 1\}$ and $\Gamma$ consists of all relations which can be expressed as a disjunction with three literals, that is if $R_{000} = D^3 \setminus \{(0, 0, 0)\}$, $R_{100} = D^3 \setminus \{(0, 0, 0)\}$, $R_{110} = D^3 \setminus \{(1, 1, 0)\}$, and $R_{111} = D^3 \setminus \{(1, 1, 1)\}$, then

\[ \Gamma = \{R_{000}, R_{100}, R_{110}, R_{111}\}. \]

In particular $u \lor v \lor w$ is equivalent to $(u, v, w) \in R_{000}$ and similarly $\neg u \lor v \lor \neg w$ is equivalent to $(u, v, w) \in R_{110}$. In this way each of the clauses in (1.1) can be replaced by a constraint with one of the relations in $\Gamma$. As a concrete example we can consider the instance

\[ (\neg x \lor y \lor z) \land (x \lor \neg y \lor \neg z) \land (\neg x \lor \neg y \lor \neg z). \]

The equivalent $\text{CSP}(\Gamma)$ instance is

\[ R_{100}(x, y, z) \land R_{110}(y, z, x) \land R_{111}(x, y, z). \]

and has five solutions: $(x, y, z) \in \{(0, 0, 0), (0, 0, 1), (0, 1, 0), (1, 0, 1), (1, 1, 0)\}$. 
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From these two examples one sees that the complexity of CSP(Γ) depends on Γ. It is sometimes solvable in polynomial time, as in Example 1.5, (this problem can be solved in polynomial time by, for example, Gaussian elimination) and sometimes it is \textbf{NP}-complete, as in the example above which is equivalent to \textbf{3-Satisfiability} (3-Satisfiability is probably the most well-known \textbf{NP}-complete problem).

The major open problem in this field asks if there is a dichotomy in the complexity of CSP(Γ). That is, is it true that for every constraint language Γ the problem CSP(Γ) is either in \textbf{P} or \textbf{NP}-complete.\(^3\) This question was first studied by Feder and Vardi [60] and they formulated the following conjecture.

\textbf{Conjecture 1.7} (The Feder-Vardi Dichotomy Conjecture [60]). \textit{For any constraint language Γ, CSP(Γ) is in \textbf{P} or is \textbf{NP}-complete.}

As mentioned above this problem is still open, however it has seen considerable progress since it was initially posed. In particular, there is now a conjectured algebraic characterisation of the constraint languages supposedly contained in \textbf{P} and those that are \textbf{NP}-complete. The algebraic view of CSP(Γ) was first studied in [90] and later refined in [25] where the characterisation was proposed. In Section 11.4 we will describe this characterisation in some more detail.

The algebraic view has seen much study and Conjecture 1.7 is known to hold in a number of special cases. In particular for the following constraint languages the complexity of CSP(Γ) is known:

- two element domains (Schaefer [130]);
- three element domains (Bulatov [18]);
- \(Γ = \{H\}\) when \(H\) is a binary symmetric relation (i.e., an undirected graph) (Hell and Nešetřil [75]);
- \(Γ = \{H\}\) when \(H\) is a directed graph without sources and sinks (Barto et al. [10], note that this is more general than Hell and Nešetřil’s result); and
- conservative constraint languages (a constraint language Γ is conservative if every unary relation over the domain is contained in Γ) (Bulatov [17, 19]).

In each case it is shown that CSP(Γ) is either in \textbf{P} or \textbf{NP}-complete, thus giving support to Conjecture 1.7. This list is not exhaustive, however the

\(^3\)Note that for every constraint language Γ, CSP(Γ) is trivially in \textbf{NP}. As mentioned in Section 1.1 there is a theorem due to Ladner [110] which states that there are problems of intermediate complexity in \textbf{NP} if \textbf{P} ≠ \textbf{NP}. That is, if \textbf{P} ≠ \textbf{NP}, then there are problems in \textbf{NP} which are neither in \textbf{P} nor \textbf{NP}-complete. We can therefore not a priori rule out the possibility that there are CSP(Γ)-problems of intermediate complexity.
results above are easy to describe and they are important pieces in the puzzle of characterising the complexity of CSP(Γ).

In this thesis we will not study the complexity of CSP(Γ) but rather two optimisation problems which are related to CSP(Γ). These two problems are described in Section 1.5 and Section 1.6. We will impose restrictions on these problems in the same way as we imposed restrictions on CSP to define CSP(Γ). The problems we study will thus be parametrised by a constraint language and the complexity of the problem depends on the constraint language.

1.5 Maximum Solution

In Part II of this thesis we will study the complexity of a problem called Max Sol(Γ) which is a variant of CSP(Γ) where we are not only looking for a solution which satisfies all constraints but want a solution which is optimal in a certain sense. For Max Sol we require that the domain D is a subset of the natural numbers N. Formally we define a weighted variant of the problem as follows.

**Definition 1.8 (W-Max Sol(Γ)).**

**Instance:** A four-tuple \((V, C, D, w)\) where \((V, C, D)\) is a CSP(Γ) instance and \(w : V \to \mathbb{N}\) is a weight function, and \(D \subset \mathbb{N}\).

**Solution:** An assignment \(f : V \to D\) which satisfies all constraints in \(C\).

**Measure:**

\[
\sum_{v \in V} w(v) \cdot f(v)
\]

We will sometimes refer to the unweighted variant of the problem above as Max Sol(Γ). In the unweighted variant the weight function assigns the weight 1 to every variable in every instance. The main motivation for studying W-Max Sol is its close connection to integer linear programming: see Examples 1.9 and 1.10 below.

**Example 1.9 (Independent Set).** A well-studied problem which is contained in the Max Sol framework is the problem of finding a maximum cardinality independent set in a graph. Given a graph \(G = (V, E)\) a subset \(I\) of \(V\) is independent if no two vertices in \(I\) are adjacent. Finding maximum sized independent sets is equivalent to Max Sol(\(\{ R \}\)) where \(R\) is the relation \(x + y \leq 1\) and the domain is \(\{0, 1\}\). To see this, introduce a variable for every vertex in the graph \(G\) and add a constraint between any two variables whose corresponding vertices are adjacent to each other in \(G\). Conversely, given an instance of Max Sol(\(\{ R \}\)) we can construct a graph \(G\) such that there is a one-to-one correspondence between independent sets in \(G\) and
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solutions to the instance. (And the size of any independent set is equal to the number of ones in the corresponding solution.)

It is known that it is hard to find (quite weak) approximate solutions to Independent Set. [79, 142] In particular if $P \neq NP$, then there is no polynomial time algorithm which given a graph $G$ produces an independent set $I$ of $G$ such that $|I| \geq \epsilon \cdot \text{opt}(G)$. Here $\epsilon > 0$ can be chosen arbitrarily, $n$ is the number of vertices in $G$, and $\text{opt}(G)$ is the size of the largest independent set in $G$. Note that it is trivial to find an independent set $I$ such that $|I| \geq \text{opt}(G)$—just pick an arbitrary vertex as the independent set and you are done.

Example 1.10 (Integer Linear Programming). In an integer linear program (ILP) one is working with linear inequalities over the integers. Given a set of such inequalities we are looking for an integer solution which maximises some linear objective function. The problem can be formulated as: find $x$ so that $c^T x$ is maximised subject to $Ax \leq b$, $x$ is integral. Here $A$, $c$, and $b$ are matrices and vectors of appropriate dimensions and $x$ is a vector of variables of appropriate dimension.

If we restrict ourselves to bounded domains of nonnegative integers and nonnegative $c$, then the ILP problems can straightforwardly be formulated as Max Sol$(\Gamma)$ for a certain $\Gamma$. Let $D \subset \mathbb{N}$ be some fixed finite domain and for each $n \in \mathbb{N}$ and each $e \in \mathbb{R}^n, c \in \mathbb{R}$ let the relation

$$\{x \in D^n \mid e^T x \leq c\}$$

be a member of $\Gamma$. It is easy to see that Max Sol$(\Gamma)$ is equivalent to ILP over the domain $D$.

The thought process lying behind the definition of Max Sol is thus: very many problems can be formulated as ILPs and they have been studied a lot, both from a theoretical point of view and from a practical point of view (see, e.g., [117, 132, 134]). As ILPs are so widely used and studied it would be very interesting and useful to characterise the constraint languages which give rise to tractable Max Sol problems.

The long term goal of the study of Max Sol is to come up with a classification theorem which tells us the complexity Max Sol$(\Gamma)$ for every constraint language $\Gamma$. (Compare with Conjecture 1.7 which is the corresponding conjectured result for CSP.) Here “complexity” can mean different things. One interpretation is a dichotomy result of the type that either Max Sol$(\Gamma)$ is in $\text{PO}^4$ or it is $\text{NP}$-hard. One can also imagine more fine grained results where the approximability of Max Sol$(\Gamma)$ is investigated. We obtain such a result in Chapter 5 where it is proved that (for a certain restricted

$^4$PO is the class of optimisation problems which can be solved in polynomial time. \text{APX} and \text{poly-APX} are classes of optimisation problems which can be approximated within a constant factor and a polynomial factor, respectively, in polynomial time. Precise definitions of these classes are given in Chapter 2. We also refer the reader to Chapter 2 for definitions of completeness in these classes.
class of constraint languages) MAX SOL(Γ) is either in PO, APX-complete, poly-APX-complete, it is NP-hard to find solution of positive measure, or it is NP-hard to find solutions (i.e., CSP(Γ) is NP-hard). Note that, as for CSP, it is not known if MAX SOL(Γ) has a dichotomy in its complexity, i.e., is it either in PO or NP-hard for every Γ? An even more fine grained result could tell us how good approximate solutions one can get by polynomial-time algorithms for MAX SOL(Γ), for every Γ. We establish a result of this type in Chapter 4, for a restricted class of constraint languages.

There are some known results for MAX SOL, which we summarise below.

- When the domain is \{0, 1\} MAX SOL is called MAX ONES. For this problem the complexity is known for every constraint language (up to approximability class granularity), see [44, 102].
- When the domain is an interval of integers, i.e., \(D = \{a, a + 1, a + 2, \ldots, b\}\) for some integers \(a, b, a \leq b\) and Γ consists of all binary relations of the form \(\{(x, y) \in D^2 \mid ax - by \leq c\}\), where \(a\) and \(b\) are positive integers and \(c\) is an arbitrary integer, then MAX SOL(Γ) is solvable in polynomial time. [78]
- When Γ = \{H\} and H is a binary symmetric relation (i.e., an undirected graph) there are some partial results [97],
- A clausal constraint language consists of relations R where \((x, y) = (x_1, x_2, \ldots, x_p, y_1, y_2, \ldots, y_q) \in R\) if and only if
  \[
  \begin{align*}
  x_1 &\geq a_1 \lor x_1 \geq a_2 \lor \ldots \lor x_p \geq a_p \lor \\
  y_1 &\leq b_1 \lor y_2 \leq b_2 \lor \ldots \lor y_q \leq b_q
  \end{align*}
  \]
  for some constants \(a_1, a_2, \ldots, a_p\) and \(b_1, b_2, \ldots, b_q\). In [118] the complexity of MAX SOL was classified for clausal constraint languages (the complexity of CSP for these constraint languages was determined in [43]).

### 1.6 Maximum CSP

MAX CSP(Γ), which will be studied in Part III, is the variant of CSP(Γ) where we are asked to satisfy as many constraints as possible. Hence, any assignment to the variables is a feasible solution, but some solutions are better than others and we are looking for the best solution. Formally the problem is defined as follows.

**Definition 1.11 (W-MAX CSP(Γ)).**

**Instance:** A four-tuple \((V, C, D, w)\) where \((V, C, D)\) is a CSP(Γ) instance, \(w : C \to \mathbb{N}\) is a weight function.

**Solution:** An assignment \(f : V \to D\)
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Measure:

\[ \sum_{c = (s, R) \in C} w(c) \cdot R(f(s)) \]

In the definition above we have abused the notation slightly, \( R \) is used for the indicator function of the relation \( R \). That is, \( R(f(s)) = 1 \) if \( f(s) \in R \) and \( R(f(s)) = 0 \) otherwise. Hence, the measure is the sum of the satisfied constraints weighted by \( w \). As for \( \text{W-Max Sol}(\Gamma) \) we will sometimes refer to the problem \( \text{Max CSP}(\Gamma) \) which is the same as \( \text{W-Max CSP}(\Gamma) \) except that the weight function assigns the weight 1 to every constraint in every instance.

Max CSP is a natural optimisation analogue of CSP were we can express preferences among the constraints. If, for example, we are trying to come up with a schedule for the matches in a football tournament it may be desirable that no team plays two matches in two consecutive days. However, if there are no schedules with this property, then we are better off with a schedule which minimises such pair of matches compared to no schedule at all. Note that we would get the latter result if the problem was simply treated as an ordinary CSP.

The optimisation problems mentioned in Section 1.1 can in fact be seen as \( \text{Max CSP}(\Gamma) \) problems. As an example we will have a look at \text{Minimum Cut}.

Example 1.12 (Minimum Cut as a W-Max CSP). In Minimum Cut one is given a graph \( G = (V, E) \) and two vertices \( s \) and \( v \) and is asked to find a cut, that is a partition of \( V \setminus \{s, t\} \) into two sets \( C \) and \( C' \), of minimum size. The size of a cut \( (C, C') \) is the number of edges with one vertex in \( C \cup \{s\} \) and the other in \( C' \cup \{t\} \). It is known that a minimum cut can be found in time polynomial in \( |V| \).

To model Minimum Cut as a W-Max CSP(\( \Gamma \)) we let \( D = \{0, 1\} \) and \( \Gamma = \{c_0, c_1, EQ_D\} \). Here \( c_0 \) and \( c_1 \) are the unary relations \( \{(0)\} \) and \( \{(1)\} \), respectively. \( EQ_D \) is the equality relation on \( D \), so \( EQ_D = \{(0, 0), (1, 1)\} \). Given a graph \( G = (V, E) \) we construct an instance \( I = (V, C, D, w) \) of W-Max CSP(\( \Gamma \)) by adding a constraint \((v, v'), EQ_D\) for every pair of vertices \( v, v' \) in \( V \) which are adjacent in \( G \). Finally, we add the constraints \((s, c_0)\) and \((t, c_1)\) to \( C \). The weight function \( w \) is defined by \( w((s, c_0)) = w((t, c_1)) = |E| + 1 \) and \( w(c) = 1 \) for all other constraints \( c \). Note that in any optimal solution \( f \) to \( I \) we will have \( f(s) = 0 \) and \( f(t) = 1 \), due to the large weights on \((s, c_0)\) and \((t, c_1)\). Furthermore, as \( f \) is optimal, the partition

\[ \{\{v \in V \setminus \{s\} \mid f(v) = 0\}, \{v \in V \setminus \{t\} \mid f(v) = 1\}\} \]

will be a cut of minimum size in \( G \). It is known that \( \text{W-Max CSP}(\Gamma) \) can be solved in polynomial time. [102] The algorithm does in fact consist of a reduction to Minimum Cut.
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If we instead want to find a cut in a graph with the maximum number of edges we arrive at the problem Max Cut. This problem is equivalent to $\text{Max CSP}((0,1),(1,0))$, that is, the domain contains two values, 0 and 1, and we have one relation, namely, the inequality relation. It is known that finding optimal solutions to Max Cut is $\text{NP}$-hard [66]. The (in)approximability of Max Cut is also well-studied, see, e.g., [68, 81, 104].

By our observations above there are constraint languages which give rise to tractable problems for Max CSP and other constraint languages which give rise to non-tractable problems. As for Max Sol we will be interested in classifying the constraint languages according to their (non-)tractability for Max CSP. A considerable amount of research effort has been spent on Max CSP and there is now a conjectured classification of the constraint languages which are tractable. Very strong conditional approximability results with matching inapproximability results are also known for many constraint languages for Max CSP. In Part III of this thesis we will study the complexity of Max CSP and get some new results for this problem. The first chapter of Part III, Chapter 7, contains a much more thorough introduction to Max CSP. We refer the reader to that chapter for details regarding the conjectured classification and the work that has been done on Max CSP, including references to the relevant papers.

1.7 Main Contributions

This section contains a summary of the main contributions of this thesis. As we have not yet introduced all the concepts needed to state the results formally, we refer the reader to the corresponding parts of the thesis for the full details.

In Part II various variants of Max Sol are studied. The main contributions in this part of the thesis are as follows:

- In Chapter 4 the approximability of Max Sol(Γ) is studied when Γ contains all relations which can be seen as equations over some finite abelian group. The main result is a tight approximability result for Max Sol(Γ). That is, for every abelian group $G$ it is shown that there is some number $\alpha$ such that solutions to Max Sol(Γ) can be found in polynomial time which are at most an $\alpha$-fraction away from the optimum solution. Furthermore, it is shown that finding solutions which are only an $(\alpha - \epsilon)$-fraction away from the optimum is $\text{NP}$-hard, for any $\epsilon > 0$.

- In Chapter 5 so-called maximal constraint languages are investigated for Max Sol. These languages have received some attention for other similar problems such as CSP [26, 20] and quantified CSP [31]. We show a classification theorem for these constraint languages for domains of size four or less. We also give a complete classification theorem under the assumption of a certain conjecture.
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- In Chapter 6 MAX SOL is studied in the boolean domain with the additional restriction that each variable only occurs a bounded number of times. When the bound is greater than two we give a complete characterisation theorem. When the bound is two we give some partial results.

In Part III a number of results regarding the complexity of MAX CSP are obtained. The *submodular function minimisation* (SFM) problem is intimately connected to the complexity of MAX CSP. In particular, all known tractable classes of MAX CSP are reductions to some SFM problem. In an SFM problem one wants to minimise a certain function defined over a product of a special kind of partial orders called lattices. We refer the reader to Chapter 7 for further details regarding this problem and its connection to MAX CSP. The main contributions in Part III are:

- In Chapter 8 we show that the SFM problem can be solved in pseudopolynomial time over a product of *diamonds*. Diamonds are a special kind of lattices for which no complexity results for SFM were known before this work.

- In Chapter 9 we show that the SFM problem over a product of modular lattices is contained in an appropriately modified variant of *coNP*, thus placing the problem in *NP* ∩ *coNP* (again appropriately modified). This gives evidence in support of the hypothesis that this class of problems can be solved efficiently.

- In Chapter 10 some observations are made of what can be achieved for SFM by combining existing known techniques. In particular, it is shown that the classes of lattices for which SFM is tractable (for various definitions of “tractable”) are closed under taking sublattices.

- In Chapter 11 it is shown that constraint languages Γ which are known to make CSP(Γ) *NP*-complete makes MAX CSP(Γ) hard to approximate in the sense that one cannot obtain arbitrarily good approximate solutions in polynomial time, unless *P* = *NP*.

- In Chapter 12 single relation MAX CSP is studied. We show that the complexity of MAX CSP(*R*) is either trivial or *NP*-hard to approximate arbitrarily well.

1.8 Organisation

This thesis is structured as follows: this chapter, which you are reading now, contains some background material and sets the general scene for what will come in the subsequent parts. In Chapter 2 some technical preliminaries are given which will be used throughout the thesis. In some chapters we need additional definitions and these will be introduced when the need arise.
the final chapter of the first part we introduce the valued constraint satisfaction problem (VCSP) and discuss some connections between CSP, Max CSP, Max Sol, and VCSP.

Part II contains three chapters which all concern the complexity of variants of Max Sol. In the first chapter, number 4, Max Sol is studied when we have constraints that are equations over finite groups. In Chapter 5 the complexity of maximal constraint languages (see Chapter 5 for a definition) for Max Sol is studied. Finally, in the last chapter of Part II, we investigate a variant of Max Sol over the boolean domain where each variable occurs a bounded number of times.

Part III is devoted to the complexity of Max CSP. Chapter 7 contains an introduction to Max CSP. The subsequent chapters of Part III can be divided into two subparts. In the first subpart, which contains chapters 8, 9, and 10, certain tractability results are obtained for the submodular function minimisation problem, which is a problem intimately connected to Max CSP. The other subpart consists of Chapter 11 and Chapter 12. In Chapter 11 constraint languages which are known to be hard for CSP are investigated in the Max CSP setting. In the last chapter in Part III, Chapter 12, we take a look at the constraint languages which consists of a single relation.

Finally, Part IV contains a short discussion of possible future work.
Chapter 2

Technical Preliminaries

In this chapter we will state some definitions which will be used throughout the thesis. In some chapters we need some additional definitions, these will be introduced when the need arise. As mentioned in Section 1.2 $R_D$ is the set of all finitary relations over the domain $D$. Given a relation $R \in D$ and tuple $x \in D^n$ we will sometimes write $R(x)$ with the meaning $x \in R$. Furthermore, we will sometimes use $R$ as the indicator function for the relation $R$, i.e., $R(x) = 1$ if $x \in R$ and $R(x) = 0$ otherwise. It will be clear from the context which of these interpretations one should assume to be in use.

For a subset $X \subseteq D$ and an $n$-ary relation $R \in R_D$ we let the restriction of $R$ onto $X$, denoted by $R|_X$, be the relation

$$\{x \in R \mid x \in X^n\}.$$ 

We extend this to sets of relations $\Gamma \subseteq R_D$ in the usual way: $\Gamma|_X = \{R|_X \mid R \in \Gamma\}$. We will use a similar notation for functions; if $D, X,$ and $n$ are as above and $f$ is a function from $D^n$ to $D$ we use $f|_X$ to denote the function $g: X^n \to D$ defined by $g(x) = f(x)$ for all $x \in X^n$. For a set of functions $F$ on $D$ we let $F|_X = \{f|_X \mid f \in F\}$.

Given an $n$-ary relation $R \in R_D$, a positive integer $m$, and a subset $I = \{i_1, i_2, \ldots, i_m\} \subseteq [n]$ where $i_1 < i_2 < \ldots < i_m$ the projection of $R$ onto $I$, denoted by $\text{pr}_I R$, is the $m$-ary relation

$$\{(x(i_1), x(i_2), \ldots, x(i_m)) \mid x \in R\}.$$ 

Recall that a digraph is a pair $(V, E)$ such that $V$ is a finite set and $E \subseteq V \times V$. A graph is a digraph $(V, E)$ such that for every pair $(x, y) \in E$ we also have $(y, x) \in E$.

Given a set $X$ and a function $f : X \to \mathbb{R}$ we use $\arg\max_{x \in X} f(x)$ to denote the maximisers of $f$, i.e., the set $\{x' \in X \mid f(x') = \max\{f(x) \mid x \in X\}\}$. 

Chapter 2. Technical Preliminaries

2.1 Approximability, Reductions, and Completeness

A combinatorial optimisation problem is defined over a set of instances (admissible input data) \( I \); each instance \( I \in I \) has a finite set \( \text{Sol}(I) \) of feasible solutions associated with it. The objective is, given an instance \( I \), to find a feasible solution of optimum value with respect to some measure function \( m \). The optimal value is the largest one for maximisation problems and the smallest one for minimisation problems. A combinatorial optimisation problem is said to be an NPO problem if its instances and solutions can be recognised in polynomial time, the size of the solutions are polynomially-bounded in the size of the input, and the objective function can be computed in polynomial time (see, e.g., [9]).

Definition 2.1 (r-approximate). A solution \( s \in \text{Sol}(I) \) to an instance \( I \) of an NPO problem \( \Pi \) is r-approximate if

\[
\max \left\{ \frac{m(I,s)}{\text{opt}(I)}, \frac{\text{opt}(I)}{m(I,s)} \right\} \leq r,
\]

where \( \text{opt}(I) \) is the optimal value for a solution to \( I \).

An approximation algorithm for an NPO problem \( \Pi \) has performance ratio \( R(n) \) if, given any instance \( I \) of \( \Pi \) with \( |I| = n \), it outputs an \( R(n) \)-approximate solution. (We use \( |I| \) to denote the size of an encoding of \( I \).)

Definition 2.2 (PO, APX, poly-APX). PO is the class of NPO problems that can be solved (to optimality) in polynomial time. An NPO problem \( \Pi \) is in the class APX if there is a polynomial-time approximation algorithm for \( \Pi \) whose performance ratio is bounded by a constant. Similarly, \( \Pi \) is in the class poly-APX if there is a polynomial-time approximation algorithm for \( \Pi \) whose performance ratio is bounded by a polynomial in the size of the input.

A polynomial-time approximation scheme (PTAS) is an approximation algorithm which for an arbitrary \( \epsilon > 0 \) produces a solution with performance ratio \( 1+\epsilon \) and the time required by the algorithm is bounded by a polynomial in \( n \) for each fixed \( \epsilon \) (here \( n \) denotes the size of the instance). Running times such as \( O(n^{1/\epsilon}) \) and even \( O(n^{f(1/\epsilon)}) \) for any function \( f \) are thus OK for a PTAS. Note that for each fixed \( \epsilon \) the running time of the algorithm is polynomial in the size of the instance. That an optimisation problem admits a PTAS is a highly desirable property, which many problems do not have under reasonable complexity theoretic conjectures (such as \( P \neq NP \)).

To relate the difficulty of approximating different optimisation problems we will use reductions. There are several different types of approximation preserving reductions. We will make use of AP-reductions, L-reductions, and S-reductions. The AP-reduction defines hardness and completeness for APX and poly-APX, but it is sometimes a bit difficult to
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use. The $L$-reductions sometimes implies the existence of an AP-reduction (see Lemma 2.5 below for the exact conditions) and are a bit easier to use than the AP-reductions. $S$-reductions are simplest of them all, but they are often not applicable. We begin with defining AP-reductions. The definition below follows the definition in [44, 102].

**Definition 2.3 (AP-reduction [44, 102]).** Given two NPO problems $\Pi_1$ and $\Pi_2$ an AP-reduction from $\Pi_1$ to $\Pi_2$ is a triple $(F,G,\alpha)$ such that,

- $F$ and $G$ are polynomial-time computable functions and $\alpha > 0$ is a constant;
- for any instance $I$ of $\Pi_1$, $F(I)$ is an instance of $\Pi_2$;
- for any instance $I$ of $\Pi_1$, and any feasible solution $s'$ of $F(I)$, $G(I,s')$ is a feasible solution of $I$;
- for any instance $I$ of $\Pi_1$, and any $r \geq 1$, if $s'$ is an $r$-approximate solution of $F(I)$ then $G(I,s')$ is an $(1 + (r - 1)\alpha + o(1))$-approximate solution of $I$ where the $o$-notation is with respect to $|I|$.

If such a triple exist we say that $\Pi_1$ is AP-reducible to $\Pi_2$. We use the notation $\Pi_1 \leq_{AP} \Pi_2$ to denote this fact.

It is a well-known fact (see, e.g., Section 8.2.1 in [9]) that AP-reductions compose. As mentioned above we will sometimes use $L$- and $S$-reductions instead of AP-reductions as they are easier to work with. L-reductions are defined as follows.

**Definition 2.4 (L-reduction [9]).** Given two NPO problems $\Pi_1$ and $\Pi_2$ an L-reduction from $\Pi_1$ to $\Pi_2$ is a quadruple $(F,G,\beta,\gamma)$ such that,

- $F$ and $G$ are polynomial-time computable functions and $\beta > 0$ and $\gamma > 0$ are constants;
- for any instance $I$ of $\Pi_1$, $F(I)$ is an instance of $\Pi_2$, such that
  
  $\text{OPT}(F(I)) \leq \beta \cdot \text{OPT}(I)$;

- given $I$, and any solution $s'$ to $F(I)$, the algorithm $G$ produces a feasible solution $s = G(I,s')$ to $I$ such that
  
  $|\text{OPT}(I) - m_1(I,s)| \leq \gamma \cdot |\text{OPT}(F(I)) - m_2(F(I),s')|,$

  where $m_1$ is the measure for $\Pi_1$ and $m_2$ is the measure for $\Pi_2$.

If such a quadruple exist we say that $\Pi_1$ is L-reducible to $\Pi_2$. We use the notation $\Pi_1 \leq_{L} \Pi_2$ to denote this fact.

It is known (see, e.g., Lemma 8.2 in [9]) that, if $\Pi_1$ is L-reducible to $\Pi_2$ and $\Pi_1 \in \text{APX}$ then there is an AP-reduction from $\Pi_1$ to $\Pi_2$. We state this as a lemma.
Lemma 2.5. If $\Pi_1 \leq_L \Pi_2$ and $\Pi_1 \in \text{APX}$, then $\Pi_1 \leq_{\text{AP}} \Pi_2$.

$L$-reductions are similar to $L$-reductions but instead of the condition $\text{opt}(F(I)) \leq \beta \cdot \text{opt}(I)$ we require that $\text{opt}(F(I)) = \text{opt}(I)$ and instead of $|m_1(I,s) - \text{opt}(I)| \leq \gamma \cdot |m_2(F(I),s') - \text{opt}(F(I))|$ we require that $m_1(I,s) = m_2(F(I),s')$. \cite{46} If there is an $S$-reduction from $\Pi_1$ to $\Pi_2$ (written as $\Pi_1 \leq_S \Pi_2$), then there is an $\text{AP}$-reduction from $\Pi_1$ to $\Pi_2$. An NPO problem $\Pi$ is APX-hard (poly-APX-hard) if every problem in APX (poly-APX) is $\text{AP}$-reducible to it. If, in addition, $\Pi$ is in APX (poly-APX), then $\Pi$ is APX-complete (poly-APX-complete).

2.2 Co-clones and Polymorphisms

In the CSP setting one can sometimes prove that $\text{CSP}(\Gamma \cup \{R\})$ is no harder than $\text{CSP}(\Gamma)$. That is, for suitable $R$ and $\Gamma$ CSP$(\Gamma \cup \{R\})$ is reducible to CSP$(\Gamma)$ in polynomial time. In particular, if $R_1, R_2, \ldots, R_n \in \Gamma$ and $R$ can be defined as

$$R(x) \iff \exists y : R_1(z_1) \land \ldots \land R_n(z_n)$$ (2.1)

(here $z_1, \ldots, z_n$ contains variables from $x$ and $y$), then CSP$(\Gamma \cup \{R\})$ is no harder than CSP$(\Gamma)$. To see this, note that given an instance $I$ of CSP$(\Gamma \cup \{R\})$ we can replace any constraint application which has $R$ as its constraint relation by the formula (2.1) (we introduce fresh variables for $y$ in each replacement). It is not hard to see that the new instance, $I'$, is an instance of CSP$(\Gamma)$ and that $I$ has a solution if and only if $I'$ has a solution. The procedure just described is a polynomial-time many-one reduction from CSP$(\Gamma \cup \{R\})$ to CSP$(\Gamma)$.

This phenomena (that certain relations can be added to the constraint language without increasing the complexity of the problem) has been studied extensively. \cite{25, 90} In this section we will briefly describe an algebraic theory which tells us something about the set of relations that can be defined by a constraint language in this way.

A relation $R$ is pp-definable (primitive positive definable) in $\Gamma$ if $x \in R$ is equivalent to a first order formula consisting of relations in $\Gamma \cup \{EQ_D\}$, conjunction and existential quantification (here $EQ_D$ is the equality relation on the domain $D$). So a pp-definition is of the form (2.1) except that equality constraints are allowed as well.

Example 2.6 (pp-definition). Let the domain $D$ be $\{1, 2, 3\}$ and let the constraint language $\Gamma$ be $\{c_0, <\}$ where $c_0 = \{(0)\}$ and $<$ denotes the usual strictly-less-than relation restricted to the domain $D$. We can then pp-define the unary relation $R = \{1, 2\}$ as

$$R(x) \iff \exists y : c_0(y) \land y < x.$$
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We define a closure operator, \( \langle \cdot \rangle \), on constraint languages as follows: for a constraint language \( \Gamma \) the set \( \langle \Gamma \rangle \) consists of all relations that can be \( pp \)-defined in \( \Gamma \).

An operation is a function \( f \) from \( D^k \) to \( D \) for some positive integer \( k \). Any operation can be extended to a function over \( n \)-tuples as follows: let \( t_1, t_2, \ldots, t_k \) be \( k \) tuples in \( D^n \) then \( f(t_1, t_2, \ldots, t_k) \) is defined to be the tuple

\[
(f(t_1(1), t_2(1), \ldots, t_k(1)), \ldots, f(t_1(n), t_2(n), \ldots, t_k(n))).
\]

Given a \( n \)-ary relation \( R \) we say that \( R \) is invariant (or, closed) under \( f \) if

\[
t_1, t_2, \ldots, t_k \in R \Rightarrow f(t_1, t_2, \ldots, t_k) \in R.
\]

Conversely, for an operation \( f \) and a relation \( R \), \( f \) is a polymorphism of \( R \) if \( R \) is invariant under \( f \). For a constraint language \( \Gamma \) we say that \( \Gamma \) is invariant under \( f \) if every relation in \( \Gamma \) is invariant under \( f \). We analogously extend the notion of polymorphisms to constraint languages, i.e., an operation \( f \) is a polymorphism of \( \Gamma \) if \( \Gamma \) is invariant under \( f \). Those concepts have been very useful in the study of the complexity of various constraint satisfaction problems (see, e.g., [17, 22, 25, 90]).

**Example 2.7.** Let \( D = \{0, 1, 2\} \) and let \( R \) be the directed cycle on \( D \), i.e., \( R = \{(0, 1), (1, 2), (2, 0)\} \). One polymorphism of \( R \) is the operation \( f : \{0, 1, 2\}^3 \to \{0, 1, 2\} \) defined as \( f(x, y, z) = x - y + z \pmod 3 \). This can be verified by considering all possible combinations of three tuples from \( R \) and evaluating \( f \) component-wise.

The set of polymorphisms for a constraint language \( \Gamma \) will be denoted by \( \text{Pol}(\Gamma) \), and for a set of operations \( C \) the set of all relations which are invariant under \( C \) will be denoted by \( \text{Inv}(C) \).

Given some domain \( D \) and positive integer \( n \) an operation \( f : D^n \to D \) is a projection if \( f(x_1, x_2, \ldots, x_n) = x_k \) for some \( k \in [n] \). A clone is a set of operations, which is closed under composition and contains all projections (so, if \( f \) is an \( n \)-ary operation in some clone \( C \) and \( g_1, g_2, \ldots, g_n \) are \( m \)-ary operations in \( C \), then the \( m \)-ary operation \( f(g_1(x), g_2(x), \ldots, g_n(x)) \) is contained in \( C \)).

The sets \( \text{Pol}(\Gamma) \) are clones. For a set of operations \( C \), \( \text{Inv}(C) \) is called a relational clone or a co-clone. It is well-known that the co-clones (and the clones) form a lattice (that is, a partial order with least upper bounds and greatest lower bounds) under the subset order. Over the boolean domain Emil Post has classified all co-clones and their inclusion structure [125]. Over larger domains the structure of the co-clones (and clones) is much more complicated and the lattice is largely unknown. We will use a part of Post’s classification in Chapter 6 (the part we use is diagrammed in Figure 6.1).

The following theorem relates the \( pp \)-definable relations for a constraint language to the set of polymorphisms of the language.
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Theorem 2.8 ([126]).

- For every set $\Gamma \subseteq R_D$, $(\Gamma) = \text{Inv}(\text{Pol}(\Gamma))$.
- If $\Gamma' \subseteq (\Gamma)$, then $\text{Pol}(\Gamma) \subseteq \text{Pol}(\Gamma')$.

There is a considerable body of results which relates the existence of certain nice polymorphisms to the tractability of the corresponding CSP. One fairly early example is the following: a binary function $f$ on $D$ is a semilattice operation if it is idempotent, commutative and associative.

Theorem 2.9 ([90]). If $\Gamma \subseteq R_D$ and there is a semilattice operation in $\text{Pol}(\Gamma)$, then $\text{CSP}(\Gamma)$ is tractable.

Similar theorems in the same style now exists for a variety of different polymorphisms, see, e.g., [17, 21, 23].
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Connections to VCSP

The Valued Constraint Satisfaction Problem (VCSP) is a very general framework which contains two of the problems defined in Chapter 1, CSP and Max CSP, as special cases. VCSP also contains a variant of W-Max Sol as a special case. We will define VCSP in this chapter and describe the connections to CSP, Max CSP, and Max Sol. (As far as we know VCSP was first introduced in [131] by Schiex et al. However, the variant defined in [131] is even more general than the definition we use here.)

Instead of working with sets of relations or predicates the problem is parametrised by a set of cost functions. A cost function is a function from $D^k$, for some positive integer $k$, to $\mathbb{Q} = \mathbb{Q} \cup \{-\infty\}$. Here $-\infty$ should be seen as a special number which is less than every number in $\mathbb{Q}$ and satisfies $x + -\infty = -\infty$ for all $x \in \mathbb{Q}$. (We will never use any other operations on numbers from $\mathbb{Q}$ besides addition.) A set of cost functions is a valued constraint language.

\textbf{Definition 3.1 (Valued Constraint Satisfaction Problem).} The valued constraint satisfaction problem over the valued constraint language $\Gamma$ is denoted by $\text{VCSP}(\Gamma)$ and is the maximisation problem with

\textbf{Instance:} A tuple $(V, C, D)$ where

- $V$ is a set of variables;
- $D$ is a set of values (the domain); and
- $C$ is a multiset of constraints $\{C_1, \ldots, C_q\}$, in which each constraint $C_i$ is a pair $(s_i, g_i)$, where $s_i$ is a list of variables of length $m_i$, called the constraint scope, and $g_i \in \Gamma$ is an $m_i$-ary cost function.

\footnote{The VCSP is often defined to be a minimisation problem instead of a maximisation problem. In the minimisation case the cost functions map tuples of the domain to $\mathbb{Q} \cup \{\infty\}$ instead of $\mathbb{Q} \cup \{-\infty\}$ as we do here. There are no conceptual differences between the two definitions, we use the maximisation variant here because it is consistent with how we have defined Max CSP and Max Sol.}
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Solution: An assignment $f : V \to D$

Measure:

$$\sum_{(s,g) \in C} g(f(s))$$

Although not as intensively studied as CSP, VCSP has received considerable attention from various researchers. Some of the known results are:

- a complete characterisation of the complexity of VCSP for the boolean domain [36];
- an algebraic characterisation of the expressibility of valued constraint languages [33] (this characterisation is reminiscent of the well-known algebraic characterisation of the expressibility of ordinary constraint languages presented in Section 2.2);
- faster algorithms for specific valued constraint languages [39];
- additional tractable cases [34]; and
- tight approximability and inapproximability results for a large class of valued constraint languages under the unique games conjecture [127] (this result will be described in a little more detail in Chapter 7).

(In some of the results above the range of the cost functions are restricted to the nonnegative rational numbers and $-\infty$.) In the VCSP framework different tuples may have different values according to the cost function. One can compare this with the CSP case where every tuple is either contained in a certain relation or not contained in it and to the Max CSP case where each tuple is either contained in the relation in which case this tuple contributes 1 to the measure of the solution, or not contained in the relation in which case it does not give any contribution to the measure.

We will now sketch the arguments needed to show that VCSP contains CSP, Max CSP and a variant of Max SOL as special cases. More specifically, we want to show that for every domain $D$ and every constraint language $\Gamma$ over $D$ there are valued constraint languages $\Gamma_{CSP}$, $\Gamma_{MAX\,CSP}$ and $\Gamma_{MAX\,SOL}$ such that CSP($\Gamma$) is polynomially time equivalent to VCSP($\Gamma_{CSP}$), Max CSP($\Gamma$) is polynomially time equivalent to VCSP($\Gamma_{MAX\,CSP}$) and finally that the variant of Max SOL($\Gamma$) is polynomially time equivalent to VCSP($\Gamma_{MAX\,SOL}$).

To this end let $\Gamma$ be an arbitrary constraint language. We can construct a valued constraint language $\Gamma_{CSP}$ from $\Gamma$ by introducing, for each $k$-ary relation $R \in \Gamma$, a $k$-ary cost function $f$ in $\Gamma_{CSP}$ such that $f(x) = 0$ if $x \in R$ and $f(x) = -\infty$ otherwise. It is not hard to see that CSP($\Gamma$) and VCSP($\Gamma_{CSP}$) are equivalent problems. In particular, for every instance $I$ of CSP($\Gamma$) and every assignment $s$ to $V$ we can see $I' = I$ as an instance of VCSP($\Gamma_{CSP}$), furthermore $s$ is a solution to $I$ if and only if the measure of $s$ on $I'$ is not $-\infty$. 
From $\Gamma$ we can construct another valued constraint language, $\Gamma_{\text{MAX CSP}}$, such that for every $k$-ary relation $R \in \Gamma$ we introduce a $k$-ary cost function $f$ in $\Gamma_{\text{MAX CSP}}$ such that $f(\mathbf{x}) = 1$ if $\mathbf{x} \in R$ and $f(\mathbf{x}) = 0$ otherwise. In this case $\text{Max CSP}(\Gamma)$ and $\text{VCSP}(\Gamma_{\text{MAX CSP}})$ are equivalent problems.

If we assume that $D \subset \mathbb{N}$, then we can construct yet another valued constraint language, $\Gamma_{\text{MAX SOL}}$, from $\Gamma$ as follows. Let $i$ be the identity function on $D$, that is, $i(x) = x$ for all $x \in D$. Now let $\Gamma_{\text{MAX SOL}} = \Gamma_{\text{CSP}} \cup \{i\}$. With these choices of $\Gamma$ and $\Gamma_{\text{MAX SOL}}$ there is a certain relation between $(\text{W-})\text{MAX SOL}(\Gamma)$ and $\text{VCSP}(\Gamma_{\text{MAX SOL}})$. In particular, for any instance $I = (V, D, C)$ of $\text{MAX SOL}(\Gamma)$ we can construct an instance $I' = (V, D, C')$ of $\text{VCSP}(\Gamma_{\text{MAX SOL}})$ simply by adding the unary constraint $\{(v), i\}$ to $C'$ for every variable $v$ (so $C' = C \cup \{(v), i\} | v \in V\}$). For an assignment $s$ to $V$, if $s$ is a feasible solution to $I$ with measure $m$, then $s$ is a solution to $I'$ with measure $m$. If $s$ is not a feasible solution to $I$, then the measure of $s$ on $I'$ is $-\infty$. The converse does also hold: assume that $s$ has measure $m$ on $I'$, then $s$ has measure $m$ on $I$ if $m \neq -\infty$, and otherwise, if $m = -\infty$, then $s$ is not a feasible solution to $I$.

To show that the two problems are equivalent we also need to construct an instance $I$ of $\text{MAX SOL}(\Gamma)$ for every instance $I'$ of $\text{VCSP}(\Gamma_{\text{MAX SOL}})$. However, there is a problem here because there might be some variable $v$ for which there are two constraints of the form $\{(v), i\}$. We do not know how to model this in $\text{MAX SOL}(\Gamma)$, but if we allow ourselves to use weights (that is, we construct an instance of $\text{W-MAX SOL}(\Gamma)$ instead), then we can get around this obstacle by letting the weight of $v$ be the number of occurrences of the constraint $\{(v), i\}$ in $I'$. However, we cannot construct equivalent instances of $\text{VCSP}(\Gamma_{\text{MAX SOL}})$ from instances of $\text{W-MAX SOL}(\Gamma)$ with the approach used above as the value of a weight $w$ is exponential in its encoding length $O(\log w)$. By using these constructions one can prove that $\text{VCSP}(\Gamma_{\text{MAX SOL}})$ is polynomially time equivalent to $\text{W-MAX SOL}(\Gamma)$ with the additional restriction that the weights are bounded by a polynomial in the size of the instances (so for any instance $I = (V, D, C, w)$ we have $w(v) \leq (|V| + |D| + |C|)^c$ for some fixed constant $c$). Another approach is to introduce weights in the definition of $\text{VCSP}$ and show that weighted $\text{VCSP}(\Gamma_{\text{MAX SOL}})$ is equivalent to $\text{W-MAX SOL}(\Gamma)$.

The conclusion of these observations is that by studying $\text{CSP}(\Gamma)$, $\text{MAX CSP}(\Gamma)$, and $\text{MAX SOL}(\Gamma)$ one essentially studies $\text{VCSP}$ for certain restricted classes of valued constraint languages. Classification and dichotomy results are, of course, easier to come by if one restricts the class of (valued) constraint languages under study. This can also be observed in our current knowledge: there are, currently, conjectured classification theorems for CSP and $\text{MAX CSP}$, but no such thing for $\text{MAX SOL}$ or $\text{VCSP}$. Additionally, there are a number of known classification theorem for restricted classes of constraint languages for CSP and $\text{MAX CSP}$, see Section 1.4 and Chapter 7. There are a few such results for $\text{MAX SOL}$ and $\text{VCSP}$ (maybe the most notable ones are the classification theorems for the two element domains), but $\text{CSP}$ and $\text{MAX CSP}$ are certainly better understood.
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Part II

Maximum Solution
Chapter 4

Max Sol over Abelian Groups

4.1 Introduction

Let $G$ be a finite abelian group with identity element $0_G$. In this chapter we are going to study the following problem.

**Definition 4.1 (W-Max Sol Eqn($G,g$)).** Weighted Maximum Solution Equation($G,g$) where, $G$ is a group and $g : G \rightarrow \mathbb{N}$ is a function, is denoted by W-Max Sol Eqn($G,g$). An instance of W-Max Sol Eqn($G,g$) is defined to be a triple $(V,E,w)$ where,

- $V$ is a set of variables;
- $E$ is a set of equations of the form $w_1 + \ldots + w_k = 0_G$, where each $w_i$ is either a variable, an inverted variable or a group constant;
- $w : V \rightarrow \mathbb{N}$ is a weight function.

The objective is to find an assignment $f : V \rightarrow G$ to the variables such that all equations are satisfied and the sum

$$\sum_{v \in V} w(v)g(f(v))$$

is maximised.

Note that the function $g$ and the group $G$ are not parts of the input. Thus, W-Max Sol Eqn($G,g$) is a problem parametrised by both the group $G$ and the function $g$. This is a bit different from the Max Sol problem where we only parametrise on the constraint language. If $g$ is injective, then W-Max Sol Eqn($G,g$) can be seen as a W-Max Sol problem. In this
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case the constraint language in the corresponding W-Max Sol problem is

given by \( G \) and \( g \). On the other hand, if \( g \) is not injective then there is no

straightforward translation of W-Max Sol Eqn\((G, g)\) to W-Max Sol\((\Gamma)\).

However, regardless of the properties of \( g \), Max Sol Eqn\((G, g)\) can always

be seen as a VCSP problem. We will use some of the results obtained in

this chapter in Chapter 5 when we study the maximal constraint languages

for Max Sol.

One could also consider studying W-Max Sol Eqn for non-abelian
groups, but due to a result of Goldmann and Russell [69] it is NP-hard to

find feasible solutions to this problem. We do therefore restrict ourselves

to abelian groups. As \( G \) is abelian, the collection of linear equations in an

instance of W-Max Sol Eqn\((G, g)\) can be represented in the standard

way as an integer-valued matrix, \( A \), and a vector of group elements, \( b \). If

the variables are called \( x_1, \ldots, x_m \) we can then, with \( x = (x_1, \ldots, x_m)^T \), use

\( A x = b \) as an equivalent form of the sets \( V \) and \( E \) in the definition above.

To describe our results we need a couple of definitions.

For a group \( G \) and a subgroup \( G' \subseteq G \) of this group we denote the coset,

\( C \), of \( G' \) with representative \( c \in G \) as \( G' + c \). That is,

\( G' + c = C = \{ x + c \mid x \in G' \} \).

We note that given \( A, b, \) and \( x \) as above, the set of solutions to \( A x = b \) is

a coset of \( G^n \) (if the set is non-empty). To see this note that if \( x, y, \) and

\( z \) are solutions to the system of equations, then \( x - y + z \) is a solution as

well. This implies that the set of solutions is a coset.

For a function \( f : X \to \mathbb{N} \) and a set \( S \subseteq X \) we use the notations

\( f_{\text{max}}(S) \) and \( f_{\text{sum}}(S) \) for the quantities,

\[
\max_{x \in S} f(x) \quad \text{and} \quad \sum_{x \in S} f(x),
\]

respectively. We will sometimes use \( f_{\text{max}} \) and \( f_{\text{sum}} \) instead of \( f_{\text{max}}(X) \) and

\( f_{\text{sum}}(X) \), respectively. Those notations will only be used when they are well

defined. We also need the following definition.

**Definition 4.2 (Equation Coset).** Let \( G \) be an abelian group. A coset

\( B \subseteq G \) is an equation coset if there exists a matrix \( A \), a vector \( b \), and

a vector of variables \( x = (x_1, \ldots, x_m)^T \) such that the system of equations

\( A x = b \) restrict the values that \( x_1 \) can have to \( B \). That is,

\( B = \{ x_1 \mid A x = b \} \)

for some matrix \( A \) and vector \( b \).

Given a group \( G \) there is always at least one coset that is an equation
coset, namely \( G \) itself. Not all cosets of an abelian group are necessarily
equation cosets. As an example let \( G = \mathbb{Z}_2 \times \mathbb{Z}_2 \) and consider the coset

\( C = \{(0,0), (1,1)\} \). It is easy to see that \( C \) is a coset (it is in fact a
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subgroup), but it is not an equation coset. To see this, note that we can perform Gaussian elimination on $A$ and $b$. Furthermore, as $G = \mathbb{Z}_2 \times \mathbb{Z}_2$ we can, after each step in the Gaussian elimination process, reduce the entries of $A$ modulo 2 without changing the set of solutions. At the end we will end up with an equation of the form $x_1 = x_{i_1} + x_{i_2} + \ldots + x_{i_k} + c$ for some integers $k, i_1, i_2, \ldots, i_k$ and group element $c$. Furthermore, $x_{i_1}, x_{i_2}, \ldots, x_{i_k}$ are free parameters in the sense that any assignment to these variables will yield a solution. It follows that the set of values $x_1$ takes in the solutions is either a single group element or the entire group, in particular $x_1$ cannot only take the values $(0, 0)$ and $(1, 1)$.

For a group $G$ we write $\text{Eqn-Coset}(G)$ to denote the collection of all $B \subseteq G$ such that $B$ is an equation coset. The main result of this chapter is the following theorem about the approximability of $W\text{-Max Sol Eqn}(G, g)$.

**Theorem 4.3.** For every finite abelian group $G$ and every function $g : G \rightarrow \mathbb{N}$, $W\text{-Max Sol Eqn}(G, g)$ is approximable within $\alpha$ where

$$\alpha = \max \left\{ |B| \cdot \frac{g_{\max}(B)}{g_{\sum}(B)} \mid B \in \text{Eqn-Coset}(G) \right\}.$$

Furthermore, for every finite abelian group $G$ and every nonconstant function $g : G \rightarrow \mathbb{N}$, $W\text{-Max Sol Eqn}(G, g)$ is not approximable within $\alpha - \epsilon$ for any $\epsilon > 0$ unless $P = \text{NP}$.

We will prove the inapproximability part of Theorem 4.3 in Section 4.2 (Theorem 4.4) and the approximability part in Section 4.3 (Theorem 4.12). In Section 4.2.4 we also show that $W\text{-Max Sol}(\mathbb{Z}_p, g)$ is $\text{APX}$-hard for any nonconstant $g$ and prime $p$. Note that if $g$ is a constant function then every feasible solution has the same measure. Hence, in this case an optimal solution can be found in polynomial time.

We recall the structure theorem for abelian groups: For a finite abelian group $G = (D; +, -)$ we have

$$G \cong \mathbb{Z}_{p_1^{\alpha_1}} \times \cdots \times \mathbb{Z}_{p_n^{\alpha_n}} \quad (4.1)$$

for some integer $n$, primes $p_1, \ldots, p_n$ and integers $\alpha_1, \ldots, \alpha_n$. See e.g. Theorem 11.3 in [98]. In other words, any finite abelian group is isomorphic to a direct product of the form above. In the subsequent parts of this chapter we will assume that, unless explicitly stated otherwise, the group $G$ is defined as above. We will also identify the group with its domain, i.e., we will sometimes treat $G$ as a set such that $G = D$. We see the elements in $G$ as vectors of integers. Position number $i$ in each such vector is an element of $\mathbb{Z}_{p_i^{\alpha_i}}$. 
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4.2 Inapproximability

In this section we are going to prove inapproximability results for W-Max Sol Eqn. Johan Håstad [81] has proved an inapproximability result for a certain Max CSP called Max-Ek-Lin-G (we will define this problem in Section 4.2.1), which will serve as the starting point for our inapproximability result. In Section 4.2.2 we prove a first inapproximability result for W-Max Sol Eqn(G,g). This bound turns out to be tight for some groups G and some functions g : G → N, but not for all such combinations. We will then use this result as a stepping stone to prove our final inapproximability result in Section 4.2.3. The proof of the final result relies on the observation that for some combinations of groups, G, and functions, g, it is possible to construct a linear system of equations that induce a subgroup of G which is, in a sense made clear below, hard to approximate.

This latter result is the hardness part of Theorem 4.3 and is the main result of this section. It is formally stated as follows:

Theorem 4.4. For every finite abelian group G and every nonconstant function g : G → N it is not possible to approximate W-Max Sol Eqn(G,g) within α − ε where

\[ \alpha = \max \left\{ \frac{|B| \cdot g_{\text{max}}(B)}{g_{\text{sum}}(B)} \mid B \in \text{Eqn-Coset}(G) \right\} \]

for any ε > 0 unless P = NP.

4.2.1 Preliminaries

We will prove our inapproximability results with a special kind of reduction, namely a gap-preserving reduction introduced by Arora in [5]. The definition is as follows.

Definition 4.5 (Gap-preserving reduction [5]). Let II and II’ be two maximisation problems and ρ, ρ’ > 1. A gap-preserving reduction with parameters c, ρ, c’, ρ’ from II to II’ is a polynomial time algorithm f. For each instance I of II, f produces an instance I’ = f(I) of II’. The optima of I and I’, satisfy the following properties:

• if opt(I) ≥ c then opt(I’) ≥ c’, and
• if opt(I) ≤ c/ρ then opt(I’) ≤ c’/ρ’.

Gap-preserving reductions are useful because if there is a polynomial time reduction, for every language in NP, to the maximisation problem II such that Yes instances are mapped to instances of II of measure at least c and No instances to instances of measure at most c/ρ, then a gap-preserving reduction from II to II’ implies that finding ρ’-approximations to II’ is NP-hard. [5]

As mentioned above we will use the inapproximability of Max-Ek-Lin-G as a starting point for our reductions. This problem is defined as follows.
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Definition 4.6 (Max-Ek-Lin-G [81]). Max-Ek-Lin-G is an optimisation problem with

Instance: A pair \((V, E)\) where \(V\) is a set of variables and \(E\) a multiset of equations over \(G\) with exactly \(k\) variables in each equation.

Solution: An assignment \(f : V \rightarrow G\)

Measure: The number of satisfied equations.

Note that for each integer \(k\) and group \(G\), Max-Ek-Lin-G is a Max CSP(\(\Gamma\)) for a suitable \(\Gamma\). The following theorem can be deduced from the proof of Theorem 5.9 in [81].

Theorem 4.7. For every integer \(k \geq 3\), abelian group \(G\), and problem \(\Pi\) in NP there is a polynomial time reduction from instances \(I\) of \(\Pi\) to instances \(I' = (V, E)\) of Max-Ek-Lin-G such that

- if \(I\) is a Yes instance then at least \((1 - \delta)|E|\) equations can be satisfied, and
- if \(I\) is a No instance then no assignment satisfies more than \(|E|(1 + \delta)/|G|\) equations

where \(\delta > 0\) is an arbitrarily small constant. Furthermore, no equation in \(E\) contains any variables in their inverted form.

4.2.2 A First Inapproximability Result

In this section we prove a first inapproximability result for W-Max Sol Eqn(G, g). This result will be used in Section 4.2.3 to prove a stronger inapproximability result for W-Max Sol(G, g).

Lemma 4.8. For any finite abelian group \(G\) and any nonconstant function \(g : G \rightarrow \mathbb{N}\), it is not possible to approximate W-Max Sol Eqn(G, g) within \(\alpha - \epsilon\) where

\[
\alpha = |G| \cdot \frac{g_{\text{max}}}{g_{\text{sum}}}
\]

for any \(\epsilon > 0\), unless P = NP.

Proof. Choose \(k > 1\) such that \(\gcd(k, p_i) = 1\) for every \(i, 1 \leq i \leq n\). We could, for example, choose \(k\) as \(k = 1 + \prod_{i=1}^{n} p_i\). (Here \(n\) and \(p_1, \ldots, p_n\) comes from the decomposition of \(G\) into a direct product, see (4.1).)

We will prove the theorem with a reduction from Max-Ek-Lin-G. Theorem 4.7 makes this a suitable approach. Given an instance, \(J\), of an arbitrary

\footnote{In [81] the theorem is first proved for the case \(k = 3\). There is then, on page 827, a hint on how this proof can be generalised to an arbitrary \(k\). However, it appears that the proof which is suggested in [81] does not work. A slight modification of Theorem 5.9 in [81] does give the desired result, though [82].}
problem II in \textbf{NP}, reduce \( J \) to an instance, \( I = (V,E) \), of \textbf{MAX-EK-LIN-G} with the reduction in Theorem 4.7. We will use \( I \) to construct an instance \( I' = (V,E',\omega') \) of \textbf{W-MAX SOL EQN}(\( G,g \)). According to Theorem 4.7 every equation \( e_j \) in \( E \) is of the form \( x_1 + \ldots + x_k = c_j \). For every \( e_j \in E \) add the equation \( e'_j \), defined as \( x_1 + \ldots + x_k + c_j = z_j \), to \( E' \), where \( z_j \) is a fresh variable. Let \( w'(z_j) = 1 \) for all \( 1 \leq j \leq |E| \) and \( w'() = 0 \) otherwise.

We claim that the procedure presented above is a gap-preserving reduction from \textbf{MAX-EK-LIN-G} to \textbf{W-MAX SOL EQN}(\( G,g \)) with parameters

\[
\begin{align*}
c &= (1-\delta)|E|, \\
c' &= (1-\delta)|E|g_{\max}, \text{ and} \\
\rho &= |G|\frac{1-\delta}{1+\delta};
\end{align*}
\]

where \( \delta \) is the constant from Theorem 4.7. The last parameter, \( \rho' \), is specified below. According to Theorem 4.7 we know that either \( \text{OPT}(I) \geq |E|(1-\delta) = c \) or \( \text{OPT}(I) \leq |E|(1+\delta)/|G| = c/\rho \).

**Case 1:** \( \text{OPT}(I) \geq (1-\delta)|E| \). Let \( f \) be an assignment such that \( m(I,f) \geq (1-\delta)|E| \). Let \( b \) be an element in \( G \) such that \( g(b) = g_{\max} \) and let \( q \) be the element in \( G \) such that \( kq = b \). Such a \( q \) exists because \( \gcd(k,p_i) = 1 \) for every \( i, 1 \leq i \leq n \). Construct an assignment \( f' \) as follows: let \( f'(x) = f(x) + q \) for every \( x \in V \) and let \( f'(z_j) \) be the value in \( G \) such that equation \( e'_j \) is satisfied.

It is clear that every equation in \( E' \) is satisfied by \( f' \). Furthermore, note that for the equations in \( E \) which are satisfied by \( f \) we have, for the corresponding equation \( e'_j \),

\[
f'(z_j) = f'(x_1) + \ldots + f'(x_k) - c_j \\
= kq + f(x_1) + \ldots + f(x_k) - c_j \\
= kq = b
\]

Hence, for every equation \( e_j \) which is satisfied by \( f \) the variable \( z_j \) gets the value \( b \). As \( g(b) = g_{\max} \) we get

\[
m'(f', I') \geq (1-\delta)|E'|g_{\max} = (1-\delta)|E|g_{\max} = c'.
\]

**Case 2:** \( \text{OPT}(I) \leq |E|(1+\delta)/|G| \).

For an assignment \( f \) to \( I \) let \( N(f) \) denote the maximum cardinality of the set

\[
\{e_j \in E \mid e_j \equiv x_1 + \ldots + x_k = c_j, f(x_1) + \ldots + f(x_k) - c_j = a\}
\]

when \( a \) ranges over the elements of \( G \). So \( N(f) \) is the maximum number of equations which has the same “error term” under \( f \). Let \( f \) be an assignment to \( I \) which maximises \( N(f) \) and let \( a \) be the corresponding error term.

We claim that \( N(f) = \text{OPT}(I) \). Note that if \( a = 0_G \), then \( N(f) = m(f, I) \leq \text{OPT}(I) \). To show the claim we construct a new assignment, \( g \), to \( I \)
such that \( m(I, g) = N(f) \). Let \( q \) be the element of \( G \) such that \( kq = a \). Such a \( q \) exists as \( \gcd(k, p_i) = 1 \) for \( i \in [n] \). Now, let \( g(v) = f(v) - q \) for \( v \in V \). If for some equation \( x_1 + \ldots + x_k = c \) in \( E \) we have \( f(x_1) + \ldots + f(x_k) - c = a \), then \( g(x_1) + \ldots + g(x_k) - c = -kq + f(x_1) + \ldots + f(x_k) - c = 0 \). Hence, \( g \) satisfies all equations which evaluates to \( a \) under \( f \) and the claim holds.

By the claim above it follows that for any assignment \( f' \) to \( I' \), any subset of the \( z_j \) variables that have been assigned the same value must contain at most \( \left\lfloor \frac{|E|}{1 + \delta} \frac{1}{|G|} \right\rfloor \) variables. (Otherwise we would have \( \text{opt}(I) > \frac{|E|}{1 + \delta} \frac{1}{|G|} \), which contradicts our assumption.) The measure of any assignment, \( f' \), to \( I' \) is then bounded by

\[
m'(I', f') \leq \sum_{d \in G} \left| E \right| \frac{1 + \delta}{|G|} g(d)
\]

\[
\leq \left| E \right| \frac{1 + \delta}{|G|} \sum_{d \in G} g(d)
\]

\[
= \left| E \right| \frac{1 + \delta}{|G|} g_{\text{sum}}
\]

Let \( h \) denote the quantity on the right hand side of the inequality above. We want to find the largest \( \rho' \) that satisfies \( \text{opt}(I') \leq c'/\rho' \). If we choose \( \rho' \) such that \( c'/\rho' = h \), then \( \text{opt}(I') \leq c'/\rho' \) because of \( \text{opt}(I) \leq h \). Hence,

\[
\rho' = \frac{c'}{h} = \frac{(1 - \delta)\left| E \right| g_{\text{max}}}{\left| E \right| \frac{1 + \delta}{|G|} g_{\text{sum}}}
\]

\[
= \left| G \right| \cdot \frac{g_{\text{max}}}{g_{\text{sum}}} \cdot \frac{1 - \delta}{1 + \delta}.
\]

Now, given a fixed but arbitrary \( \varepsilon > 0 \) we can choose \( 0 < \delta < 1 \) such that

\[
\rho' > \left| G \right| \cdot \frac{g_{\text{max}}}{g_{\text{sum}}} - \varepsilon = \alpha - \varepsilon.
\]

Note that due to the assumption that \( g \) is nonconstant it follows that \( \left| G \right| g_{\text{max}}/g_{\text{sum}} > 1 \). The gap-preserving reduction implies that it is \( \text{NP} \)-hard to find \( \rho' \)-approximations to \( \text{W-Max Sol Eqn}(G, g) \), and as \( \rho' > \alpha - \varepsilon \) we have the desired result.

\[\square\]

### 4.2.3 Inapproximability of \( \text{W-Max Sol Eqn} \)

We are now ready to prove the main inapproximability theorem.

**Proof (Of Theorem 4.4).** We will begin with an outline of the proof. Let \( I' \) be an arbitrary instance of \( \text{W-Max Sol Eqn}(G', g') \), where \( G' \) is a new group and \( g' : G' \to \mathbb{N} \) is a new function, both of them will soon be defined. We will then prove that \( \text{W-Max Sol Eqn}(G', g') \) is not approximable within \( \alpha - \epsilon \) for any \( \epsilon > 0 \) unless \( P = \text{NP} \). As the final step we will transform \( I' \) to an essentially equivalent instance \( I \) of \( \text{W-Max Sol} \).
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\(\text{EqN}(G, g)\). That is, for every solution \(s\) to \(I\) we can construct a solution \(s'\) to \(I'\) in polynomial time such that \(m(I, s) = m'(I', s')\) and vice versa.

If we could approximate \(\text{W-Max Sol}\) \(\text{EqN}(G, g)\) within some performance ratio \(\beta < \alpha\) we would be able to approximate \(\text{W-Max Sol}\) \(\text{EqN}(G', g')\) within \(\beta\) too, because given an instance, \(I'\), of \(\text{W-Max Sol}\) \(\text{EqN}(G', g')\) we can transform it into an essentially equivalent instance, \(I\), of \(\text{W-Max Sol}\) \(\text{EqN}(G, g)\) and find a \(\beta\)-approximate solution, \(s\), to this instance. This solution, \(s\), can then be transformed into a \(\beta\)-approximate solution, \(s'\), to \(I'\) (due to the relation between \(I\) and \(I'\), they are essentially equivalent). We will now prove the theorem.

Let \(A\) be a matrix, \(b\) be a vector, \(c\) a group constant, and \(x = (x_1, \ldots, x_m)^T\) a vector of variables such that \(G' = \{x_1 \mid Ax = b\}\) is a group and

\[B = \{x + c \mid x \in G'\} \text{ and } \alpha = |B| \cdot \frac{g_{\text{max}}(B)}{g_{\text{sum}}(B)}.\]

The objects \(A\), \(b\), and \(c\) do clearly exist due to the definition of equation cosets.

We define \(g'(x) = g(x + c).\) Note that \(g_{\text{max}}' = g_{\text{max}}(B)\) and \(g_{\text{sum}}' = g_{\text{sum}}(B).\) Hence, according to Lemma 4.8, \(\text{W-Max Sol}\) \(\text{EqN}(G', g')\) is not approximable within \(\alpha - \epsilon\) for any \(\epsilon > 0\) unless \(P = NP.\)

An instance, \(I' = (V', E', w')\), of \(\text{W-Max Sol}\) \(\text{EqN}(G', g')\) can be transformed into an instance, \(I = (V, E, w)\), of \(\text{W-Max Sol}\) \(\text{EqN}(G, g)\) in the following way, assume that \(V' = \{x_1, \ldots, x_{m'}\}\) and let

\[V = V' \cup \{y_{ij} \mid 1 \leq i \leq m', 1 \leq j \leq m'\} \cup \{z_i \mid 1 \leq i \leq m\}.\]

For each variable \(x_i\) in \(V\) add the equations

\[A \begin{pmatrix} y_{i1} \\ \vdots \\ y_{im'} \\ x_i \\ z_i \end{pmatrix} = b \]

\[x_i = y_{i1} \]

\[z_i = x_i + c\]

to the set \(E''\). Those equations will force the \(x_i\) variables to be assigned values that are in \(G'\). Finally we let \(E = E' \cup E''\). The weight function, \(w\), is constructed as follows, for \(1 \leq i \leq m', w(z_i) = w'(x_i)\) otherwise \(w(\cdot) = 0.\)

Given a solution \(s : V \rightarrow G\) to \(I\) we can construct a solution \(s' : V' \rightarrow G'\) to \(I'\) with the property that \(m(s, I) = m'(s', I')\). Note that the equations in \(E''\) force the \(x_i\) variables to be assigned values that are contained in \(G'\). Hence, for every feasible solution \(s\) to \(I\) we have that \(s(x_i) \in G'\) for all \(i\) such that \(1 \leq i \leq m\). Let \(s'\) be constructed as \(s'(x_i) = s(x_i)\) for all \(i\) such that \(1 \leq i \leq m\). Note that \(s'\) must be a feasible solution to \(I'\) as we have included the equations in \(E''\) in \(E\). The measure of \(s\) and \(s'\) are then related
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to each other in the following way,

\[ m(I, s) = \sum_{i=1}^{m} w(z_i) g(s(z_i)) \]

\[ = \sum_{i=1}^{m} w'(x_i) g(s(x_i) + c) \]

\[ = \sum_{i=1}^{m} w'(x_i) g'(s'(x_i)) = m(I', s'). \]

If we are given a solution, \( r' \) to \( I' \), we can in a similar way construct a solution \( r \) to \( I \) such that \( m(I, r) = m(I', r') \).

This concludes the proof, as if we can approximate \( W\text{-Max Sol Eqn}(G, g) \) within \( \alpha - \epsilon \) for any \( \epsilon > 0 \), then we can also approximate \( W\text{-Max Sol Eqn}(G', g') \) within \( \alpha - \epsilon \) in polynomial time. However, by Lemma 4.8 this is not possible unless \( P = NP \). \( \Box \)

4.2.4 \( W\text{-Max Sol Eqn}(\mathbb{Z}_p, g) \) is APX-complete

In this section we will prove another type of hardness result for \( W\text{-Max Sol Eqn}(\mathbb{Z}_p, g) \), namely that it is APX-hard (for any nonconstant \( g \) and prime \( p \)). Together with the approximation algorithm in Section 4.3 the hardness result immediately implies that \( W\text{-Max Sol Eqn}(\mathbb{Z}_p, g) \) is APX-complete. This latter result will be useful to us in Chapter 5.

We begin by giving an \( L \)-reduction from the APX-complete problem \( \text{Max } p\text{-Cut} \) \([9]\) to \( W\text{-Max Sol Eqn}(\mathbb{Z}_p, g) \), where \( p \) is prime. \( \text{Max } p\text{-Cut} \) is defined as follows.

**Definition 4.9 (Max-\( p \text{-Cut} \) \([9]\)).** \( \text{Max-}\( p \text{-Cut} \) is an optimisation problem with

**Instance:** A graph \( G = (V, E) \).

**Solution:** A partition of \( V \) into \( p \) disjoint sets \( C_1, C_2, \ldots, C_p \).

**Measure:** The number of edges between the disjoint sets, i.e.,

\[ \sum_{i=1}^{p-1} \sum_{j=i+1}^{p} |\{(v, v') \in E \mid v \in C_i \text{ and } v' \in C_j\}|. \]

We will need the following simple lemma.

**Lemma 4.10.** For any instance \( I = (V, E) \) of \( \text{Max-}\( p \text{-Cut} \), \( \text{OPT}(I) \geq |E|(1 - 1/p) \).

**Proof.** Given any instance \( I = (V, E) \), for each \( v \in V \) choose \( s(v) \) uniformly at random from \([p]\). The expected value of this solution is \( |E|(1 - 1/p) \) and hence \( \text{OPT}(I) \geq |E|(1 - 1/p) \). \( \Box \)

We can now prove the APX-hardness of \( W\text{-Max Sol Eqn}(\mathbb{Z}_p, g) \).
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Lemma 4.11. For every prime $p$ and every nonconstant function $g : \mathbb{Z}_p \to \mathbb{N}$, W-Max Sol Eqn($\mathbb{Z}_p$, g) is APX-hard.

Proof. We give an $L$-reduction from Max-p-Cut to W-Max Sol Eqn($\mathbb{Z}_p$, g). As Max-p-Cut is in APX the lemma follows from Lemma 2.5.

Given an instance $I = (V, E)$ of Max p-Cut, we construct an instance $F(I)$ of W-Max Sol Eqn($\mathbb{Z}_p$, g), where, for every vertex $v_i \in V$, we create a variable $x_i$ and give it weight 0 and, for every edge $\{v_i, v_j\} \in E$, we create $p$ variables $z_{ij}^{(k)}$ for $k = 0, \ldots, p-1$ and give them weight 1. Let $w \in \mathbb{Z}_p$ be a minimiser of $g$. For every edge $\{v_i, v_j\} \in E$, we introduce the equations

$$k(x_i - x_j) + w = z_{ij}^{(k)}$$

for $k = 0, \ldots, p-1$. If $x_i = x_j$, then the $p$ equations for the edge $\{v_i, v_j\}$ will contribute $pg(w)$ to the measure of the solution. On the other hand, if $x_i \neq x_j$, then the $p$ equations will contribute $g_{\text{sum}}$ to the measure.

Given a solution $s'$ to $F(I)$, we can construct a solution $s$ to $I$ in the following way: let $s(v_i) = s'(x_i)$; i.e., for every vertex $v_i$, place this vertex in partition $s'(x_i)$. Conversely, given a solution $s$ to $I$ we can construct a solution $s'$ to $F(I)$ by $s'(x_i) = s(v_i)$ and defining $s'(z_{ij}^{(k)})$ appropriately (note that there is a unique extension of $s'$ to all variables in $F(I)$ which makes it a feasible solution to $F(I)$). The measures of the solutions $s$ and $s'$ are related to each other by the equality

$$m'(F(I), s') = m(I, s) \cdot g_{\text{sum}} + (|E| - m(I, s)) \cdot p \cdot g(w). \quad (4.2)$$

From (4.2), we get

$$\text{opt}(F(I)) = |E| \cdot p \cdot g(w) + (g_{\text{sum}} - p \cdot g(w)) \cdot \text{opt}(I). \quad (4.3)$$

Furthermore, from Lemma 4.10, it follows that $\text{opt}(I) \geq |E|/p$. By combining this with (4.3), we can conclude that

$$\text{opt}(F(I)) = \text{opt}(I) \left(\frac{|E| \cdot p \cdot g(w)}{\text{opt}(I)} + g_{\text{sum}} - p \cdot g(w)\right) \leq \text{opt}(I) \left(p^2 \cdot g(w) + g_{\text{sum}} - p \cdot g(w)\right).$$

Hence, $\beta = p(p-1) \cdot g(w) + g_{\text{sum}}$ is an appropriate parameter for the $L$-reduction. We will now deduce an appropriate $\gamma$-parameter for the $L$-reduction: from (4.2) and (4.3) we get

$$|\text{opt}(F(I)) - m'(F(I), s')| = (g_{\text{sum}} - p \cdot g(w)) \cdot |\text{opt}(I) - m(I, s)|;$$

thus, $\gamma = g_{\text{sum}} - p \cdot g(w)$ is sufficient. (Note that $\gamma > 0$ because a nonconstant $g$ implies $g_{\text{sum}} > p \cdot g(w)$). \qed
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In this section we will give a polynomial-time approximation algorithm for W-MAX SOL EQUATION over a finite abelian group $G$. Our algorithm uses an algorithm for solving systems of equations over $G$ in polynomial time as a subroutine. For abelian $G$ this can be considered a folklore result. We refer the reader to [69] for a description of such an algorithm. (As mentioned in the introduction to this chapter it is NP-hard to find feasible solutions to the problem for non-abelian groups; see [69].)

**Theorem 4.12.** For every finite abelian group $G$ and function $g : G \rightarrow \mathbb{N}$, the W-MAX SOL EQUATION can be approximated within $\alpha$ in polynomial time where $\alpha = \max \left\{ \frac{|B|}{g_{\text{max}}(B)} \mid B \in \text{EQN-COSET}(G) \right\}$. 

**Proof.** Let $I = (V, E, w)$ be an arbitrary instance of W-MAX SOL EQUATION where $V = \{v_1, \ldots, v_n\}$. Feasible solutions to this optimisation problem can be viewed as certain elements in $H = G^n$. Each equation $E_i \in E$ defines a coset $a_i + J_i$ of $H$ with representative $a_i \in H$, for some subgroup $J_i$ of $H$. The set of solutions to the problem is the intersection of all those cosets. Thus, $S = \cap_{i=1}^{E} a_i + J_i$ denotes the set of all solutions. Clearly, $S$ is empty if and only if there are no solutions. It is well-known that an intersection of a set of cosets is either empty or a coset so if $S \neq \emptyset$, then $S$ is a coset.

We will represent the elements of $G^n$ by vectors $x = (x_1, \ldots, x_n)$ where each $x_i$ is an element of $G$. For any instance $I$, we define $R(I)$ to be the random variable which is uniformly distributed over the set of solutions to $I$. Let $V_i$ denote the random variable which corresponds to the value which will be assigned to $v_i$ by $R(I)$. We claim that $V_i$ is uniformly distributed over some subset of $G$. As $S$ is a coset there is a subgroup $S'$ of $G^n$ and an element $s \in S$ such that $S = s + S'$. Assume, for the sake of contradiction, that $V_i$ is not uniformly distributed. Then, there are group elements $a, b \in G$ such that the sets

$$X_a = \{x \in S' \mid x_i = a\} \quad \text{and} \quad X_b = \{x \in S' \mid x_i = b\}$$

have different cardinality. Assume that $|X_a| > |X_b|$. Arbitrarily pick $y \in X_a, z \in X_b$ and construct the set $Z = \{x - y + z \mid x \in X_a\}$. From the definition of $Z$ and the fact that $S$ is closed under $(x, y, z) \mapsto x - y + z$, it follows that $Z \subseteq S$. For each $x \in Z$ we have $x_i = b$, hence $Z \subseteq X_b$. However, we also have $|Z| = |X_a|$, which contradicts the assumption that $|X_a| > |X_b|$. We conclude that this cannot hold and $V_i$ is uniformly distributed. Hence, for each $1 \leq i \leq n$, $V_i$ is uniformly distributed.

For $i \in [n]$ let $Y_i$ be the set of values which are possible for $v_i$. That is, $Y_i = \{x \in G \mid \Pr[V_i = x] > 0\}$. Let $S^* = \sum_{i \in [n]} w(v_i)g_{\text{max}}(Y_i)$ and note that $S^* \geq \text{OPT}(I)$. The expected value of the measure of $R(I)$ can now be
estimated as
\[ E \left[ \sum_{i=1}^{n} w(v_i)g(V_i) \right] = \sum_{i=1}^{n} w(v_i)E \left[ g(V_i) \right] \]
\[ = \sum_{i=1}^{n} w(v_i) \frac{g_{\text{sum}}(Y_i)}{|Y_i|} \]
\[ \geq \frac{1}{\alpha} \cdot S^* \geq \frac{1}{\alpha} \cdot \text{OPT}(I). \]

The first inequality follows by comparing the sums term by term
\[ w(v_i) \frac{g_{\text{sum}}(Y_i)}{|Y_i|} \geq \frac{1}{\alpha} \cdot w(v_i)g_{\text{max}}(Y_i) \iff \alpha \geq |Y_i| \cdot \frac{g_{\text{max}}(Y_i)}{g_{\text{sum}}(Y_i)}. \]

The latter inequality holds by the definition of \( \alpha \) and hence the measure of \( R(I) \) has, in expectation, a constant performance ratio (note that \( \alpha \) does not depend on \( I \)).

To get a deterministic polynomial-time algorithm, note that for any instance \( I \) we can compute the sum in (4.4) in polynomial-time. Hence, we can compute the expected measure of \( R(I) \) in polynomial-time. Our algorithm is presented as Algorithm 4.1.

**Algorithm 4.1**: The algorithm in Theorem 4.12.

- **Input**: An instance \( I = (V, E, w) \) of W-MAX SOL EQN\((G, g)\)
- **Output**: A solution with performance ratio at least \( \alpha \), or “no solution” if there are no solutions.

1. Return “no solution” if there are no solutions.
2. Let \( I_1 = I \)
3. **For** \( i \) from 1 to \( |V| \) **do**
   4. **For each** \( x \in G \) **do**
      5. Add the constraint \( v_i = x \) to \( I_i \).
      6. If there is no solution to \( I_i \), then go to 8.
      7. Compute the expected measure of \( R(I_i) \).
      8. Remove the constraint \( v_i = x \) from \( I_i \).
   **end**
10. Let \( x_i \in G \) be the value which maximises the expected measure of \( R(I_i) \) in the computations in 4–9. Create a new instance, \( I_{i+1} \), which is identical to \( I_i \) except for the addition of the constraint \( v_i = x_i \).
11. **end**
12. Return the unique solution to \( I_{|V|+1} \).

We claim that the following loop invariant holds in the algorithm: before line 4 is executed it is always the case that the expected measure of \( R(I_i) \) is at least \( \text{OPT}(I)/\alpha \).
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We first prove the correctness of the algorithm assuming that the loop invariant holds. From the loop invariant it follows that the expected measure of $R(I_{|V|+1})$ is at least $\text{opt}(I)/\alpha$. In $I_{|V|+1}$ there is, for each variable $v_i \in V$, a constraint of the form $v_i = x_i$, therefore there is only one solution to $I_{|V|+1}$. This solution will be returned by the algorithm.

We now prove that the loop invariant holds. The first time line 4 is reached the expected performance ratio of $R(I_1)$ is at least $\text{opt}(I)/\alpha$, per the calculations above. Now assume that the loop invariant holds in iteration $i = k \leq |V|$; we will prove that it also holds in iteration $i = k + 1$. Since the performance ratio of $R(I_k)$ is at least $\text{opt}(I)/\alpha$, there must be some value $x \in G$ such that when $v_i$ is fixed to $x$, the performance ratio of $R(I_{k+1})$ is at least $\text{opt}(I)/\alpha$. This element will be found by the algorithm as it maximises the expected measure of $R(I_{k+1})$. Hence, the loop invariant holds for $i = k + 1$. \[\Box\]
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Chapter 5

**MAX SOL on Maximal Constraint Languages**

5.1 Introduction

A constraint language $\Gamma$ is *maximal* if $\langle \Gamma \rangle \neq R_D$ and for any $R \notin \langle \Gamma \rangle$ we have $\langle \Gamma \cup \{R\} \rangle = R_D$. That is, the maximal constraint languages are the largest constraint languages that are not able to express all finitary relations over $D$. In this chapter the complexity of $\text{Max SOL}(\Gamma)$ is studied for maximal constraint languages $\Gamma$. Maximal constraint languages have attracted some attention: for instance, the complexity of the corresponding CSP has been completely classified. In [26] the complexity was classified for domains $|D| \leq 3$, and necessary conditions for tractability were proved for the general case. More recently, in [20], it was proved that those necessary conditions also are sufficient for tractability. Maximal constraint languages have also been studied in the context of machine learning [48] and quantified CSPs [31].

We begin by proving that the algebraic approach, which we gave an outline of in Section 2.2, is applicable to $\text{W-MAX SOL}$. This result can be found in Theorem 5.5. In fact, we show that, given two constraint languages $\Gamma_1$ and $\Gamma_2$ such that $\langle \Gamma_1 \rangle = \langle \Gamma_2 \rangle$, $\text{W-MAX SOL}(\Gamma_1)$ $S$-reduces to $\text{W-MAX SOL}(\Gamma_2)$, and vice versa. As the $S$-reduction is such a strong approximation preserving reduction we get that if $\langle \Gamma_1 \rangle = \langle \Gamma_2 \rangle$, then $\Gamma_1$ and $\Gamma_2$ are very similar with respect to approximability. For instance, if $\text{W-MAX SOL}(\Gamma_1)$ is $\text{NP}$-hard to approximate within some constant $c$, then $\text{W-MAX SOL}(\Gamma_2)$ is $\text{NP}$-hard to approximate within $c$, too. We note that the clone theoretic approach was not used in the original classification of $\text{MAX ONES}$

---

1 The proof is easy to adapt to other problems such as $\text{W-MIN SOL}$ (the minimisation version of $\text{W-MAX SOL}$) and $\text{MAX AW SOL}$ (where both positive and negative weights are allowed).
and, consequently, the technique we use differs substantially from those used in [102].

Our results show that if $\Gamma$ is maximal and $|D| \leq 4$, then $W$-Max Sol$(\Gamma)$ is tractable, or APX-complete, or poly-APX-complete, or finding any solution with nonzero measure is NP-hard, or CSP$(\Gamma)$ is not tractable. Moreover, we prove that under a conjecture by Szczepara [137] (see Conjecture 5.2) our classification of maximal constraint languages extends to arbitrary finite domains.\(^2\) We also note that the different cases can be efficiently recognised; i.e., for a fixed domain $D$ the approximability of a maximal constraint language $\Gamma \subseteq R_D$ can be decided in polynomial time in the size of $\Gamma$.

When proving this result, we identified a new large tractable class of W-Max Sol$(\Gamma)$: generalised max-closed constraints. This class (which may be of independent interest) significantly extends some of the tractable classes of Max Ones that were identified by Khanna et al. [102]. It is also related to monotone constraints which have been studied in mathematical programming and computer science [77, 78, 141]. In fact, generalised max-closed constraints generalise monotone constraints over finite domains.

As in Chapter 4 we can use the results from [102] to get strong connections between the approximability of the weighted and unweighted variants of Max Sol. Recall that from [102] it is known that the approximability of the weighted and unweighted versions of (W)-Max Sol coincide for all boolean constraint languages. The same result holds for all constraint languages considered in this chapter. This can be readily verified by observing that the AP-reduction from W-Max Ones to Max Ones in the proof of Lemma 3.11 in [102] easily generalises to arbitrary finite domains. Hence, we get an AP-reduction from W-Max Sol to Max Sol. Furthermore, our tractability proofs are given for the weighted version of the problem. In general, it is still an open problem if tractability (i.e., membership in PO) of Max Sol$(\Gamma)$ implies tractability of W-Max Sol$(\Gamma)$ for every constraint language $\Gamma$ (the AP-reduction used above does not give us this result, as AP-reductions do not, in general, preserve membership in PO).

The chapter is structured as follows: In Section 5.2 our results are presented formally, Section 5.3 presents how the algebraic approach which has been used to study CSP can be used for Max Sol as well, Section 5.4 identifies certain hard constraint languages, and Section 5.5 contains some tractability results. In Section 5.6 we study the complexity of Max Sol for four types of operations which will be important for our main result. Finally, in Section 5.7 we assemble the different pieces and prove our classification result for maximal constraint languages.

\(^2\)In a conference paper [96], which this chapter is based on, we claimed that we had characterised the complexity of Max Sol for all maximal constraint languages. Unfortunately, there was a flaw in one of the proofs. We have managed to repair some of it by proving the weaker results as stated here, but the general case, when $|D| > 4$ and Szczepara’s conjecture is not assumed to hold, remains open.
5.2 Description of Results

We will now describe the results we will obtain in this chapter formally. To do so, we need a number of operations: an operation \( f \) over \( D \) is said to be

- a constant operation if \( f \) is unary and there is \( c \in D \) such that \( f(a) = c \) for all \( a \in D \);
- a majority operation if \( f \) is ternary and \( f(a, a, b) = f(a, b, a) = f(b, a, a) = a \) for all \( a, b \in D \);
- a binary commutative idempotent operation if \( f \) is binary, \( f(a, a) = a \) for all \( a \in D \), and \( f(a, b) = f(b, a) \) for all \( a, b \in D \);
- an affine operation if \( f \) is ternary and \( f(a, b, c) = a - b + c \) for all \( a, b, c \in D \), where \( + \) and \( - \) are the binary operations of an abelian group \( (D, +, -) \).

As mentioned in the introduction a maximal constraint language \( \Gamma \) is a constraint language such that \( \langle \Gamma \rangle \subset R_D \), and if \( R \not\in \langle \Gamma \rangle \), then \( \langle \Gamma \cup \{ R \} \rangle = R_D \). This implies, among other things, that there exists an operation \( f \) such that \( \langle \Gamma \rangle = \text{Inv}(f) \) whenever \( \Gamma \) is a maximal constraint language [128]. Relational clones \( \langle \Gamma \rangle \) where \( \Gamma \) is a maximal constraint language are called maximal relational clones. The complexity of the CSP(\( \Gamma \)) problem for all maximal constraint languages on domains \( |D| \leq 3 \) was determined in [26]. Moreover, it was shown in [26] that the only case that remained to be classified in order to extend the classification to all maximal constraint languages over a finite domain was the case where \( \langle \Gamma \rangle = \text{Inv}(f) \) for binary commutative idempotent operations \( f \). These constraint languages were finally classified by Bulatov [20].

**Theorem 5.1** (See [20, 26]). Let \( \Gamma \) be a maximal constraint language on an arbitrary finite domain \( D \). Then, CSP(\( \Gamma \)) is in \( \mathbf{P} \) if \( \langle \Gamma \rangle = \text{Inv}(f) \) where \( f \) is a constant operation, a majority operation, an affine operation, or a binary commutative idempotent operation. Otherwise, CSP(\( \Gamma \)) is \( \mathbf{NP} \)-complete.

In this chapter, we will classify the approximability of W-Max Sol(\( \Gamma \)) for all maximal constraint languages \( \Gamma \) over \( |D| \leq 4 \). Moreover, we prove that the only cases that remain to be classified, in order to extend the classification to all maximal constraint languages over finite domains, are constraint languages \( \Gamma \) such that \( \langle \Gamma \rangle \) is invariant under a binary commutative idempotent operation. We also prove that if a certain conjecture regarding minimal clones generated by binary operations, due to Szczepara [137], holds, then our classification can be extended to also capture these last cases.

We first state the conjecture and then our theorem. Given a binary operation \( f \) on \( D \), the fixity of \( f \) is denoted \( F(f) \) and is defined by

\[
F(f) = \{(x, y) \in D^2 \mid f(x, y) \in \{x, y\}\}.
\]
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Conjecture 5.2 (Conjecture 131 in [137]). Let $D$ be a finite set and let $f$ and $f'$ be binary commutative operations on $D$. If $\text{Inv}(f)$ is a maximal relational clone and $\text{Inv}(f') = \text{Inv}(f)$, then $|\mathcal{F}(f)| = |\mathcal{F}(f')|$. Although Conjecture 5.2 is not known to hold in the general case, it has been verified for small domains. In particular, it was shown in [137] that for domains $D$ such that $|D| \leq 4$ the conjecture holds.

Our classification theorem for the complexity of W-Max Sol is Theorem 5.3 below. Case 1 in the theorem talks about what happens when the constraint language is closed under a generalised max-closed operation. These operations are a special kind of binary operations and are defined in Section 5.5.

Theorem 5.3. Let $\Gamma$ be maximal constraint language on a finite domain $D$, with $|D| \leq 4$, and $\langle \Gamma \rangle = \text{Inv}(f)$.

1. If $\Gamma$ is generalised max-closed or if $f$ is a constant operation such that $f(x) = \max D$ for all $x \in D$, then W-Max Sol$(\Gamma)$ is in $\text{PO}$;

2. else if $f$ is an affine operation, a constant operation different from the constant 0 operation, or a binary commutative idempotent operation satisfying $f(0, b) > 0$ for all $b \in D \setminus \{0\}$ (assuming $0 \in D$), or if $0 \notin D$ and $f$ is a binary commutative idempotent operation or a majority operation, then W-Max Sol$(\Gamma)$ is $\text{APX}$-complete;

3. else if $f$ is a binary commutative idempotent operation (and thus $0 \in D$ and there is some $b \in D$ such that $f(0, b) = 0$) or a majority operation, then W-Max Sol$(\Gamma)$ is $\text{poly-APX}$-complete;

4. else if $f$ is the constant 0 operation, then finding a solution with nonzero measure is $\text{NP}$-hard;

5. otherwise, finding a feasible solution is $\text{NP}$-hard.

Moreover, if Conjecture 5.2 holds, then the results above hold for arbitrary finite domains $D$.

The proof of Theorem 5.3 consists of a careful analysis of the approximability of W-Max Sol$(\Gamma)$ for all maximal constraint languages $\Gamma$ such that $\langle \Gamma \rangle = \text{Inv}(f)$, where $f$ is one of the types of operations in Theorem 5.1. The most problematic case is when $\langle \Gamma \rangle = \text{Inv}(f)$ for some binary commutative idempotent operation $f$ such that there is some two element $B \in \text{Inv}(f)$.

Our inability to get control over these operations is the reason for why we have not managed to prove Theorem 5.3 unconditionally and without any restrictions on $D$. However, for some of these operations we are able to prove some results. In particular, in Section 5.6.4.2 we will show the following theorem. Recall that a 2-semilattice operation $f$ is a binary operation satisfying the conditions $f(x, x) = x$, $f(x, y) = f(y, x)$, and $f(x, f(x, y)) = f(x, y)$ for all $x, y \in D$. 
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Theorem 5.4. Let \( \Gamma \) be a maximal constraint language on a finite domain \( D \) such that \( \langle \Gamma \rangle = \text{Inv}(f) \) for some 2-semilattice operation \( f \).

- If for all \( a, b \in D \) such that \( f(a, b) \in \{a, b\} \) we have \( f(a, b) = \max\{a, b\} \), then \( \text{W-Max Sol}(\Gamma) \) is in \( \text{PO} \);
- else if there exist \( a, b \in D \) such that \( a < b, f(a, b) = a, \) and \( a^* > 0 \), where \( a^* \) is the minimal element such that there is a \( b^* \) with \( a^* < b^* \) and \( f(a^*, b^*) = a^* \), then \( \text{W-Max Sol}(\Gamma) \) is \( \text{APX-complete} \);
- otherwise \( f(0, b) = 0 \) for some \( b > 0 \) and \( \text{W-Max Sol}(\Gamma) \) is \( \text{poly-APX-complete} \).

5.3 Algebraic Approach to Max Sol

The following theorem states that when we are studying the approximability of \( \text{W-Max Sol}(\Gamma) \), it is sufficient to consider constraint languages that are relational clones.

Theorem 5.5. Let \( \Gamma' \) be a constraint language and let \( \Gamma \subseteq \langle \Gamma' \rangle \) be finite. Then \( \text{W-Max Sol}(\Gamma) \) is \( S \)-reducible to \( \text{W-Max Sol}(\Gamma') \).

Proof. Consider an instance \( I = (V, D, C, w) \) of \( \text{W-Max Sol}(\Gamma) \). We transform \( I \) into an instance \( F(I) = (V', D, C', w') \) of \( \text{W-Max Sol}(\Gamma') \).

For every constraint \( c = ((v_1, \ldots, v_m), R) \) in \( I, R \) can be represented as
\[
\exists v_{m+1}, \ldots, \exists v_n R_1(v_{11}, \ldots, v_{1n_1}) \land \cdots \land R_k(v_{k1}, \ldots, v_{kn_k}),
\]
where \( R_1, \ldots, R_k \in \Gamma' \cup \{\text{EQ}_D \} \), \( v_{m+1}, \ldots, v_n \) are fresh variables, and \( v_{11}, \ldots, v_{1n_1}, v_{21}, \ldots, v_{kn_k} \in \{v_1, \ldots, v_n\} \). Replace the constraint \( c \) with the constraints
\[
((v_{11}, \ldots, v_{1n_1}), R_1), \ldots, ((v_{k1}, \ldots, v_{kn_k}), R_k),
\]
add \( v_{m+1}, \ldots, v_n \) to \( V \), and extend \( w \) so that \( v_{m+1}, \ldots, v_n \) are given weight 0. If we repeat the same reduction for every constraint in \( C \), then it results in an equivalent instance of \( \text{W-Max Sol}(\Gamma' \cup \{\text{EQ}_D\}) \).

For each equality constraint \( ((v_i, v_j), \text{EQ}_D) \), we do the following:
- replace all occurrences of \( v_j \) with \( v_i \), update \( w' \) so that the weight of \( v_j \) is added to the weight of \( v_i \), remove \( v_j \) from \( V \), and remove the weight corresponding to \( v_j \) from \( w' \); and
- remove \( ((v_i, v_j), \text{EQ}_D) \) from \( C \).

The resulting instance \( F(I) = (V', D, C', w') \) of \( \text{W-Max Sol}(\Gamma') \) has the same optimum as \( I \) (i.e., \( \text{OPT}(I) = \text{OPT}(F(I)) \)) and has been obtained in polynomial time.

Now, given a feasible solution \( s' \) for \( F(I) \), let \( G(I, s') \) be the feasible solution for \( I \) where the following hold:
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- the variables in $I$ assigned by $s'$ inherit their value from $s'$; and
- the variables in $I$ which are still unassigned all occur in equality constraints, and their values can be found by simply propagating the values of the variables which have already been assigned.

It should be clear that $m(I, G(I, s')) = m(F(I), s')$ for any feasible solution $s'$ for $F(I)$. Hence, the functions $F$ and $G$, as described above, are the two parts of an $S$-reduction from $W$-$\text{Max Sol}(\Gamma)$ to $W$-$\text{Max Sol}(\Gamma')$. □

5.4 Hardness and Membership Results

In this section, we first prove some general $\text{APX}$ and poly-$\text{APX}$ membership results for $W$-$\text{Max Sol}(\Gamma)$. We also prove $\text{APX}$-completeness and poly-$\text{APX}$-completeness for some particular constraint languages. Most of our hardness results in the subsequent sections are based on these results.

We begin by making the following easy but interesting observation: we know from the classification of $W$-$\text{Max Sol}(\Gamma)$ over the boolean domain that there exist many constraint languages $\Gamma$ for which $W$-$\text{Max Sol}(\Gamma)$ is poly-$\text{APX}$-complete. However, if $0$ is not in the domain, then there are no constraint languages $\Gamma$ such that $W$-$\text{Max Sol}(\Gamma)$ is poly-$\text{APX}$-complete.

Lemma 5.6. If $\text{CSP}(\Gamma)$ is in $\text{P}$ and $0 \notin D$, then $W$-$\text{Max Sol}(\Gamma)$ is in $\text{APX}$.

Proof. It is proved in [32] that if $\text{CSP}(\Gamma)$ is in $\text{P}$, then we can also find a solution in polynomial time. It should be clear that this solution is a $\frac{\max(D)}{\min(D)}$-approximate solution. Hence, we have a trivial approximation algorithm with performance ratio $\frac{\max(D)}{\min(D)}$. □

Next, we present a general membership result for $W$-$\text{Max Sol}(\Gamma)$. The proof is similar to the proof of the corresponding result for the boolean domain [102, Lemma 6.2] so we omit the proof. For any $a \in D$, we denote the unary constant relation containing only $a$ by $c_a$, i.e., $c_a = \{(a)\}$. Let $C_D$ denote the set of all constant relations over $D$, that is, $C_D = \{c_a \mid a \in D\}$.

Lemma 5.7. Let $\Gamma$ be a constraint language over the domain $D$. If $\text{CSP}(\Gamma \cup C_D)$ is in $\text{P}$, then $W$-$\text{Max Sol}(\Gamma \cup C_D)$ is in poly-$\text{APX}$.

We continue by proving the $\text{APX}$-completeness of some constraint languages.

Lemma 5.8. Let $R = \{(a, a), (a, b), (b, a)\}$ and $a, b \in D$ such that $0 < a < b$. Then, $W$-$\text{Max Sol}(\{R\})$ is $\text{APX}$-complete.

Proof. Containment in $\text{APX}$ follows from Lemma 5.6. To prove the hardness result we give an $L$-reduction (with parameters $\beta = 4b$ and $\gamma = \frac{b-a}{b-a}$) from the $\text{APX}$-complete problem $\text{INDEPENDENT SET}$ restricted to degree
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3 graphs $[1]$ to Max Sol($(\mathcal{R})$). Given an instance $I = (V, E)$ of Independent Set (restricted to graphs of degree at most 3 and containing no isolated vertices), let $F(I) = (V, D, C)$ be the instance of Max Sol($(\mathcal{R})$) where, for each edge $(v_i, v_j) \in E$, we add the constraint $R(x_i, x_j) \rightarrow C$. For any feasible solution $s'$ for $F(I)$, let $G(I, s')$ be the solution for $I$ where all vertices corresponding to variables assigned $b$ in $s'$ form the independent set. We have $|V|/4 \leq \text{opt}(I)$ and $\text{opt}(F(I)) \leq b|V|$, so $\text{opt}(F(I)) \leq 4b\text{opt}(I)$. Thus, $\beta = 4b$ is an appropriate parameter.

Let $K$ be the number of variables being set to $b$ in an arbitrary solution $s'$ for $F(I)$. Then,

$$|\text{opt}(I) - m(I, G(I, s'))| = \text{opt}(I) - K \quad \text{and} \quad |\text{opt}(F(I)) - m(F(I), s')| = (b - a)(\text{opt}(I) - K).$$

Hence,

$$|\text{opt}(I) - m(I, G(I, s'))| = \frac{1}{b-a} |\text{opt}(F(I)) - m(F(I), s')|,$$

and $\gamma = \frac{1}{b-a}$ is an appropriate parameter. □

The following poly-APX-completeness result will be useful to us several times later on.

Lemma 5.9. If $R = \{(0,0), (0,b), (b,0)\}$ where $b \in D$ and $0 < b$, then W-Max Sol($(\mathcal{R})$) is poly-APX-complete.

Proof. It is proved in [102, Lemma 6.15] that for $Q = \{(0,0), (0,1), (1,0)\}$, W-Max Sol($(\mathcal{Q})$) is poly-APX-complete. To prove the poly-APX-hardness we give an AP-reduction from W-Max Sol($(\mathcal{Q})$) to W-Max Sol($(\mathcal{R})$). Given an instance $I$ of W-Max Sol($(\mathcal{Q})$), let $F(I)$ be the instance of W-Max Sol($(\mathcal{R})$) where all occurrences of $Q$ have been replaced by $R$. For any feasible solution $s'$ for $F(I)$, let $G(I, s')$ be the solution for $I$ where all variables assigned $b$ in $s'$ are instead assigned 1. It should be clear that this is an AP-reduction, since if $s'$ is an $\alpha$-approximate solution to $F(I)$, then $G(I, s')$ is an $\alpha$-approximate solution for $I$.

To see that W-Max Sol($(\mathcal{R})$) is in poly-APX, let $D = \{d_1, \ldots, d_n\}$ and note that $\Gamma \cup C_D = \{R, \{d_1\}, \ldots, \{d_n\}\}$ is invariant under the min function. As the min function is associative, commutative, and idempotent, CSP($\Gamma \cup C_D$) is solvable in polynomial time [90]. Hence, W-Max Sol($(\mathcal{R})$) is in poly-APX due to Lemma 5.7. □

5.5 Generalised Max-closed Relations

In this section, we present tractability results for generalised max-closed constraint languages. This class can be seen as substantial and nontrivial generalisations of two of the tractable classes known for the corresponding W-Max Ones problem over the boolean domain. There are only three
tractable classes of constraint languages over the boolean domain, namely, width-2 affine, 1-valid, and weakly positive [102]. Width-2 affine relations can be expressed as systems of linear equations over $\mathbb{Z}_2$ with at most two variables in each equation. 1-valid relations contain the tuple $(1, 1, \ldots, 1)$. Finally, a relation is weakly positive if it can be expressed as a formula in conjunctive normal form having at most one negated variable in each clause. Such relations are also invariant under max.

The classes of 1-valid and weakly positive constraint languages are examples of generalised max-closed constraint languages. The monotone constraints which are, for instance, studied by Hochbaum et al. [77] and Hochbaum and Naor [78] (in relation to integer programming) and Woeginger [141] (in relation to constraint satisfaction) are also related to generalised max-closed constraints. Hochbaum and Naor [78] show that monotone constraints can be characterised as those constraints that are simultaneously invariant under the max and min operators. Hence, monotone constraints are also generalised max-closed constraints as long as the underlying domain is finite.

We begin by giving the following basic definition.

**Definition 5.10 (Generalized max-closed).** A constraint language $\Gamma$ over a domain $D \subset \mathbb{N}$ is generalised max-closed if and only if there exists a binary operation $f \in \text{Pol}(\Gamma)$ such that for all $a, b \in D$,

1. if $a \neq b$ and $f(a, b) \leq \min(a, b)$, then $f(b, a) > \max(a, b)$; and
2. $f(a, a) \geq a$.

In the conference paper which this chapter is based on [96] the definition of generalised max-closed constraint languages was slightly more restrictive. The following two examples will clarify the definition above.

**Example 5.11 (Generalized max-closed relations).** Assume that the domain $D$ is $\{0, 1, 2, 3\}$. As an example of a generalised max-closed relation consider

$$R = \{(0, 0), (1, 0), (0, 2), (1, 2)\}.$$

$R$ is invariant under max and is therefore generalised max-closed since max satisfies the properties of Definition 5.10. Now, consider the relation $Q$ defined as

$$Q = \{(0, 1), (1, 0), (2, 1), (2, 2), (2, 3)\}.$$

$Q$ is not invariant under max because $(0, 1), (1, 0) \in Q$ and

$$\max((0, 1), (1, 0)) = (\max(0, 1), \max(1, 0)) = (1, 1) \notin Q.$$

Let the operation $\circ : D^2 \to D$ be defined by the following Cayley table

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>
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Now, it is easy to verify that $\text{Inv}(\circ)$ is a set of generalised max-closed relations and that $Q \in \text{Inv}(\circ)$.

Example 5.12 (More generalized max-closed relations). Consider the relations $R_1$ and $R_2$ defined as

$$R_1 = \{(1, 1, 1), (1, 0, 0), (0, 0, 1), (1, 0, 1)\}$$

and $R_2 = R_1 \setminus \{(1, 1, 1)\}$ over the domain $D = \{0, 1\}$. The relation $R_1$ is 1-valid because the all-1 tuple is in $R_1$, i.e., $(1, 1, 1) \in R_1$. $R_2$, on the other hand, is not 1-valid but is weakly positive because it is invariant under max. Note that both $R_1$ and $R_2$ are generalised max-closed since $R_1$ is invariant under $f(x, y) = 1$ and $R_2$ is invariant under $f(x, y) = \max(x, y)$. Hence, the 1-valid and weakly positive relations are subsets of the generalised max-closed relations.

The tractability of generalised max-closed constraint languages depends on the following lemma.

Lemma 5.13. If $\Gamma$ is generalised max-closed, then all $m$-ary relations $R$ in $\langle \Gamma \rangle$ have the property that the tuple

$$(\max \text{ pr}_1 R, \max \text{ pr}_2 R, \ldots, \max \text{ pr}_m R)$$

is in $R$, too.

Proof. Assume, for the sake of contradiction, that there is an $m$-ary relation $R$ in $\langle \Gamma \rangle$ such that the tuple

$$t_{\max} = (\max \text{ pr}_1 R, \max \text{ pr}_2 R, \ldots, \max \text{ pr}_m R)$$

is not contained in $R$. Define the distance between two tuples to be the number of coordinates where they disagree (i.e., the Hamming distance). Let $a$ be a tuple in $R$ with minimal distance from $t_{\max}$ and let $I$ denote the set of coordinates where $a$ agree with $t_{\max}$. By the assumption that $t_{\max}$ is not in $R$, we know that the distance between $a$ and $t_{\max}$ is at least 1. Hence, without loss of generality, assume that $a(1) \neq t_{\max}(1)$ and that $a(1)$ is maximal for all tuples in $R$ agreeing with $t_{\max}$ on the coordinates in $I$. Let $b$ be a tuple in $R$ such that $b(1) = t_{\max}(1)$.

Since $\Gamma$ is generalised max-closed, there exists an operation $f \in \text{Pol}(\Gamma)$ such that for all $a, b \in D$ ($a \neq b$), it holds that $f(a, b) > \max(a, b)$ whenever $f(b, a) \leq \min(a, b)$. Furthermore, for all $a \in D$ it holds that $f(a, a) \geq a$. Now consider the tuple $x^n$ ($n = |D|$) defined as follows: $x^1 = f(a, b)$ and

$$x^{i+1} = \begin{cases} f(x^i, a) & \text{if } f(x^i(1), a(1)) > a(1), \\ f(a, x^i) & \text{otherwise}. \end{cases}$$

We begin by proving that $x^n$ agrees with $a$ on all coordinates in $I$. Let $z$ be an arbitrary tuple in $R$. Note that for each $i \in I$ such that $z(i) \neq a(i)$,
it is the case that \( f(a(i), z(i)) \leq \min(a(i), z(i)) \) implies that \( f(z(i), a(i)) > \max(a(i), z(i)) \). Hence, as \( a(i) = t_{\text{max}}(i) \), we cannot have \( f(a(i), z(i)) \leq \min(a(i), z(i)) \). So, for each \( z \in R \) and \( i \in I \), we must have \( f(a(i), z(i)) > \min(a(i), z(i)) \) whenever \( a(i) \neq z(i) \). By an analogous argument, it follows that for each \( z \in R \) and \( i \in I \) we must have \( f(z(i), a(i)) > \min(a(i), z(i)) \) whenever \( a(i) \neq z(i) \).

This together with the fact that \( f(d, d) \geq d \) for all \( d \in D \) and that \( a \) agrees with \( t_{\text{max}} \) on the coordinates in \( I \) implies that \( x^n \) agrees with \( a \) on \( I \).

We now show that \( x^n(1) > a(1) \). This follows from essentially the same argument as above. We first show that \( f(a(1), b(1)) = x^1(1) > a(1) \). If \( f(a(1), b(1)) \leq \min(a(1), b(1)) \), then \( f(b(1), a(1)) > b(1) \) which is not possible since \( b(1) = t_{\text{max}}(1) \). Hence, we must have \( f(a(1), b(1)) = x^1(1) > \min(a(1), b(1)) \). Now, by the definition of \( x^{i+1} \), it follows that if \( x^i(1) > a(1) \), then \( x^{i+1}(1) > \min(x^i(1), a(1)) = a(1) \) (just note that at least one of \( f(x^i(1), a(1)) \) and \( f(a(1), x^i(1)) \) is strictly larger than \( \min(x^i(1), a(1)) = a(1) \)). Hence, it follows by induction that \( x^n(1) > a(1) \).

Thus, we have a contradiction with the fact that \( a(1) \) is maximal for all tuples in \( R \) agreeing with \( t_{\text{max}} \) on the coordinates in \( I \). Hence, our assumption was wrong and \( t_{\text{max}} \) is contained in \( R \). \( \square \)

The algorithm for solving \( \text{W-Max Sol}(\Gamma) \) when \( \Gamma \) is generalised max-closed is a simple consistency-based algorithm. The algorithm, which is based on pair-wise consistency, closely follows the algorithm for CSPs over max-closed constraint languages from [91].

We first need to introduce some terminology.

**Definition 5.14** (Pairwise consistent [88]). An instance of a constraint satisfaction problem \( I = (V, D, C) \) is pairwise consistent if and only if for any pair of constraints \( C_i = (s_i, R_i), C_j = (s_j, R_j) \) in \( C \), it holds that the relation resulting from projecting \( R_i \) onto the variables in \( s_i \cap s_j \) equals the relation resulting from projecting \( R_j \) onto the variables in \( s_i \cap s_j \); that is, \( \text{pr}_{s_i \cap s_j} R_i = \text{pr}_{s_i \cap s_j} R_j \).

We are now ready to prove the tractability of generalised max-closed constraint languages.

**Theorem 5.15.** Let \( \Gamma \subseteq R_D \) be a constraint language. If all \( m \)-ary relations \( R \) in \( \Gamma \) have the property that
\[
(\max \text{pr}_1 R, \max \text{pr}_2 R, \ldots, \max \text{pr}_m R) \in R, \quad (5.1)
\]
then \( \text{W-Max Sol}(\Gamma) \) is in \( \text{PO} \).

**Proof.** It was proved in [88] that any set of constraints can be reduced to an equivalent set of pairwise consistent constraints in polynomial time. Furthermore, it is known that the resulting set of pairwise consistent constraints are still in \( \Gamma \). [90].

Hence, given an instance \( I = (V, D, C, w) \) of \( \text{W-Max Sol}(\Gamma) \), we can assume that the constraints in \( C \) are pairwise consistent. We prove that for
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pairwise consistent $C$, either $C$ has a constraint with a constraint relation that does not contain any tuples (i.e., no assignment satisfies the constraint and there is no solution) or we can find the optimal solution in polynomial time.

Assume that $C$ has no empty constraints. For each variable $v \in V$, let $s(v)$ be the maximum value allowed for that variable by some constraint $C_j$ (where $v$ is in the constraint scope of $C_j$). We will prove that $s : V \rightarrow D$ is an optimal solution to $I$. Obviously, if $s$ is a solution to $I$, then it is the optimal solution. Hence, it is sufficient to prove that $s$ is a solution to $I$.

Assume, with the aim of reaching a contradiction, that $s$ is not a solution to $I$. Then, there exists a constraint $C_j$ in $C$ not satisfied by $s$. Since the constraint relation corresponding to $C_j$ satisfies (5.1), there exists a variable $v$ in the constraint scope of $C_j$ such that $C_j$ has no solution where $v$ is assigned to $s(v)$. Note that it is essential that $C_j$ satisfies (5.1) to rule out the possibility that there exist two variables $v$ and $v'$ in the constraint scope of $C_j$ such that $C_j$ has two solutions $t,u : V \rightarrow D$ where $t(v) = d$ and $u(v') = d'$, but $C_j$ has no solution $w$ where $w(v) = d$ and $w(v') = d'$. We know that there exists a constraint $C_i$ in $C$ having $v$ in its constraint scope and $s(v)$ an allowed value for $v$. This contradicts the fact that $C$ is pairwise consistent. Thus, $s$ is a solution to $I$. $\square$

Corollary 5.16. If $\Gamma$ is generalised max-closed, then $W$-MAX SOL($\Gamma$) is in PO.

Proof. Follows from Lemma 5.13 and Theorem 5.15. $\square$

There is an algebraic description of the constraint languages which are tractable by Theorem 5.15. We will not need this characterisation for our results, but it may be interesting anyway. We need the notion of set functions introduced in [49]. A set function is a function $f : 2^D \setminus \emptyset \rightarrow D$. With each set function we associate a sequence of functions $f_1, f_2, \ldots$ such that $f_i$ is of arity $i$ and is given by

$$f_i(x_1, x_2, \ldots, x_i) = f(\{x_1, x_2, \ldots, x_i\}).$$

We say that a constraint language is closed under a set function $f$ if it is closed under the sequence of functions associated with $f$.

Definition 5.17 (Max set function). A max set function is a set function $f : 2^D \setminus \emptyset \rightarrow D$ such that $f(X) \geq \max X$ for all $X \subseteq D, X \neq \emptyset$.

The following theorem gives the algebraic characterisation of the constraint languages made tractable by Theorem 5.15.

Theorem 5.18. Let $\Gamma \subseteq R_D$ be a constraint language. The following are equivalent

1. for any $n$-ary relation $R$ in $\Gamma$ we have

$$(\max pr_1 R, \max pr_2 R, \ldots, \max pr_n R) \in R;$$
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2. \( \Gamma \) is closed under a max set function.

Proof. We first show that 1 implies 2. We will define a set function \( f : 2^D \setminus \emptyset \to D \). For a nonempty subset \( S \subseteq D \) let \( U(S) \) be the inclusion-wise minimal set which satisfies \( S \subseteq U(S) \) and \( U(S) \in \langle \Gamma \rangle \). Note that there is such an inclusion-wise minimal set as if \( S \subseteq X,Y \) and \( X,Y \in \langle \Gamma \rangle \), then \( S \subseteq X \cap Y \in \langle \Gamma \rangle \). We let \( f(S) = \max U(S) \). It is clear that \( f \) is a max set function.

Let \( m \) be a positive integer and let \( x_1, x_2, \ldots, x_m \in R \). We will show that

\[
f(x_1, x_2, \ldots, x_m) \in R. \quad (5.2)
\]

For \( i \in [n] \) let \( S_i = \{x_1(i), \ldots, x_m(i)\} \) and let \( U_i = U(S_i) \). As \( U_i \in \langle \Gamma \rangle \) for \( i \in [n] \) it follows that

\[
R' = R \cap \prod_{i=1}^n U_i
\]

is contained in \( \langle \Gamma \rangle \). Note that \( x_1, x_2, \ldots, x_m \in R' \) and \( R' \subseteq R \), hence (5.2) holds if \( f(x_1, x_2, \ldots, x_m) \in R' \).

By our choice of \( U_i \) and the fact that \( \text{pr}_i R' \in \langle \Gamma \rangle \) for \( i \in [n] \), it follows that \( \text{pr}_i R' = U_i \) for \( i \in [n] \). By the definition of \( f \) it follows that

\[
f(x_1, \ldots, x_m) = (\max U_1, \max U_2, \ldots, \max U_n)
\]

which is contained in \( R' \) by the assumption in the lemma.

To show that 2 implies 1, we simply apply \( f \) to all tuples in \( R \). \( \square \)

5.6 Classification Results for Four Types of Operations

Note that to prove the main results, Theorem 5.3 and Theorem 5.4, we only need to consider operations \( f \) on \( D \) such that \( \text{Inv}(f) \) is a maximal constraint language and \( \text{CSP}(\text{Inv}(f)) \) is tractable. By Theorem 5.1 this limits the possibilities of \( f \) to a constant operation, a majority operation, an affine operation, or a binary commutative idempotent operation. We will deal with each of these types of operations in the subsequent four subsections.

In Section 5.6.4.2 we will give a proof of Theorem 5.4. The proof of Theorem 5.3 is postponed till Section 5.7.

5.6.1 Constant Operation

We begin by considering maximal constraint languages that are invariant under constant operations.
Lemma 5.19. Let $d^* = \max D$ and let $C_d$ be a constraint language such that $\langle C_d \rangle = \text{Inv}(f_d)$, where $f_d : D \to D$ satisfies $f_d(x) = d$ for all $x \in D$. Then, W-Max Sol($C_{d^*}$) is in PO, W-Max Sol($C_d$) is APX-complete if $d \in D \setminus \{d^*, 0\}$, and it is NP-hard to find a solution with nonzero measure for W-Max Sol($C_0$).

Proof. The tractability of W-Max Sol($C_{d^*}$) is trivial, since the optimum solution is obtained by assigning $d^*$ to all variables.

For the APX-hardness of W-Max Sol($C_d$) ($d \in D \setminus \{d^*, 0\}$), it is sufficient to note that $\{(d, d), (d, d^*), (d^*, d)\}$ is in $\langle C_d \rangle$, and since $0 < d < d^*$ it follows from Lemma 5.8 that W-Max Sol($C_d$) is APX-hard. It is easy to realise that W-Max Sol($C_d$) is in APX, since we can obtain a $\frac{d}{d^*}$-approximate solution by assigning the value $d$ to all variables.

The fact that it is NP-hard to find a solution with nonzero measure for W-Max Sol($C_0$) over the boolean domain $\{0, 1\}$ is proved in [102, Lemma 6.23]. From this result it follows that it is NP-hard to find solutions with nonzero measure to W-Max Sol($C_0$) over any domain. (Any nonzero element in $D$ can play the role of 1 in the boolean domain.) $\square$

5.6.2 Majority Operation

Maximal constraint languages based on majority operations are fairly easy to analyse due to the results in Section 5.4.

Lemma 5.20. Let $m$ be an arbitrary majority operation on $D$. Then, W-Max Sol($\text{Inv}(m)$) is APX-complete if $0 \notin D$ and poly-APX-complete if $0 \in D$.

Proof. Arbitrarily choose elements $a, b \in D$ such that $a < b$. Then, it is easy to see that $\{(a, a), (a, b), (b, a)\}$ is in $\text{Inv}(m)$. Thus, by Lemma 5.6 and Lemmas 5.8 and 5.9, it follows that W-Max Sol($\text{Inv}(m)$) is APX-complete or poly-APX-complete depending on whether 0 is in $D$ or not. $\square$

5.6.3 Affine Operation

We will denote the affine operation on the group $G$ by $a_G$: i.e., if $G = (D, +_G, -_G)$, then $a_G(x, y, z) = x -_G y +_G z$. In this section we will prove that for every affine operation $a_G : D^3 \to D$, W-Max Sol($\text{Inv}(a_G)$) is APX-complete. This is done in two subsections, in the first one we will show that the problem is in APX and in the second one we show that the problem is APX-hard.

We will need the following lemma, which is well-known, in the two subsections below.

Lemma 5.21. An $n$-ary relation $R$ is a coset of some subgroup of $G^n$ if and only if $a_G$ is a polymorphism of $R$. 

For completeness we give a proof of this lemma.

**Proof.** First assume that $R$ is of the form $x + H$ where $H$ is a subgroup of $G^n$ and $x \in G^n$. If $a, b, c \in R$, then there are $a', b', c' \in H$ such that $a = x + a'$, $b = x + b'$, and $c = x + c'$. Hence, as $H$ is a subgroup of $G^n$ we have $a' - b' + c' \in H$ and thus

$$a - b + c = x + a' - x - b' + x + c' = x + a' - b' + c' \in R.$$ 

So $a_G$ is a polymorphism of $R$.

Now assume that $a_G$ is a polymorphism of $R$. Let $x$ be some arbitrary element of $R$. We claim that $H = \{y - x \mid y \in R\}$ is a subgroup of $G^n$. To see this, let $a, b \in H$. Note that as $R$ is invariant under $a_G$ we have

$$a_G(a + x, b + x, x) = a - b + x \in R$$

which implies that $a - b \in H$. Similarly, $a_G(a + x, b + x) = a + b + x \in R$ and hence $a + b \in H$ as well. This implies that $H$ is a subgroup and that $R$ is a coset of $H$ with representative $x$. \qed

5.6.3.1 Membership in APX

We will now prove that relations that are invariant under an affine operation give rise to problems which are in APX. To do this we will use a slight modification of Algorithm 4.1. Recall that Algorithm 4.1 is an approximation algorithm for W-Max Sol Eqn$(G, g)$ with constant performance ratio. In the proof of correctness of Algorithm 4.1 essentially the only information used about the constraints (the constraints were equations in Chapter 4) was that the set of solutions to one equation is a coset of some subgroup of $G^n$. By Lemma 5.21 this can be used in our setting.

**Theorem 5.22.** Let $G = (D; +_G, -_G)$ be a finite abelian group and let $\Gamma$ be a constraint language such that $a_G \in \text{Pol}(\Gamma)$. Then, W-Max Sol$(\Gamma)$ is in APX.

**Proof.** By Lemma 5.21 every relation $R$ in $\Gamma$ is a coset of some subgroup of $G^{n_R}$, where $n_R$ is the arity of $R$.

We will now use Algorithm 4.1 to prove the theorem. To do so we need two things, the first is a polynomial-time algorithm for CSP$(\Gamma)$. This was given in [90] for the case when $\Gamma$ is invariant under an affine operation. Secondly, we need to specify the function $g$. In our case this is simply the identity function. Note that in the proof of correctness of Algorithm 4.1 (Theorem 4.12) these two properties where the only ones we used about the constraint language. It now follows from Theorem 4.12 that there is a polynomial-time approximation algorithm for Max Sol$(\Gamma)$ with performance ratio

$$\max \left\{ |C| \cdot \frac{\max C}{\sum_{c \in C} c} \mid C \text{ is a coset of } G \right\}.$$
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(We cannot restrict ourselves to the equation cosets of $G$ here as $\Gamma$ may contain cosets which are not equation cosets as well. Compare with Theorem 4.12.) We conclude that $\text{W-Max Sol}(\Gamma)$ is contained in $\text{APX}$. □

5.6.3.2 APX-hardness

The hardness proof is based on a reduction from $\text{Max Sol Eqn}(\mathbb{Z}_p, g)$ which we proved to be APX-hard in Lemma 4.11.

**Theorem 5.23.** $\text{W-Max Sol}(\text{Inv}(a_G))$ is APX-hard for every affine operation $a_G$.

**Proof.** We show that there exists a prime $p$ and a nonconstant function $h : \mathbb{Z}_p \rightarrow \mathbb{N}$ such that $\text{W-Max Sol Eqn}(\mathbb{Z}_p, h)$ can be $S$-reduced to $\text{W-Max Sol}(\text{Inv}(a_G))$. The result will then follow from Lemma 4.11.

Let $p$ be a prime such that $\mathbb{Z}_p$ is isomorphic to a subgroup $H$ of $G$. We know that such a $p$ always exists by the fundamental theorem of finitely generated abelian groups. Let $\alpha$ be the isomorphism which maps elements of $\mathbb{Z}_p$ to elements of $H$ and let $h = \alpha$. (Note that $H \subset \mathbb{N}$ since the domain is a subset of $\mathbb{N}$. Consequently, $h$ may be viewed as a function from $\mathbb{Z}_p$ to $\mathbb{N}$.)

Let $I = (V, E, w)$ be an instance of $\text{W-Max Sol Eqn}(\mathbb{Z}_p, h)$ with variables $V = \{v_1, \ldots, v_n\}$ and equations $E = \{e_1, \ldots, e_m\}$. We will construct an instance $I' = (V, D, C, w)$ of $\text{W-Max Sol}(\text{Inv}(a_G))$.

Let $U$ be the unary relation for which $x \in U \iff x \in H$; this relation is in $\text{Inv}(a_G)$ by Lemma 5.21. For every equation $E_i \in E$, there is a corresponding pair $(s_i, R_i)$, where $s_i$ is a list of variables and $R_i$ is a relation in $\text{Inv}(a_G)$ such that the set of solutions to $E_i$ contains exactly the tuples which satisfy $(s_i, R_i)$ (this follows from Lemma 5.21 and the fact that the set of solutions to such an equation is a coset). We can now construct $C$:

$$C = \{(v_i, U) \mid 1 \leq i \leq n\} \cup \{(s_i, R_i) \mid 1 \leq i \leq m\}.$$  

It is easy to see that $I$ and $I'$ are essentially the same in the sense that every feasible solution to $I$ is also a feasible solution to $I'$, and that they have the same measure. The converse is also true: every feasible solution to $I'$ is also a feasible solution to $I$. Hence, we have given an $S$-reduction from $\text{W-Max Sol Eqn}(\mathbb{Z}_p, h)$ to $\text{W-Max Sol}(\text{Inv}(a_G))$. As $h$ is not constant (it is in fact injective), it follows from Lemma 4.11 that $\text{W-Max Sol Eqn}(\mathbb{Z}_p, h)$ is APX-hard. This $S$-reduction implies that $\text{W-Max Sol}(\text{Inv}(a_G))$ is APX-hard. □

5.6.4 Binary Commutative Idempotent Operation

We now investigate the complexity of $\text{W-Max Sol}(\Gamma)$ for maximal constraint languages $\Gamma$ satisfying $(\Gamma) = \text{Inv}(f)$ where $f$ is a binary commutative idempotent operation.
Let \( (F; +_F, -_F, \cdot_F, 1_F) \) be a finite field of prime order \( p > 2 \), where \( +_F, -_F, \cdot_F \), and \( 1_F \) denote addition, subtraction, multiplication, and multiplicative identity, respectively (we refrain from defining a notation for multiplicative inverses, as we do not need it). Furthermore, let \( z_F \) be the unique element in \( F \) such that \( z_F + z_F = 1_F \). Note that for \( F = \mathbb{Z}_p \) we get \( 1_F = 1 \) and \( z_F = \frac{p+1}{2} \).

Let \( A \) denote the set of operations \( f(x, y) = z_F \cdot_F (x +_F y) \), where \( F \) is a finite field of prime order \( p = |D| \) and \( p > 2 \). The proof will be partitioned into two main cases due to the following result.

**Lemma 5.24** (see [26, 139]). If \( \text{Inv}(f) \) is a maximal relational clone and \( f \) is a binary idempotent operation, then either

1. \( \text{Inv}(f) = \text{Inv}(g) \), where \( g \in A \), or
2. \( B \in \text{Inv}(f) \) for some two-element \( B \subseteq D \).

The classification result is given in the next lemma together with a proof outline. Full proofs concerning the case when \( \text{Inv}(f) = \text{Inv}(g) \) and \( g \in A \) can be found in Section 5.6.4.1. In Section 5.6.4.2 we study the case when \( f \) is a 2-semilattice operation. The result is a proof of Theorem 5.4, which is shown to imply a complete characterisation for domains \( D \) such that \( |D| \leq 4 \). Finally, in Section 5.6.4.3 we extend the classification to general domains under the assumption of Conjecture 5.2.

**Lemma 5.25.** Let \( f \) be a binary commutative idempotent operation on \( D \) such that \( \text{Inv}(f) \) is a maximal relational clone, and let \( \Gamma \) be a constraint language such that \( \langle \Gamma \rangle = \text{Inv}(f) \).

- If \( \text{Inv}(f) = \text{Inv}(g) \) for some \( g \in A \), then \( \text{W-Max Sol}(\Gamma) \) is \( \text{APX}\)-complete.
- Else if \( |D| \leq 4 \) and there exist \( a, b \in D \) such that \( a < b \) and \( f(a, b) = a \), then let \( a^* \) be the minimal element (according to \( < \) ) such that there is \( b^* \in D \) which satisfies \( a^* < b^* \) and \( f(a^*, b^*) = a^* \). Then
  - \( \text{W-Max Sol}(\Gamma) \) is \( \text{poly-APX}\)-complete if \( a^* = 0 \), and
  - \( \text{APX}\)-complete if \( a^* > 0 \).
- Otherwise, if \( |D| \leq 4 \), then \( \text{W-Max Sol}(\Gamma) \) is in \( \text{PO} \).

**Proof.** If \( \text{Inv}(f) = \text{Inv}(g) \) and \( g \in A \), then the result follows from Section 5.6.4.1.

If there exist \( a, b \in D \) such that \( a < b \) and \( f(a, b) = a \), then we need to consider two cases depending on \( a^* \). If \( a^* = 0 \), then \( \text{W-Max Sol}(\Gamma) \) is \( \text{poly-APX}\)-hard by Lemma 5.9 and a member of \( \text{poly-APX} \) by Lemma 5.7 since \( \text{CSP}(\Gamma \cup C_D) \) is in \( \text{P} \) [26, 20] (note that \( C_D \subseteq \text{Inv}(f) \) as \( f \) is idempotent). If \( a^* > 0 \), then \( \text{W-Max Sol}(\Gamma) \) is \( \text{APX}\)-complete by Lemma 5.35 in Section 5.6.4.3 below.
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Finally, if there do not exist any \( a, b \in D \) such that \( a < b \) and \( f(a, b) = a \), then \( f \) acts as the max operation on every two-element \( B \subseteq D \) such that \( B \in \text{Inv}(f) \). Lemma 5.36 shows that \( \text{W-Max Sol}(\Gamma) \) is in \( \text{PO} \).

Lemma 5.35 and 5.36 assume that Conjecture 5.2 is true. As mentioned in Section 5.2 it was shown in [137] that it does hold when \( |D| \leq 4 \).

5.6.4.1 \( f \) is Contained in \( A \)

We will now prove that \( \text{W-Max Sol}(\Gamma) \) is \( \text{APX} \)-complete whenever \( f \in A \) and \( \langle \Gamma \rangle = \text{Inv}(f) \).

**Lemma 5.26.** Let \( f(x, y) = z_F \cdot F(x + F y) \), where \( F \) is a finite field of prime order \( p = |D| > 2 \) and \( \text{Inv}(f) \) is a maximal relational clone. Then, \( \text{W-Max Sol}(\Gamma) \) is \( \text{APX} \)-complete if \( \langle \Gamma \rangle = \text{Inv}(f) \).

**Proof.** We will give the proof for \( F = \mathbb{Z}_p \) and after that we will argue that the proof can easily be adapted to the general case.

Let \( q = \frac{p - 1}{2} \), then \( f \) is the function \((x, y) \mapsto q(x + y) \pmod{p} \). We will show that \( a(x, y, z) = x - y + z \pmod{p} \) is contained in the clone generated by \( f \). Note that

\[
\sum_{i=1}^{p-1} q^i = \frac{1 - q^p}{1 - q} - 1 = 0 \pmod{p}. \tag{5.3}
\]

Here the first equality follows from the fact that we are summing the terms of a geometric progression. The second equality follows from Fermat’s little theorem: \( a^{p-1} = 1 \pmod{p} \) for any prime \( p \) and integer \( a \) not divisible by \( p \). By using (5.3) and Fermat’s little theorem again, we get

\[
\sum_{i=1}^{p-2} q^i = -1 \pmod{p}. \tag{5.4}
\]

Now,

\[
\underbrace{f(f(\ldots f(f(x, z), y), y), y)}_{p-1 \text{ times}} = q(q(\ldots q(q(x + z) + y) + y) + \cdots) + y + y = q^{p-1}x + q^{p-1}z + \sum_{i=1}^{p-2} q^i y = x - y + z \pmod{p}
\]

where the final equality follows from (5.4) and Fermat’s little theorem.

As any finite field \( F \) of prime order is isomorphic to \( \mathbb{Z}_p \), it follows that \( a(x, y, z) = x - F y + F z \) is contained in the clone generated by \( f \) for any such field. Since \( \text{Inv}(f) \) is a maximal relational clone, \( a \) is contained in the clone
generated by \( f \), and \( a \) is not a projection, it follows that \( \text{Inv}(f) = \text{Inv}(a) \).

We now get containment in \( \mathbf{APX} \) from Theorem 4.12 and \( \text{APX} \)-hardness from Theorem 5.23.

\[ \square \]

### 5.6.4.2 \( f \) is a 2-semilattice Operation

In this section we will prove Theorem 5.4. That is, we will classify the complexity of \( \langle \Gamma \rangle = \text{Inv}(f) \) for all 2-semilattice operations \( f \).

It is noted in [21] that binary operations \( f \) such that \( \text{Inv}(f) \) is a maximal constraint language on \( |D| \leq 4 \) are either 2-semilattices or otherwise \( \text{CSP}(\Gamma) \) is \( \text{NP} \)-complete. Hence, we get a classification of the complexity of \( \langle \Gamma \rangle = \text{Inv}(f) \) for a maximal constraint language over \( |D| \leq 4 \) and \( f \) is a binary operation.

**Lemma 5.27.** Let \( f \) be a 2-semilattice operation on \( D \) and let \( \langle \Gamma \rangle = \text{Inv}(f) \). If there exist \( a, b \in D \) such that \( a < b \), \( f(a, b) = a \), and \( a^* > 0 \), where \( a^* \) is the minimal element such that there is \( b^* \) with \( a^* < b^* \) and \( f(a^*, b^*) = a^* \), then \( \langle \Gamma \rangle \) is \( \text{APX} \)-complete.

**Proof.** The \( \text{APX} \)-hardness part is clear. What remains is to show that the problem is in \( \mathbf{APX} \). We can assume, without loss of generality, that \( a = a^* \) and \( b = b^* \). We begin by proving that \( U = D \setminus \{0\} \) is in \( \text{Inv}(f) \). Assume that \( f(x, y) = 0 \) and \( x, y > 0 \); then \( f(x, f(x, y)) = f(x, y) = 0 \) and, consequently, \( f(x, 0) = 0 \), contradicting the assumption that \( a > 0 \) was the minimal such element. Hence, \( f(x, y) = 0 \) if and only if \( x = y = 0 \). In particular \( U \) is in \( \text{Inv}(f) \).

We continue with the actual proof of the lemma. Let \( I = (V, D, C, w) \) be an arbitrary instance of \( \text{W-Max Sol}(\Gamma) \). Define \( V' \subseteq V \) such that

\[ V' = \{ v \in V \mid s(v) = 0 \text{ for every solution } s \text{ to } I \}. \]

We see that \( V' \) can be computed in polynomial time: a variable \( v \) is in \( V' \) if and only if the CSP instance \((V, D, C \cup \{(v), U\})\) is not satisfiable.

Given two assignments \( \alpha, \beta : V \rightarrow D \), we define the assignment \( f(\alpha, \beta) \) such that \( f(\alpha(x), \beta(x)) = f(\alpha(v), \beta(v)) \). We note that if \( \alpha \) and \( \beta \) are solutions of \( I \), then \( f(\alpha, \beta) \) is a solution to \( I \), too: indeed, arbitrarily choose one constraint \((x_1, \ldots, x_k, R) \in C \). Then, \( (\alpha(x_1), \ldots, \alpha(x_k)) \in R \) and \( (\beta(x_1), \ldots, \beta(x_k)) \in R \), which implies that

\[ (f(\alpha(x_1), \beta(x_1)), \ldots, f(\alpha(x_k), \beta(x_k))) \in R, \]

too. Let \( s_1, \ldots, s_m \) be an enumeration of all solutions of \( I \) and define

\[ s^+ = f(s_1, f(s_2, f(s_3 \ldots f(s_{m-1}, s_m) \ldots))). \]

By the choice of \( V' \) and the fact that \( f(c, d) = 0 \) if and only if \( c = d = 0 \), we see that the solution \( s^+ \) has the following property: \( s^+(v) = 0 \) if and only if
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$v \in V'$. Let $p$ denote the second least element in $D$, and note that

$$\sum_{v \in V \setminus V'} w(v) \max D \geq \text{OPT}(I) \geq \sum_{v \in V \setminus V'} w(v)p = c.$$ 

Thus, by finding a solution with measure $\geq c$, we have approximated $I$ within $(\max D)/p$, and W-Max Sol($\Gamma$) is in APX. To find such a solution, we consider the instance $I' = (V, D, C', w)$, where $C' = C \cup \{(v, U) \mid v \in V \setminus V'\}$. This instance has feasible solutions (since $s^+$ is a solution), and every solution has measure $\geq c$. Finally, a concrete solution can be found in polynomial time by the result in [32].

Lemma 5.28. If $f$ is a 2-semilattice operation such that $f \in \text{Pol}(\Gamma)$ and for all $a, b \in D$ such that $f(a, b) \in \{a, b\}$ we have $f(a, b) = \max\{a, b\}$, then W-Max Sol($\Gamma$) is in PO.

Proof. What we will prove is that if $f$ acts as max on all two-element $B \in \text{Inv}(f)$, then $f$ is a generalised max operation and consequently W-Max Sol($\Gamma$) is in PO.

First note that if $a \neq b$ and $f(a, b) = a$, then by assumption $a > b$ and $f(a, b) > \min\{a, b\}$. Now, if $f(a, b) \neq a$, then $f(a, f(a, b)) = f(a, b)$ and by assumption $f$ is max on $\{a, f(a, b)\}$, so $a < f(a, b)$ and thus $f(a, b) > \min\{a, b\}$. Now, $f(a, b) > \min\{a, b\}$ for all $a \neq b$. Moreover, $f$ is idempotent, so $f$ is a generalised max operation and tractability follows from Corollary 5.16. □

We are now ready to prove Theorem 5.4.

Proof (Of Theorem 5.4). The PO case follows from Lemma 5.28. The APX-complete case follows from Lemma 5.27 and, finally, the poly-APX-complete case is a consequence of Lemma 5.9. □

As mentioned in the first paragraph of this section, for any binary operation $f$ on a domain of size at most four such that $\text{Inv}(f)$ is a maximal constraint language it is known that either $f$ is a 2-semilattice operation or CSP$(\text{Inv}(f))$ is NP-complete. Hence, we have now completely classified the complexity of W-Max Sol($\Gamma$) for all constraint languages $\Gamma$ such that $\langle \Gamma \rangle$ is maximal and $|D| \leq 4$.

5.6.4.3 Complete Classification under a Conjecture

In this section we will prove that the validity of Conjecture 5.2 implies a complete complexity classification of W-Max Sol($\Gamma$) for all constraint languages $\Gamma$ such that $\langle \Gamma \rangle$ is maximal. Our proof builds on a construction that facilitates the study of operation $f$—the details are collected in Lemma 5.29. The underlying idea and the proof of Lemma 5.29 are inspired by Lemma 3 in [26]. Let $f$ be a binary operation on $D$ and define operations $f_1, f_2, \ldots : D^2 \to D$ inductively:

$$f_1(x, y) = f(x, y),$$
$$f_{n+1}(x, y) = f(x, f_n(x, y)).$$
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These operations will be used intensively in this section.

**Lemma 5.29.** Assume $f$ to be a binary commutative idempotent operation on $D$ such that Inv$(f)$ is a maximal relational clone and Inv$(f) \neq$ Inv$(g)$ for every $g \in A$. The following hold:

1. $f|_B = f_n|_B$ for every $n \geq 1$ and every two-element $B \subseteq D$ in Inv$(f)$; and

2. Inv$(f) = Inv(f_n)$, $n \geq 1$.

**Proof.** We start with proving the first part of the lemma. Arbitrarily choose a two-element $\{a, b\} = B \subseteq D$ in Inv$(f)$. There are two possible binary commutative idempotent operations on $B$, namely, max and min. We assume without loss of generality that $f|_B = \text{max}$ and prove the result by induction over $n$. Since $f_1 = f$, the claim holds for $n = 1$. Assume it holds for $n = k$ and consider $f_{k+1}$. We see that $f_{k+1}(a, b) = f(a, f_k(a, b))$ and, by the induction hypothesis, $f_k(a, b) = \text{max}(a, b)$. Hence, $f_{k+1}(a, b) = \text{max}(a, \text{max}(a, b)) = \text{max}(a, b)$.

As for the second part of the lemma, obviously $f_n \in \text{Pol}(\text{Inv}(f))$ and thus Inv$(f) \subseteq \text{Inv}(f_n) \subseteq R_D$. Since Inv$(f) \neq$ Inv$(g)$ for every $g \in A$, we know from Lemma 5.24 that there is some two-element $B \in \text{Inv}(f)$. By the proof above, we also know that $f|_B = f_n|_B$ so $f_n|_B$ (and consequently $f_n$) is not a projection. Thus, Inv$(f_n) \neq R_D$, since Inv$(f') = R_D$ if and only if $f'$ is a projection. By the assumption that Inv$(f)$ is a maximal relational clone and the fact that Inv$(f) \subseteq \text{Inv}(f_n) \subseteq R_D$, we can draw the conclusion that Inv$(f) = \text{Inv}(f_n)$. □

We will now present some technical machinery that is needed for proving Lemmas 5.35 and 5.36. Recall the definition of fixity and the operation $F$ from Section 5.2.

**Lemma 5.30** (See [137, Lemma 28]). Let $f$ be an idempotent binary operation and let $n \in \mathbb{N}$. Then, $F(f) \subseteq F(f_n)$.

**Proof.** Let $(x, y) \in F(f)$. Then, either $f(x, y) = x$ or $f(x, y) = y$. Now

\[
f(x, y) = x \Rightarrow f_n(x, y) = \overbrace{f(x, f(x, \ldots, f(x, y) \ldots))}^{n \text{ times}} = f(x, f(x, \ldots, f(x, x) \ldots)) = x \Rightarrow f_n(x, y) = x,
\]

while

\[
f(x, y) = y \Rightarrow f_n(x, y) = \overbrace{f(x, f(x, \ldots, f(x, y) \ldots))}^{n \text{ times}} = f(x, f(x, \ldots, f(x, x) \ldots)) \Rightarrow f_n(x, y) = y.
\]
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Assuming that Conjecture 5.2 holds, we get the following corollary as a consequence of Lemma 5.30.

**Corollary 5.31.** Assuming Conjecture 5.2, if $\text{Inv}(f)$ is a maximal relational clone such that $f$ is a binary commutative idempotent operation and $(x, y) \in \mathcal{F}(f_k)$ (i.e., $f_k(x, y) \in \{x, y\}$), then $\{x, y\} \in \text{Inv}(f)$.

**Proof.** By Lemma 5.30, we have $\mathcal{F}(f) \subseteq \mathcal{F}(f_k)$, and if Conjecture 5.2 holds, then $|\mathcal{F}(f)| = |\mathcal{F}(f_k)|$, which implies that $\mathcal{F}(f) = \mathcal{F}(f_k)$. Now, if $f_k(x, y) \in \{x, y\}$, then $f(x, y) \in \{x, y\}$, and by the commutativity of $f$ we have $f(y, x) \in \{x, y\}$. Since $f$ is idempotent, it is clear that $\{x, y\} \in \text{Inv}(f)$.

We continue by introducing a digraph associated with the binary operation $f$. This digraph enables us to make efficient use of Lemma 5.29. Given a binary operation $f : D^2 \to D$, we define $G_f = (V, E)$ such that $V = D \times D$ and $E = \{((a, b), (a, f(a, b))) \mid a, b \in D\}$. We make the following observations about $G_f$:

1. an edge $((a, b), (a, c))$ implies that $f(a, b) = c$;
2. every vertex has out-degree 1; and
3. there is no edge $((a, b), (c, d))$ with $a \neq c$.

We extract some more information about $G_f$ in the next three lemmas.

**Lemma 5.32.** Assuming Conjecture 5.2, if $\text{Inv}(f)$ is a maximal relational clone such that $f$ is a binary commutative idempotent operation, then the digraph $G_f$ contains no directed cycle.

**Proof.** Assume $G_f$ contains a directed cycle. Fact (3) allows us to assume (without loss of generality) that the cycle is $(0, 1), (0, 2), \ldots, (0, k), (0, 1)$ for some $k \geq 2$. Fact (1) tells us that $f(0, 1) = 2, f(0, 2) = 3, \ldots, f(0, k-1) = k$, and $f(0, k) = 1$. Furthermore, one can see that $f_2(0, 1) = 3, f_2(0, 2) = 4, \ldots$, and inductively $f_p(0, i) = i + p \pmod{k}$. This implies that $f_k(0, 1) = 1 + k \pmod{k} = 1$. By Corollary 5.31, $\{0, 1\}$ is a subalgebra of $\text{Inv}(f)$, which contradicts the fact that $f(0, 1) = 2$.

**Lemma 5.33.** Assuming Conjecture 5.2, if $\text{Inv}(f)$ is a maximal relational clone such that $f$ is a binary commutative idempotent operation, then every path in $G_f$ of length $n \geq |D|$ ends in a reflexive vertex; i.e., $f_n(a, b) = c$ implies that $(a, c)$ is a reflexive vertex.

**Proof.** Assume that $G_f$ contains a path $P$ of length $n \geq |D|$. This path can contain at most $|D|$ distinct vertices by fact (3). Fact (2) together with the acyclicity (Lemma 5.32) of $G_f$ implies that at least one vertex $v$ on $P$ is reflexive; by using fact (2) once again, we see that there exists exactly one reflexive vertex on $P$ and that it must be the last vertex.
Lemma 5.34. Assuming Conjecture 5.2, if \( f_n(a, b) = c \), then \((a, c)\) is a reflexive vertex in \( G_f \).

Proof. By Lemma 5.33, every path in \( G_f \) of length \( n \geq |D| \) ends in a reflexive vertex. Hence, \((a, f_n(a, b)) = (a, c)\) is a reflexive vertex. \( \square \)

We will now use the information about \( G_f \) and prove the results we are aiming for.

Lemma 5.35. Assume Conjecture 5.2 and let \( f \) be a binary commutative idempotent operation on \( D \) such that \( \Gamma \) is a maximal constraint language satisfying \( \Gamma = \text{Inv}(f) \). If there exist \( a, b \in D \) such that \( a < b, f(a, b) = a, \) and \( a^* > 0 \), where \( a^* \) is the minimal element such that there is \( b^* \) with \( a^* < b^* \) and \( f(a^*, b^*) = a^* \), then \( \text{W-Max Sol}(\Gamma) \) is \( \text{APX} \)-complete.

Proof. We can assume, without loss of generality, that \( a = a^* \) and \( b = b^* \). The \( \text{APX} \)-hardness part follows from Lemma 5.8. What remains is to show that the problem is in \( \text{APX} \). We begin the proof by proving that the unary relation \( U = D \setminus \{0\} \) is a member of \( \text{Inv}(f) \). Consider the digraph \( G_f \). As we have already observed in Lemma 5.32, there are no cycles \((a, b_1), \ldots, (a, b_k), (a, b_1), k \geq 2, \) in \( G_f \), and every path of length \( n \geq |D| \) ends in a reflexive vertex (by Lemma 5.33). Obviously, no vertex \((a, 0)\) \((a > 0)\) in \( G_f \) is reflexive since this implies that \( f(a, 0) = 0 \) which is a contradiction. In particular, there exists no path in \( G_f \) of length \( n \geq |D| \) starting in a vertex \((a, b)\) \((a > 0)\) and ending in a vertex \((a, 0)\), since this implies that \((a, 0)\) is reflexive by Lemma 5.33.

We can now conclude that \( f_n(a, b) > 0 \) when \( a > 0 \): if \( f_n(a, b) = 0 \), then \((a, 0)\) is reflexive by Lemma 5.34, which would lead to a contradiction. Hence, \( f_n(a, b) > 0 \) whenever \( a, b \in D \setminus \{0\} = U \) so \( U \) is in \( \text{Inv}(f_n) \), and, by Lemma 5.29(2), \( U \) is in \( \text{Inv}(f) \), too. We also note that \( U \in \text{Inv}(f) \) together with the assumption that \( f(0, b) > 0 \) for all \( b > 0 \) implies that \( f(c, d) = 0 \) if and only if \( c = d = 0 \). The rest of the proof is identical to the second part of the proof of Lemma 5.27. \( \square \)

Lemma 5.36. Assuming Conjecture 5.2, if \( f \) is a binary commutative idempotent operation such that \( f \not\in \mathcal{A} \) and \( \Gamma \) is a maximal constraint language satisfying \( \Gamma = \text{Inv}(f) \), and for all two-element \( B \in \text{Inv}(f) \) the operation \( f \) acts as the max operation on \( B \), then \( \text{W-Max Sol}(\Gamma) \) is in \( \text{PO} \).

Proof. What we will prove is that if \( f \not\in \mathcal{A} \) and \( f \) acts as max on all two-element \( B \in \text{Inv}(f) \), then there exists a generalised max function \( f' \) such that \( \text{Inv}(f') = \text{Inv}(f) \) and, hence, \( \text{W-Max Sol}(\Gamma) \) is in \( \text{PO} \).

Recall that there are no cycles in \( G_f \) and every path of length \( n = |D| \) must end in a reflexive vertex by Lemmas 5.32 and 5.33. We also note that if \( G_f \) contains a reflexive vertex \((a, c)\) with \( a \neq c \), then \( f(a, c) = c \) and \( c > a \) since \( f \) is assumed to act as the max operation on all two-element \( B \in \text{Inv}(f) \).

We now claim that \( f_n \) is a generalised max operation. Arbitrarily choose \( a, b \in D \). If \( f_n(a, b) = c \) \((a \neq c)\), then there is a path in \( G_f \) from \((a, b)\) to
5.7 Proof of Theorem 5.3

Proof (Of Theorem 5.3). We first prove the theorem for the case when $|D| \leq 4$ and Conjecture 5.2 is not assumed to hold. Part 1 follows from Corollary 5.16 (for generalised max-closed operations) and Lemma 5.19 (for constant operations).

The first part of Part 2 follows from Theorem 5.22 (containment in APX for affine operations), Theorem 5.23 (APX-hardness for affine operations) and Lemma 5.19 (constant operations). Now consider the case of a binary commutative operation. As $|D| \leq 4$, Part 2 follows from Lemma 5.25. Finally, the result for majority operations follows from Lemma 5.20.

Part 3 follows from Lemma 5.25 (binary commutative operation) and Lemma 5.20 (majority operation). Part 4 follows from Lemma 5.19 and Part 5 from Theorem 5.1.

This concludes the proof of Theorem 5.3 for the case when $|D| \leq 4$. We will now show that the theorem holds for arbitrary domains under the assumption that Conjecture 5.2 holds.

In all of the parts above, it is only for the binary commutative operations we need the restriction that $|D| \leq 4$. Hence, we only need to deal with the binary commutative operations under the assumption that Conjecture 5.2 holds.

Let $f$ be a binary commutative operation. If $f \in A$, then by Theorem 5.22 (containment in APX for affine operations) and Theorem 5.23 (APX-hardness for affine operations) the problem is APX-complete. This is one part of Part 2.

Otherwise $f \notin A$ and by Lemma 5.24 there is some two-element subset $B$ of the domain which is preserved by $f$. If $f$ acts as a max-operation on every such two-element subset, $f$ is, by Lemma 5.36, a generalised max operation and thus by Corollary 5.16 it is in PO. In this case Part 1 is applicable.

If there is some two-element $B$ on which $f$ acts as a min-operation but $f(0, b) > 0$ for every $b \in D$ or if $0 \notin D$, then by Lemma 5.35 the problem is APX-complete. In this case Part 2 is applicable.

Finally, if there is some $b \in D$ such that $f(0, b) = 0$, then by Lemma 5.7 and Lemma 5.9 the problem is poly-APX-complete. In this case Part 3 is applicable.  \[\square\]
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Chapter 6

Bounded Occurrence MAX ONES

6.1 Introduction

Recall that MAX SOL is called MAX ONES when the domain is \{0, 1\}. In this chapter the approximability of W-MAX ONES is studied when the number of variable occurrences is bounded by a constant. For conservative constraint languages we give a complete classification theorem when the number of occurrences is three or more and a partial classification when the bound is two. For the non-conservative case we prove that the problem is either trivial or equivalent to the corresponding conservative problem under polynomial-time many-one reductions.

For a positive integer \( k \) we use (W-)MAX ONES(\( \Gamma \))-\( k \) to denote the problem (W-)MAX ONES(\( \Gamma \)) with the additional restriction that each variable occurs at most \( k \) times. MAX ONES(\( \Gamma \))-\( k \) can represent many well-known problems. As a first example, let \( R \) be the relation \{(0, 0), (1, 0), (0, 1)\}. For \( k \geq 3 \) INDEPENDENT SET in graphs of maximum degree \( k \) is precisely MAX ONES(\{\( R \}\))-\( k \). However, the more interesting case is perhaps \( k = 2 \) due to its connection to matching problems. Ordinary weighted maximum matching in graphs is, for example, straightforward to formulate with the constraint language

\[ \Gamma_{\text{match}} = \{ R_n \mid n \in \mathbb{N} \} \]

where \( R_n \) is the \( n \)-ary relation \( \{ x \in \{0, 1\}^n \mid |x| \leq 1 \} \). (For a boolean tuple \( x \) we use \( |x| \) to denote the number of ones in \( x \).) Given a graph \( G = (V, E) \) we can construct an instance \( I \) of MAX ONES(\( \Gamma_{\text{match}} \))-2 by letting the variables be \( E \) and for every vertex \( v \) of degree \( d(v) \) in \( G \) we add a constraint \( R_{d(v)} \) to \( I \) with scope \( \{ e \in E \mid v \in e \} \) (that is, the edges adjacent to \( v \)). The order of the variables in the constraint application does not matter as \( R_{d(v)} \) is symmetric under permutation of the indices.
In the \textit{b-factor problem} one is given a graph and is asked to select a maximum cardinality subset of the edges such that at most \(b\) selected edges are adjacent to any vertex. With \(b = 1\) we get the ordinary matching problem. The \textit{b-factor} problem can also be seen as a \textit{Max Ones} problem with the constraint language \(\{R^b_n \mid n \in \mathbb{N}\}\) where \(R^b_n\) is the \(n\)-ary relation \(\{x \in \{0,1\}^n \mid |x| \leq b\}\). Some other matching problems in graphs, such as the general factor problem \([30, 41]\), can also be represented as a \textit{Max Ones(\(\Gamma\))-2} problem. The general factor problem corresponds to constraint languages which contains a subset of the relations \(R^I_n\) defined by
\[
R^I_n = \{x \in \{0,1\}^n \mid |x| \in I\}
\]
for each positive integer \(n\) and subset \(I\) of \([n]\).

The conservative bounded occurrence variant of \(\text{CSP}(\Gamma)\) has been studied by a number of authors \([47, 56, 57, 83]\). One result of that research is that the difficult case to classify is when the number of variable occurrences are restricted to two, in all other cases the bounded occurrence problem is no easier than the unrestricted problem. That is, \(\text{CSP}(\Gamma)-k\) is as hard as \(\text{CSP}(\Gamma)\) when \(k \geq 3\) and \(\Gamma\) is conservative. For the \(k = 2\) case the theory of \(\Delta\)-matroids plays an important role. These objects will play an important role in our results as well; we refer the reader to Section 6.4 for more details.

Kratochvíl et al. \([106]\) have studied \(k\)-\textit{Sat-l}, i.e., satisfiability where every clause have length \(k\) and there are at most \(l\) occurrences of each variable. \(k\)-\textit{Sat-l} is a \textit{non-conservative} constraint satisfaction problem. The complexity classification seems to be significantly harder for such problems compared to the conservative ones. In particular, Kratochvíl et al. \([106]\) proves that there is a function \(f\) such that \(k\)-\textit{Sat-l} is trivial if \(l \leq f(k)\) (every instance has a solution) and \textbf{NP}-complete if \(l \geq f(k) + 1\). Some bounds of \(f\) are given in \([106]\), but the exact behaviour of \(f\) is unknown. For \(W\)-\textit{Max Ones(\(\Gamma\))-k} it is possible to get around most of the problems with non-conservative constraint languages as one can simulate the unary constraint \{1\} with large weights.

This chapter is organised as follows: in Section 6.2 we define some notation and present some tools which are specific to this chapter. Section 6.3 and 6.4 contains the results for three or more occurrences and two occurrences, respectively. Section 6.5 contains the results for the nonconservative case.

6.2 Preliminaries

The \textit{Hamming distance} between two vectors \(x\) and \(y\) will be denoted by \(d_H(x, y)\) and is defined to be the number of coordinates in which \(x\) differs from \(y\). As mentioned in the introduction we use the notation \(|t|\) to denote the number of ones in the tuple \(t\). Unless explicitly stated otherwise we assume that the constraint languages we are working with are \textit{conservative},
i.e., every unary relation is a member of the constraint language (in the boolean domain, which we are working with, this means that \{(0)\} and \{(1)\} are in the constraint language). We define the following relations

- \( \text{NAND}^m = \{(x_1, \ldots, x_m) \mid x_1 + \ldots + x_m < m\} \)
- \( \text{EQ}^m = \{(x_1, \ldots, x_m) \mid x_1 = x_2 = \ldots = x_m\} \)
- \( \text{IMPL} = \{(0, 0), (0, 1), (1, 1)\} \)
- \( c_0 = \{(0)\} \)
- \( c_1 = \{(1)\} \)

and the function

\[
\text{h}_n(x_1, x_2, \ldots, x_{n+1}) = \bigvee_{i=1}^{n+1} (x_1 \land \ldots \land x_{i-1} \land x_{i+1} \land \ldots \land x_{n+1}).
\]

This function can also be defined as \( \text{h}_n(x_1, \ldots, x_{n+1}) = 1 \) if \( \sum_{i=1}^{n+1} x_i \geq n \) and \( \text{h}_n(x_1, \ldots, x_{n+1}) = 0 \) otherwise.

For a tuple \( x = (x_1, x_2, \ldots, x_n) \) and a set of coordinates \( A \subseteq [n] \), \( x \oplus A \) is defined to be the tuple \( (y_1, y_2, \ldots, y_n) \) where \( y_i = x_i \) if \( i \not\in A \) and \( y_i = 1 - x_i \) otherwise. We extend this notation to relations: if \( R \subseteq \{0, 1\}^n \) and \( A \subseteq [n] \) then \( R \oplus A = \{t \oplus A \mid t \in R\} \). By abuse of notation we will also write \( x \oplus k \) and \( R \oplus k \) for an integer \( k \in [n] \) to denote \( x \oplus \{k\} \) and \( R \oplus \{k\} \), respectively.

We need a variant of pp-definitions which is a bit stronger than the one presented in Chapter 1, because we have to be careful with how many occurrences we use of each variable.

**Definition 6.1** (k-representable). An \( n \)-ary relation \( R \) is \( k \)-representable by a set of relations \( F \) if there is a collection of constraints \( C_1, \ldots, C_l \) with constraint relations from \( F \) over variables \( x = (x_1, x_2, \ldots, x_n) \) (called primary variables) and \( y = (y_1, y_2, \ldots, y_m) \) (called auxiliary variables) such that,

- the primary variables occur at most once in the constraints;
- the auxiliary variables occur at most \( k \) times in the constraints; and
- for every tuple \( z, z \in R \) if and only if there is an assignment to \( y \) such that \( x = z \) satisfies all of the constraints \( C_1, C_2, \ldots, C_l \).

The intuition behind the definition is that if every relation in \( \Gamma_1 \) is \( k \)-representable by relations in \( \Gamma_2 \) then \( \text{W-Max Ones}(\Gamma_2) - k \) is no easier than \( \text{W-Max Ones}(\Gamma_1) - k \). This is formalised in Lemma 6.2 below.

**Lemma 6.2.** For constraint languages \( \Gamma_1 \) and \( \Gamma_2 \) if every relation in \( \Gamma_1 \) can be \( k \)-represented by \( \Gamma_2 \) then \( \text{W-Max Ones}(\Gamma_1) - k \leq_S \text{W-Max Ones}(\Gamma_2) - k \).
Chapter 6. Bounded Occurrence Max Ones

Proof. Given an instance $I = (V, C, w)$ of $\text{W-Max Ones}(\Gamma_1)-k$, we will construct an instance $I' = (V', C', w')$ of $\text{W-Max Ones}(\Gamma_2)-k$, in polynomial time. For each $c \in C$, add the $k$-representation of $c$ to $C'$ and also add all variables which participate in the representation to $V'$ in such a way that the auxiliary variables used in the representation are distinct from all other variables in $V'$. Let $w'(x) = w(x)$ for all $x \in V$ and $w(x) = 0$ if $x \notin V$ (i.e., all auxiliary variables will have weight zero).

It is not hard to see that: (a) every variable in $I'$ occurs at most $k$ times (b) $\text{opt}(I') = \text{opt}(I)$, and (c) given a solution $s'$ to $I'$ we can easily construct a solution $s$ to $I$ (let $s(x) = s'(x)$ for every $x \in V$) such that $m(I, s) = m(I', s')$. Hence, there is an $S$-reduction from $\text{W-Max Ones}(\Gamma_1)-k$ to $\text{W-Max Ones}(\Gamma_2)-k$. \qed

We will do several reductions from Maximum Independent Set (hereafter denoted by MIS) which is poly-APX-complete [101]. We will also use the fact that for any $k \geq 3$, MIS restricted to graphs of degree at most $k$ is APX-complete [122]. We will denote the latter problem by MIS-$k$.

6.2.1 Co-clones and Polymorphisms

For a set of relations $\Gamma$ we define a closure operator $\langle \Gamma \rangle_\neq$ as the set of relations that can be expressed with relations from $\Gamma$ using existential quantification and conjunction (note that we are only allowed to use the relations in $\Gamma$, hence equality is not necessarily allowed). The operator $\langle \cdot \rangle_\neq$ is different from the usual closure operator $\langle \cdot \rangle$ as equalities cannot be used whenever one wants in $\langle \cdot \rangle_\neq$. However, note that $\langle \Gamma \cup \{EQ^2\} \rangle_\neq = \langle \Gamma \rangle$ for any constraint language $\Gamma$.

We say that a set of relations $B$ is a plain basis for a constraint language $\Gamma$ if every relation in $\Gamma$ can be expressed with relations from $B$ using relations from $B \cup \{EQ^2\}$ and conjunction. Note that this differs from the definition of the closure operator $\langle \cdot \rangle$ as we do not allow existential quantification. We refer the reader to [45] for more information on plain bases.

We can not only study the co-clones when we try to classify $\text{MAX Ones}(\Gamma)-k$ because the complexity of the problem does not only depend on the co-clone $\langle \Gamma \rangle$. However, the co-clone lattice with the corresponding plain bases and invariant functions will help us in our classification effort. Furthermore, as we mostly study the conservative constraint languages we can concentrate on the co-clones which contain $c_0$ and $c_1$. Figure 6.1 contains the conservative part of Post’s lattice and Table 6.1 contains the plain bases for the relational clones which will be interesting to us (co-clones at and below IV$_2$ have been omitted as $\text{W-Max Ones}$ is in PO there).

6.3 Three or More Occurrences

In this section we will prove a classification theorem for $\text{W-Max Ones}(\Gamma)-k$ where $k \geq 3$. The main result of this section is the following theorem.
6.3. Three or More Occurrences

Figure 6.1: Lattice of conservative co-clones.

<table>
<thead>
<tr>
<th>Co-clone</th>
<th>Base for clone</th>
<th>Plain basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>IE₂</td>
<td>and</td>
<td>{NAND^k</td>
</tr>
<tr>
<td>IS₁₀</td>
<td>x \land (y \lor z)</td>
<td>{c_1, IMPL} \cup {NAND^k</td>
</tr>
<tr>
<td>IS₁₂</td>
<td>x \land (y \lor \neg z), h_m</td>
<td>{c_1, IMPL, NAND^m}</td>
</tr>
<tr>
<td>IS₁₂^m</td>
<td>x \land (y \lor \neg z), h_m</td>
<td>{EQ^2, c_1, NAND^m}</td>
</tr>
<tr>
<td>IL₂</td>
<td>x \oplus y \oplus z</td>
<td>{x_1 \oplus \ldots \oplus x_k = c</td>
</tr>
<tr>
<td>ID₂</td>
<td>xy \lor yz \lor xz</td>
<td>{c_0, c_1, x \lor y, IMPL, NAND^2}</td>
</tr>
<tr>
<td>ID₁</td>
<td>xy \lor y(\neg z) \lor y(\neg z)</td>
<td>{c_0, c_1, x \oplus y = 0, x \oplus y = 1}</td>
</tr>
<tr>
<td>IM₂</td>
<td>and, or</td>
<td>{c_0, c_1, IMPL}</td>
</tr>
<tr>
<td>IR₂</td>
<td>or, x \land (y \oplus z \oplus 1)</td>
<td>{EQ^2, c_0, c_1}</td>
</tr>
</tbody>
</table>

Table 6.1: Plain bases for some relational clones. The list of plain bases are from [45]. (In [45] the listed plain basis for IS₁₂^m is \{EQ^2, c_1\} \cup \{NAND^k | k \leq m\} however, if we have NAND^m then NAND^{m-1} can be represented without auxiliary variables by NAND^{m-1}(x_1, x_2, \ldots, x_{m-1}) \iff NAND^m(x_1, x_1, x_2, x_3, \ldots, x_{m-1})) hence the set of relations listed in the table above is a plain basis for IS₁₂^m. The same modification has been done to IS₁₀.)
Theorem 6.3. Let $\Gamma$ be a conservative constraint language and $k \geq 3$.

1. If $\Gamma \subseteq IV_2$, then $W$-Max Ones($\Gamma$)-$k$ is in PO;

2. else if $IS^2_{12} \subseteq (\Gamma) \subseteq IS_{12}$, then $W$-Max Ones($\Gamma$)-$k$ is APX-complete if $EQ^2$ is not $k$-representable by $\Gamma$ and $W$-Max Ones($\Gamma$)-$k$ is poly-APX-complete otherwise;

3. otherwise, $W$-Max Ones($\Gamma$) and $W$-Max Ones($\Gamma$)-$k$ are equivalent under S-reductions.

The first part of Theorem 6.3 follows from Khanna et al.'s results for Max Ones [102]. Intuitively the second part follows from the fact that W-Max Ones($\{NAND^2\}$) is equivalent to MIS, hence if we have access to the equality relation then the problem gets poly-APX-complete (when $k \geq 3$ and we have access to equality, it is not hard to see that one can simulate any number of variable occurrences). On the other hand, if we do not have the equality relation then we essentially get MIS-$k$, for some $k$, which is APX-complete. We give the proofs for the second part in Section 6.3.1.

The third part is dealt with in Section 6.3.2 and finally in Section 6.3.3 we assemble the pieces and prove Theorem 6.3.

6.3.1 The Second Part: $IS^2_{12} \subseteq (\Gamma) \subseteq IS_{12}$

In this section we will prove a number of lemmas which will allow us to prove the second part of Theorem 6.3. The following lemma will be used in several places to prove hardness results.

Lemma 6.4. Let $\Gamma$ be a constraint language such that $Pol(\Gamma) = Pol(IS^m_{12})$ for some integer $m$ and $\alpha \in \{0, 2\}$, then $NAND^m$ can be $2$-represented by $\Gamma$.

Proof. As $Pol(\Gamma) = Pol(IS^m_{12})$, $\Gamma$ is invariant under $h_m$ and not invariant under $h_{m-1}$. Hence, there is some $R \in \Gamma$ which is not invariant under $h_{m-1}$. Let $r$ be the arity of $R$ and let $X \subseteq [r]$ be a set of minimal cardinality such that there exist tuples $x_1, x_2, \ldots, x_m \in pr_X R$ which satisfy $h_{m-1}(x_1, x_2, \ldots, x_m) = z \not\in pr_X R$. If there is a coordinate $i \in X$ such that $x_1(i) = x_2(i) = \ldots = x_m(i)$ and $z(i) = x_1(i)$. If $z \not\in pr_X R$, then $X$ is not minimal as $pr_{X \setminus \{i\}} z \not\in pr_{X \setminus \{i\}} R$. Hence, as we have assumed $X$ to be minimal we must have $z \not\in \{i\} \in pr_X R$. However, this means that $h_m(x_1, x_2, \ldots, x_m, z \oplus i) = z \not\in pr_X R$ which is a contradiction with the assumption that $R$ is invariant under $h_m$. We conclude that no coordinate is constant in every $x_1, x_2, \ldots, x_m$.

Now assume that there is a coordinate $j \in X$ such that $z(j) = 0$, then for $X$ to be minimal we must have $z \oplus j \in pr_X R$, by the argument above. However, $h_m(x_1, x_2, \ldots, x_m, z \oplus j) = z \not\in \{j\} \in pr_X R$, a contradiction, hence there is no $j \in X$ such that $z(j) = 0$.

We can assume that $|X| \geq m$ because every relation of arity less than $m$ which is invariant under $h_m$ is also invariant under $h_{m-1}$ [28, Proposition 3.7].
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We do now know three things, no coordinate in \(X\) is constant in every \(x_1, x_2, \ldots, x_m\), \(z = (1, 1, \ldots, 1)\), and \(|X| \geq m\). As \(z = (1, 1, \ldots, 1)\) there is at most one zero for every given coordinate \(i \in X\) among \(x_1(i), x_2(i), \ldots, x_m(i)\). Furthermore, as \(z = (1, 1, \ldots, 1) \notin R\) we must have at least one zero in every \(x_1, x_2, \ldots, x_m\).

Now assume that there are two distinct coordinates \(i, j \in X\) such that \(x_k(i) = x_k(j) = 0\) for some \(k \in \{m\}\). Let \(I = \{i' \in X \setminus \{j\} \mid x_k(i') = 0\}\). If \(x_k \oplus I \notin R\) we can replace \(x_k\) by \(x_k \oplus I\) and iterate the proof. On the other hand, if \(x_k \oplus I \notin R\), then \(X\) is not minimal as \(X \setminus \{j\}\) is of smaller cardinality and \(\text{pr}_X \setminus \{j\}\) \(R\) is not closed under \(h_{m-1}\) either.

This implies that \(x_i = (1, 1, \ldots, 1) \oplus \pi(i)\) for some permutation \(\pi\) on \(\|X\|\). It is not hard to see that by using the fact that \(R\) is invariant under \(and\) and \(\text{pr}_X\) that \(R\) is not closed under \(\oplus\) and \(\text{pr}_X\) we can get any tuple \(y = (y_1, y_2, \ldots, y_{|X|})\) such that \(y_1 + y_2 + \ldots + y_{|X|} < |X|\) by applying \(and\) to the \(x_i\)s an appropriate number of times. Hence, we must have \(\text{pr}_X \setminus \{j\} \subseteq \text{NAND}_{|X|}\). Finally, as \(R\) is invariant under \(h_m\) this implies that \(|X| \leq m\) and hence \(|X| = m\).

\[\text{Lemma 6.5. Let } \Gamma \text{ be a constraint language. If } \text{Pol}(\Gamma) = \text{Pol}(\text{IS}_{m}^m) \text{ for some } m \geq 2 \text{ and } \text{EQ}^2 \notin (\Gamma)_{\neq}, \text{ then } (\Gamma \cup \{c_0, c_1\})_{\neq} = \{\text{NAND}^m, c_1\}_{\neq}.\][Proof]

We will denote \(\text{NAND}^m\) by \(N\). Let \(R \in \Gamma\) and let \(r\) be the arity of \(R\). \(B = \{N, EQ^2, c_1\}\) is a plain basis for \(\text{IS}_{m}^m\) (see Table 6.1) and hence also a plain basis for \(\Gamma\). As \(B\) is a plain basis for \(\Gamma\) there is an implementation of \(R\) on the following form,

\[
R(x_1, \ldots, x_r) \iff \begin{aligned}
N(x_{k_1}, x_{k_2}, \ldots, x_{k_{n'}}) \land \ldots \land N(x_{k_{1}}, \ldots, x_{k_{n'}}) \land \\
EQ^2(x_{i_1}, x_{i_2}) \land \ldots \land EQ^2(x_{i_1}, x_{i_2}) \\
c_1(x_{c_1}) \land \ldots \land c_1(x_{c_n})
\end{aligned}
\]

for some \(n, c, \text{ and } w\) such that \(k_1 \in [r]\), \(l_1 \in [r]\) and \(c_1 \in [r]\).

We can assume that all equalities are of the form \(EQ^2(x_i, x_j)\) for \(i \neq j\).

If there is such an equality there are a number of cases to consider,

1. \(\text{pr}_{\{i, j\}} R = \{(0, 0), (1, 1)\},\)
2. \(\text{pr}_{\{i, j\}} R = \{(1, 1)\},\)
3. \(\text{pr}_{\{i, j\}} R = \{(0, 0)\}.$

We cannot have equalities of type 1 because then \(EQ^2 \in \langle\{R\}\rangle_{\neq}\). Furthermore, equalities of type 2 and 3 can be replaced by constraints of the form \(c_1(x_i) \land c_1(x_j)\) and \(N(x_1, x_i) \land N(x_j, x_j)\), respectively.

The conclusion is that \(R \in \langle\{N, c_1\}\rangle_{\neq}\) (so \(EQ^2\) is not needed) and hence \((\Gamma \cup \{c_0, c_1\})_{\neq} \subseteq \langle\{N, c_1\}\rangle_{\neq}\). The other inclusion, \(\langle\{N, c_1\}\rangle_{\neq} \subseteq \langle\{R, c_0, c_1\}\rangle_{\neq}\), is given by Lemma 6.4.

We are now ready to prove the containment result.
Lemma 6.6. Let $\Gamma$ be a constraint language. If $\Gamma \subseteq IS_{12}^m$ for some $m$ and $EQ^2 \not\in \langle \Gamma \rangle$, then W-Max Ones($\Gamma$)-$k$ is in $APX$.

Proof. Lemma 6.5 tells us that $\langle \Gamma \rangle \not\subseteq \langle \{NAND^m, c_1\} \rangle$ so an instance $J$ of W-Max Ones($\Gamma$)-$k$ can be reduced to an instance $J'$ of W-Max Ones($\{NAND^m, c_1\}$)-$k'$ for some constant $k'$. To prove the lemma it is therefore sufficient show that W-Max Ones($\{NAND^m, c_1\}$)-$k$ is in $APX$ for every fixed $l$.

Let $I = (V, C, w)$ be an instance of W-Max Ones($\{NAND^m, c_1\}$)-$l$, for an arbitrary $l$, and assume that $V = \{x_1, \ldots, x_n\}$. By Schaefer’s result [130] we can decide in polynomial time whether $I$ has a solution or not. Hence, we can safely assume that $I$ has a solution. If a variable occurs in a constant constraint, say $c_1(x)$, then $x$ must have the same value in every model of $I$. Thus, we can eliminate all such variables and assume that $I$ only contains constraints of the type NAND$^m(x_1, \ldots, x_m)$.

We will give a polynomial-time algorithm that creates a satisfying assignment $s$ to $I$ with measure at least $1/l + 1$-OPT($I$). Hence we have an $1/l + 1$-approximate algorithm proving that W-Max Ones($IS_{12}$)-$l$ is in $APX$.

The algorithm is as follows: repeatedly delete from $I$ any variable $x_i$ having maximum weight and all variables that appear together with $x_i$ in a clause of size two. In $s$ we assign 1 to $x_i$ and 0 to all variables appearing together with $x_i$ in a clause of size two.

For simplicity, assume that the algorithm chooses variables $x_1, x_2, \ldots, x_t$ before it stops. If the algorithm at some stage choose a variable $x_i$ with weight $w(x_i)$, then, in the worst case, it is forced to set $l$ (remember that no variable occurs more than $l$ times in $I$) variables to 0 and each of these variables have weight $w(x_i)$. This implies that $(l + 1) \cdot \sum_{i=1}^t w(x_i) \geq \sum_{i=1}^n w(x_i)$ and

$$m(I, s) = \sum_{i=1}^t w(x_i) \geq \frac{1}{l + 1} \sum_{i=1}^n w(x_i) \geq \frac{OPT(I)}{l + 1}.$$ 

\[ \square \]

Lemma 6.7. Let $\Gamma$ be a constraint language such that $IS_{12}^2 \subseteq \langle \Gamma \rangle \subseteq IS_{12}$ then W-Max Ones($\Gamma$)-$k$ is $APX$-hard for $k \geq 3$.

Proof. Note that MIS-3 is exactly the same as Max Ones($\{NAND^2\}$)-3. The lemma then follows from the fact that MIS-3 is $APX$-hard, Lemma 6.4, and Lemma 6.2. 

\[ \square \]

6.3.2 The Third Part

In this section we will prove the third part of Theorem 6.3. Feder [56, Theorem 3, fact 1] has proved the following lemma (Dalmau and Ford gave another proof for the same result in [47, Appendix A]). Note that we only need to use 2-representations here. This will be useful to us in Section 6.4.
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Lemma 6.8. If there is a relation $R$ in the constraint language $\Gamma$ such that $R \notin IE_2$, then either $x \lor y$ or $x \neq y$ can be 2-represented by $\Gamma$. Similarly, if there is a relation $R \in \Gamma$ such that $R \notin IV_2$, then either $NAND^2$ or $x \neq y$ can be 2-represented.

We can use the lemma above to get a 2-representation of either $EQ^2$ or IMPL. We will later, in Lemma 6.11, show that those relations make the problem as hard as the unbounded occurrence variant.

Lemma 6.9. If there is a relation $R$ in the constraint language $\Gamma$ such that $R \notin IE_2$ and $R \notin IV_2$, then either $EQ^2$ or IMPL can be 2-represented by $\Gamma$.

Proof. From Lemma 6.8 we know that either $x \neq y$ or both $x \lor y$ and $NAND^2$ are 2-representable. In the first case $\exists z: x \neq z \land z \neq y$ is a 2-representation of $EQ^2$. In the second case $\exists z: NAND^2(x, z) \land (z \lor y)$ is a 2-representation of IMPL($x, y$).

To get the desired hardness results for the $IS_{10}$ chain we need to prove that we can represent $EQ^2$ or IMPL in that case too. To this end we have the following lemma.

Lemma 6.10. If there is a relation $R$ in the constraint language $\Gamma$ such that $R \in IE_2$ and $R \notin IS_{12}$, then either $EQ^2$ or IMPL can be 2-represented by $\Gamma$.

Proof. Let $r$ be the arity of $R$. Then, as $R \notin IS_{12}$, there exists a set of minimal cardinality $I \subseteq [r]$, such that $pr_I R \notin IS_{12}$.

As $g(x, y) = x \land y$ is a base of the clone which corresponds to $IE_2$, $pr_I R \in IE_2$ implies that $g$ is a polymorphism of $pr_I R$. Furthermore, as $f(x, y, z) = x \land (y \lor \neg z)$ is a base of the clone which corresponds to $IS_{12}$, $pr_I R \notin IS_{12}$ implies that $f$ is not a polymorphism of $pr_I R$. Hence, there exists tuples $t_1, t_2, t_3 \in pr_I R$ such that $f(t_1, t_2, t_3) = t \notin pr_I R$.

There exists a coordinate $l_1, 1 \leq l_1 \leq r$ such that $(t_1(l_1), t_2(l_1), t_3(l_1)) = (1, 0, 1)$, because otherwise $f(t_1, t_2, t_3) = t_1$ (see Table 6.2). Similarly there exists a coordinate $l_2, 1 \leq l_2 \leq r$ such that $(t_1(l_2), t_2(l_2), t_3(l_2))$ is equal to one of $(0, 1, 0), (0, 1, 1)$ or $(1, 0, 0)$, because otherwise $f(t_1, t_2, t_3) = t_2$. From now on, the case $(t_1(l_2), t_2(l_2), t_3(l_2)) = (1, 0, 0)$ will be denoted by $(*)$. Finally, there also exists a coordinate $l_3, 1 \leq l_3 \leq r$ such that $(t_1(l_3), t_2(l_3), t_3(l_3))$ is equal to one of $(0, 0, 1), (0, 1, 1), (1, 0, 0), (1, 0, 1)$ or $(1, 1, 0)$, because otherwise $f(t_1, t_2, t_3) = t_3$. The specific case when $(t_1(l_3), t_2(l_3), t_3(l_3)) = (1, 0, 0)$ will be denoted by $(**)$.

As $pr_I R$ is invariant under $g$ we can place additional restrictions on $l_1, l_2$ and $l_3$. In particular, there has to be coordinates $l_1, l_2$ and $l_3$ such that we have at least one of the cases $(*)$ or $(**)$, because otherwise $f(t_1, t_2, t_3) = g(t_1, t_2)$, which is in $pr_I R$ and we have assumed that $f(t_1, t_2, t_3) \notin pr_I R$. There is no problem in letting $l_2 = l_3$ since we will then get both $(*)$ and $(**)$. This will be assumed from now on. We can also assume, without loss of generality, that $l_1 = 1$ and $l_2 = l_3 = 2$. We can then construct a
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Table 6.2: The function \( f \) in the proof of Lemma 6.10.

<table>
<thead>
<tr>
<th>( x )</th>
<th>( y )</th>
<th>( z )</th>
<th>( f(x, y, z) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

3-representation as

\[
R_{\phi}(x, y) \iff \exists z_3 \ldots \exists z_r : \text{pr}_I R(x, y, z_3, \ldots, z_r) \land \ c_{k_3}(z_3) \land c_{k_4}(z_4) \land \ldots \land c_{k_r}(z_r)
\]

where \( k_i = f(t_1(i), t_2(i), t_3(i)) \) for \( 3 \leq i \leq r \). We will now prove that \( R_{\phi} \) is equal to one of the relations we are looking for.

If \((0, 1) \in R_{\phi}\), then we would have \( t \in \text{pr}_I R \), which is a contradiction, so \((0, 1) \notin R_{\phi}\). We will now show that \((0, 0) \in R_{\phi}\). Assume that \((0, 0) \notin R_{\phi}\). Then, \( R^* = \text{pr}_{I\setminus\{l_2\}} R \) is not in \( IS_{12} \) which contradicts the minimality of \( I \).

To see this consider the following table of possible tuples in \( \text{pr}_I R \),

\[
\begin{array}{c|c|c}
1 & 2 & 3 & 4 \\
\hline
1 & 1 & t_1(3) & t_1(4) \\
t_2 & 0 & 0 & t_2(3) & t_2(4) \\
t_3 & 1 & 0 & t_3(3) & t_3(4) \\
t & 0 & 1 & f(t_1(3), t_2(3), t_3(3)) & f(t_1(4), t_2(4), t_3(4)) \\
\alpha & 0 & 0 & f(t_1(3), t_2(3), t_3(3)) & f(t_1(4), t_2(4), t_3(4)) \\
\end{array}
\]

We know that \( t_1, t_2, t_3 \in \text{pr}_I R \) and we also know that \( t \notin \text{pr}_I R \). Furthermore, if \( \alpha \notin \text{pr}_I R \), then \( \text{pr}_{I\setminus\{l_2\}} f(t_1, t_2, t_3) \notin \text{pr}_I R \) which means that \( I \) is not minimal. The conclusion is that we must have \((0, 0) \in R_{\phi}\). In the same way it is possible to prove that unless \((1, 1) \in R_{\phi}\), \( I \) is not minimal.

To conclude, we have proved that \((0, 0), (1, 1) \in R_{\phi}\) and \((0, 1) \notin R_{\phi}\), hence we either have \( R_{\phi} = EQ^2 \) or \( R_{\phi} = \{(0, 0), (1, 0), (1, 1)\} \).

Lemma 6.11. If \( EQ^2 \) or IMPL is 3-representable by the constraint language \( \Gamma \), then \( W\text{-}\text{Max Ones}(\Gamma) \leq_S W\text{-}\text{Max Ones}(\Gamma)\)-3.

The idea of the proof is that as either \( EQ^2 \) or IMPL is available we can construct a cycle of constraints among variables and such a cycle forces every variable in the cycle to obtain the same value. Furthermore, each variable
occurs only twice in such a cycle so we have one occurrence left for each variable.

Proof. Let \( I = (V, C, w) \) be an instance of W-MAX ONES(\( \Gamma \)). We will start with the case when IMPL is 3-representable.

If IMPL is 3-representable we can reduce \( I \) to an instance \( I' = (V', C', w') \) of W-MAX ONES(\( \Gamma \))-2 as follows: for each variable \( v_i \in V \), let \( o_i \) be the number of occurrences of \( v_i \) in \( I \), we introduce the variables \( v_1^i, \ldots, v_{o_i}^i \) in \( V' \). We let \( w'(v_1^i) = w(v_i) \) and \( w'(v_j^i) = 0 \) for \( j \neq 1 \). We also introduce the constraints IMPL(\( v_k^i, v_{k+1}^i \)) for \( 1 \leq k \leq o_i - 1 \) and IMPL(\( v_{o_i}^i, v_1^i \)) into \( C' \). For every \( i, 1 \leq i \leq |V| \) those constraints make the variables \( v_1^i, \ldots, v_{o_i}^i \) have the same value in every feasible solution of \( I' \).

For every constraint \( c = (R, s) \in C \) the constraint scope \( s = (v_{s_1}, \ldots, v_{s_m}) \) is replaced by \( s' = (v_{s_1}^1, \ldots, v_{s_m}^k) \) and \( (R, s') \) is added to \( C' \). The numbers \( k_1, \ldots, k_m \) are chosen in such a way that every variable in \( V' \) occur exactly three times in \( I' \). This is possible since there are \( o_i \) variables in \( V' \) for every \( v_i \in V \). It is clear that the procedure described above is an \( S \)-reduction from W-MAX ONES(\( \Gamma \)) to W-MAX ONES(\( \Gamma \))-3.

We now consider the case when \( EQ^2 \) is 3-representable. The instance \( I \) can easily be \( S \)-reduced to an instance \( I' \) of W-MAX ONES(\( \Gamma \cup \{EQ^2\} \))-3. And as \( EQ^2 \) is 3-representable by \( \Gamma \) we are done, as every constraint involving \( EQ^2 \) can be replaced by the 3-representation of \( EQ^2 \) and any auxiliary variables used in the representation can be assigned the weight zero.

\[ \Box \]

6.3.3 Putting the Pieces Together

We are now ready to give the proof of the classification theorem for three or more occurrences.

Proof (Of Theorem 6.3).

Part 1. Follows directly from Khanna et al.’s results for Max Ones [102].

Part 2. The APX-hardness follows from Lemma 6.7. Containment in APX follows from Lemma 6.6. If \( EQ^2 \) is \( k \)-representable by \( \Gamma \) then the result follows from Lemma 6.11 and Khanna et al.’s results for Max Ones [102].

Part 3. There are two possibilities, the first one is that \( \Gamma \not\subseteq IE_2 \) and \( \Gamma \not\subseteq IV_2 \), the second case is that \( \Gamma \subseteq IE_2 \) and \( \Gamma \not\subseteq IS_{12} \).

In the first case we can use the 3-representation of \( EQ^2 \) or IMPL from Lemma 6.9. The result then follows from Lemma 6.11. In the second case the result follows from Lemma 6.10 and Lemma 6.11. \[ \Box \]

6.4 Two Occurrences

In this section we study W-MAX ONES(\( \Gamma \))-2. We are not able to present a complete classification for this case but a partial classification is achieved. We completely classify the co-clones \( IL_2 \) and \( ID_2 \). For \( \Gamma \) such that \( \Gamma \not\subseteq IL_2, ID_2 \) we show that if there is a relation which is not a \( \Delta \)-matroid relation
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those are defined below) in $\Gamma$ then W-Max Ones($\Gamma$)-2 is APX-hard unless W-Max Ones($\Gamma$) is tractable. We also show some structure results for the $\Delta$-matroid relations contained in $IS_{10}$ and $IS_{12}$.

6.4.1 Definitions and Results

The previous research done on CSP($\Gamma$)-2 (e.g., in [47, 56, 58]) has used the theory of $\Delta$-matroids. Those objects are a generalisation of matroids and has been widely studied, cf. [15, 16]. It turns out that the complexity of W-Max Ones($\Gamma$)-2 depends, to a large degree, on if there is a relation which is not a $\Delta$-matroid relation in the constraint language. $\Delta$-matroid relations are defined as follows.

**Definition 6.12 ($\Delta$-matroid relation [47]).** Let $R \subseteq \{0, 1\}^n$ be a relation. If $x, x' \in \{0, 1\}^n$, then $x'$ is a step from $x$ to $y$ if $d_H(x, x') = 1$ and $d_H(x, x') + d_H(x', y) = d_H(x, y)$. $R$ is a $\Delta$-matroid relation if it satisfies the following two-step axiom: $\forall x, y \in R$ and $\forall x'$ a step from $x$ to $y$, either $x' \in R$ or $\exists x'' \in R$ which is a step from $x'$ to $y$.

As an example of a $\Delta$-matroid relation consider NAND$^3$. It is not hard to see that NAND$^3$ satisfies the two-step axiom for every pair of tuples as there is only one tuple which is absent from the relation. Other examples are the relations $R_n$ and $R_b^I$ for all $n, b \geq 1$ and all subsets $I$ of $[n]$ with the property that if $k, k + 3 \in I$, then $k + 1$ or $k + 2$ are contained in $I$. (We defined these relations in Section 6.1.) $EQ^3$ is the simplest example of a relation which is not a $\Delta$-matroid relation. The main theorem of this section is the following partial classification result for W-Max Ones($\Gamma$)-2. We say that a constraint language $\Gamma$ is $\Delta$-matroid if every relation in $\Gamma$ is a $\Delta$-matroid relation.

**Theorem 6.13.** Let $\Gamma$ be a conservative constraint language.

1. If $\Gamma \subseteq IV_2$ or $\Gamma \subseteq ID_1$, then W-Max Ones($\Gamma$)-2 is in PO;
2. else if $\Gamma \subseteq IL_2$ and,
   - $\Gamma$ is not $\Delta$-matroid, then W-Max Ones($\Gamma$)-2 is APX-complete;
   - otherwise, W-Max Ones($\Gamma$)-2 is in PO;
3. else if $\Gamma \subseteq ID_2$ and,
   - $\Gamma$ is not $\Delta$-matroid, then W-Max Ones($\Gamma$)-2 is poly-APX-complete;
   - otherwise, W-Max Ones($\Gamma$)-2 is in PO;
4. else if $\Gamma \subseteq IE_2$ and $\Gamma$ is not $\Delta$-matroid, then W-Max Ones($\Gamma$)-2 is APX-hard;
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5. else if $\Gamma$ is not $\Delta$-matroid, then it is NP-hard to find feasible solutions to W-MAX ONES($\Gamma$)-2.

Part 1 of the theorem follows from the known results for W-MAX ONES [9]. Part 4 follows from results for CSP($\Gamma$)-2 [56, Theorem 4]. The other parts follow from the results in Sections 6.4.3, 6.4.4, and 6.4.5 below.

The structure results for the $\Delta$-matroid relations in $IS_{10}$ and $IS_{12}$ are contained in Section 6.4.5.

6.4.2 Tractability Results for W-MAX ONES($\Gamma$)-2

Edmonds and Johnson [54] (see [134, Chapter 36] for another presentation of this method) have shown that the following integer linear programming problem is solvable in polynomial time: maximise $w^T x$ subject to the constraints $c \leq x \leq d$, $b_1 \leq Ax \leq b_2$ and $x$ is an integer vector. Here $A$ is a matrix with integer entries such that the sum of the absolute values of each column is at most 2 and $c$, $d$, $b_1$, $b_2$, and $w$ are arbitrary real vectors of appropriate dimensions. We will denote this problem by ILP-2. With the polynomial solvability of ILP-2 it is possible to prove the tractability of a number of W-MAX ONES($\Gamma$)-2 problems. Unless explicitly stated otherwise we use ILP-2 instances such that $c = 0$ and $d = 1$, so $x$ is constrained to be a 0-1 vector.

6.4.3 Classification of ID$_2$

In this section we will classify the complexity of the constraint languages $\Gamma$ such that Pol($\Gamma$) = Pol(ID$_2$). We need the following lemma, which was proved by Feder [56, Theorem 3, fact 3], before we can give the proof of the hardness result.

**Lemma 6.14 ([56]).** Let $\Gamma$ be a constraint language such that Pol($\Gamma$) = Pol(ID$_2$), then every two-literal clause is 2-representable. That is, $x \land y$, $x \lor y$, IMPL and NAND$_2$ are 2-representable by $\Gamma$.

We are now ready to prove the hardness lemma for the ID$_2$ case.

**Lemma 6.15.** Let $\Gamma$ be a constraint language such that Pol($\Gamma$) = Pol(ID$_2$). If there is a relation $R \in \Gamma$ which is not a $\Delta$-matroid relation, then W-MAX ONES($\Gamma$)-2 is poly-APX-complete.

The main observations used to prove the lemma is that since Pol($\Gamma$) = Pol(ID$_2$), by using Lemma 6.14, we can 2-represent every two-literal clause. Furthermore, if we have access to every two-literal clause and also have a non-$\Delta$-matroid relation then it is possible to make variables participate in three clauses, which was also proved in [56]. The hardness result then follows with a reduction from MIS.

**Proof (Of Lemma 6.15).** We will do an $S$-reduction from the poly-APX-complete problem MIS, which is precisely MAX ONES(\{NAND$_2^2$\}).
Let $I = (V, C)$ be an arbitrary instance of $\text{MAX Ones}([\text{NAND}^2])$. We will construct an instance $I' = (V', C', w)$ of $\text{W-MAX Ones}(\Gamma)$-2. From Lemma 6.14 we know that we can 2-represent every two-literal clause. It is easy to modify $I$ so that each variable occurs at most three times. For a variable $x \in V$ which occurs $k$ times, introduce $k$ fresh variables $y_1, y_2, \ldots, y_k$ and add the constraints $\text{IMPL}(y_1, y_2), \text{IMPL}(y_2, y_3), \ldots, \text{IMPL}(y_k, y_1)$. Each occurrence of $x$ is then replaced with one of the $y_i$ variables. In every solution each of the $y_i$ variables will obtain the same value, furthermore they occur three times each. Hence, if we can create a construction which allows us to let a variable participate in three clauses we are done with our reduction.

In [56, Theorem 4] Feder showed that given a relation which is not a $\Delta$-matroid we can make variables participate in three clauses if we have access to all two-literal clauses. We adapt Feder’s proof to our setting. Let $\Delta$-matroid we can make variables participate in three clauses if we have a relation it follows that $(1, 0, 0, 0) \in R$ if and only if $(1, 1, 1) \in R.$

Assume, without loss of generality, that $k = 1$. As $R$ is a non-$\Delta$-matroid relation it follows that $(1, 0, 0), (1, 1, 0), (1, 0, 1) \notin R$, furthermore $a = (0, 1, 0), b = (0, 0, 1)$, and $c = (0, 1, 1)$ are possibly in $R$.

If none of $a, b$, and $c$ are in $R$, then $R = \{(0, 0, 0), (1, 1, 1)\}$ and we can make variables participate in three clauses as in the example above.

If one of $a, b$, and $c$ are in $R$, then $R(x, y, z) \iff x \leq y = z$ or $R(x, y, z) \iff x = y \leq z$ (if the variables are reordered appropriately).
In this case we can use a circle of constraints of the form \( R(x_1, y_1, z_1), R(z_1, y_2, z_2), R(z_2, y_3, x_1) \) to 2-represent \( \text{EQ}^3 \) where \( w(x_1), w(z_1), \) and \( w(z_2) \) are 0.

If \( a \) and \( c \) are contained in \( R \) or \( b \) and \( c \) are contained in \( R \), then \( R(x, y, z) \iff x \leq y \leq z \) (up to reordering) and we can use the same construction again.

There are now two cases left, when only \( a \) and \( b \) are contained in \( R \) and when \( a \), \( b \), and \( c \) are contained in \( R \). In the second case \( R(x, y, z) \iff x \leq y, z \) and in the first case we have \( R(x, y, z) \iff x = \min(y, z) \). The latter can be reduced to the former by \( x = \min(y', z') \), \( y' \leq y \), \( z' \leq z \) (note that \( y' \leq y \) and \( z' \leq z \) are two-literal clauses).

So \( R(x, y, z) \iff x \leq y, z \). We can assume, without loss of generality, that each variable \( v \) occurs at least once in its negated form (if some variable occurs only in its positive form, then we can set this variable to 1 and remove all clauses where it appears). We now replace the three clauses where \( v \) appears according to the following table. (In the table \( x, y, \) and \( z \) are literals.)

<table>
<thead>
<tr>
<th>Case</th>
<th>Clauses</th>
<th>Replacement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \lnot v \lor x, v \lor y, v \lor z )</td>
<td>( v_1 \lor x, \lnot v_2 \lor y, \lnot v_3 \lor z )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( v_1 \leq v_2, v_3, \lnot v_1 \lor \lnot v_4 )</td>
</tr>
<tr>
<td>2</td>
<td>( v \lor x, \lnot v \lor y, \lnot v \lor z )</td>
<td>( v_1 \lor x, \lnot v_2 \lor y, \lnot v_3 \lor z )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( v_1 \leq v_2, v_3 )</td>
</tr>
<tr>
<td>3</td>
<td>( \lnot v \lor x, \lnot v \lor y, \lnot v \lor z )</td>
<td>( v_1 \leq v_2, v_3 )</td>
</tr>
</tbody>
</table>

In the first case, when \( v_4 \) is introduced, we set \( w(v_4) = 1 \) and \( w(v_1) = w(v_2) = w(v_3) = 0 \). In the other two cases we set \( w(v_1) = 1 \) and \( w(v_2) = w(v_3) = 0 \).

First note that if \( v, x, y, z \) is a solution to the clauses with measure \( m \), then there is an assignment to \( v_1, v_2, v_3 \) (and \( v_4 \) in Case 1), \( x, y, \) and \( z \) such that this assignment is a solution to the replacement with the same measure. In Case 1 we let \( v_1 = v_2 = v_3 = \lnot v \) and \( v_4 = v \). It is not hard to see that if \( v, x, y, z \) is a solution to the clauses, then this assignment is a solution to the replacement with the same measure. In Case 2 and Case 3 we let \( v_1 = v_2 = v_3 = v \). It is clear that if \( v, x, y, z \) is a solution to the clauses, then this assignment is a solution to the replacement with the same measure.

Now, let \( v_1, v_2, v_3, v_4, x, y, z \) be a solution to the replacement in Case 1. If \( v_1 = 1 \), then \( v_2 = v_3 = 1, v_4 = 0 \) and \( v = 0, x, y, z \) is a solution to the clauses with the same measure. If \( v_1 = 0 \), then \( x = 1 \) and \( v = 1, x, y, z \) is a solution to the clauses with a measure not less than the measure of the solution to the replacement.

Let \( v_1, v_2, v_3, x, y, z \) be a solution to the replacement in Case 2. If we let \( v = v_1 \), then \( v, x, y, z \) is a solution to the clauses. Furthermore, the measures of these two solutions are the same. Case 3 works in the same way.
We have shown that from any solution \( s' \) to \( I' \) one can construct a solution \( s \) to \( I \) such that \( m(I, s) \geq m(I', s') \). Furthermore, for any solution \( s \) to \( I \) there is a solution \( s' \) to \( I' \) such that \( m(I, s) = m(I', s') \). In particular \( \text{OPT}(I) = \text{OPT}(I') \). So if \( s' \) is an \( r \)-approximate solution, then so is \( s \). Hence, the construction above is an \( S \)-reduction from MIS to W-Max Ones(\( \Gamma' \))-2.

\[ \square \]

We will now define a constraint language denoted by \( \mathcal{Q} \). We will later prove that W-Max Ones(\( \mathcal{Q} \))-2 is in \( \text{PO} \). \( \mathcal{Q} \) is the smallest constraint language such that:

- \( \emptyset, c_0, c_1, EQ^2 \) and \( \{(0,1),(1,0)\} \) are in \( \mathcal{Q} \);
- for any positive integer \( n \) the relation \( \{ t \in \{0,1\}^n \mid |t| \leq 1 \} \) is contained in \( \mathcal{Q} \);
- if \( R, R' \in \mathcal{Q} \) then their Cartesian product \( \{(t, t') \mid t \in R, t' \in R'\} \) is also in \( \mathcal{Q} \);
- if \( R \in \mathcal{Q} \) and \( n \) is the arity of \( R \) then \( R \oplus A \in \mathcal{Q} \) for every \( A \subseteq [n] \);
- if \( R \in \mathcal{Q} \), \( n \) is the arity of \( R \) and \( f : [n] \to [n] \) is a permutation on \( [n] \) then \( \{(t(f(1)), t(f(2)), \ldots, t(f(n))) \mid t \in R\} \) is in \( \mathcal{Q} \).

The following lemma describes the structure of the \( \Delta \)-matroid relations in \( ID_2 \). The proof is fairly long and a bit tedious but the ideas underlying the proof are quite simple.

**Lemma 6.16.** If \( R \in ID_2 \) is a \( \Delta \)-matroid relation, then \( R \in \mathcal{Q} \).

**Proof.** For a relation \( R \in \mathcal{Q} \) if \( R \) can be decomposed (possibly after a permutation of the coordinates of \( R \)) into a Cartesian product of other relations, \( P_1, P_2, \ldots, P_n \in \mathcal{Q} \) then \( P_1, P_2, \ldots, P_n \) will be called the factors of \( R \).

In this proof we will denote the majority function by \( m \), i.e., \( m(x, y, z) = (x \land y) \lor (y \land z) \lor (x \land z) \). Note that every relation in \( ID_2 \) is invariant under \( m \). Let \( R \) be a relation which contradicts the lemma, i.e., \( R \in ID_2 \), \( R \) is a \( \Delta \)-matroid and \( R \not\in \mathcal{Q} \). Let \( n \) be the arity of \( R \). We can assume without loss of generality that \( R \) consists of one factor, i.e., it is not possible to decompose \( R \) into a Cartesian product of other relations. In particular, for every \( i \in [n] \) there are \( t, t' \in R \) such that \( t(i) = 0 \) and \( t'(i) = 1 \).

As every relation of arity less than or equal to two is in \( \mathcal{Q} \) we can assume that \( n \geq 3 \). If for every pair \( t, t' \in R \) and every step \( s \) from \( t \) to \( t' \) we have \( s \in R \), then as no coordinate is constant, we must have \( (0,0,\ldots,0) \in R \) and \( (1,1,\ldots,1) \in R \). However, if \( (0,0,\ldots,0),(1,1,\ldots,1) \in R \) and every step from the former to the latter is in \( R \) then every tuple with one coordinate set to 1 is in \( R \), too. We can continue this way and get every tuple with two coordinates set to one and then every tuple with \( k \) coordinates set to 1 for \( k \in [n] \). Hence, we must have \( R = \{0,1\}^n \in \mathcal{Q} \).
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We can therefore assume that there is a coordinate \( l \) such that the step \( s = t \oplus l \) from \( t \) to \( t' \) is not in \( R \). Then, as \( R \) is a \( \Delta \)-matroid relation, there exists another coordinate \( K \) such that \( s \oplus \{ K \} \in R \) is a step from \( s \) to \( t' \). Let \( X \) denote the set of coordinates \( i \) such that \( t \oplus i \notin R \) but \( t \oplus \{ K, i \} \in R \), furthermore choose \( t \) and \( K \) such that \( |X| \) is maximised and let \( X' = X \cup \{ K \} \).

Our goal in the rest of the proof is to show that if \( X' = [n] \) then \( R \in Q \) and otherwise it is possible to decompose \( R \) into a Cartesian product with \( pr_X, R \) in one factor and \( pr_{[n] \setminus X}, R \) in the other factor. As we have assumed that \( R \) cannot be decomposed into a Cartesian product we get a contradiction and hence the relation \( R \) cannot exist.

Case 1: \(|X'| = 2\).

We will start with the case when \(|X'| = 2\). Assume, without loss of generality, that \( X' = \{ x, K \} \) then \( t, t \oplus \{ x, K \} \in R \) and \( t \oplus x \notin R \). We will now prove that we cannot have any tuples \( v \) in \( R \) such that \( pr_{X'}, v = pr_{X'}, (t \oplus x) \).

Claim 1.A. If \( v \in R \), then \( pr_{X'}, v \neq pr_{X'}, (t \oplus x) \).

Proof. Assume, for the sake of contradiction, that \( v \in R \) and \( pr_{X'}, v = pr_{X'}, (t \oplus x) \). Then, \( m(v, t, t \oplus \{ x, K \}) = v \in R \) due to the fact that \( R \in ID_2 \) and \( m \) is a polymorphism of \( ID_2 \). Furthermore, \( w \) must have the same value as \( t \) on every coordinate except for possibly \( x \) and \( K \), this follows from the fact that \( t \) has the same value as \( t \oplus \{ x, K \} \) on every coordinate except for \( x \) and \( K \). Hence, the only coordinates for which we do not know the value of \( w \) are \( x \) and \( K \). However, \( v(K) = t(K) \) (due do the construction of \( v \) and the fact that \( K \in X' \)). Hence we must get \( w(K) = t(K) \). For \( w(x) \) note that \( v(x) = (t \oplus \{ x, K \})(x) \), hence \( w(x) = (t \oplus x)(x) \). We can finally conclude \( w = t \oplus x \) which is a contradiction with the construction of \( X' \).

Similar arguments as the above will be used repeatedly in this proof. However, the presentation will not be as detailed as the one above.

We split the remaining part of Case 1 into two subcases, when \( t \oplus K \notin R \) (Subcase 1.1) and \( t \oplus K \in R \) (Subcase 1.2).

Subcase 1.1: \( t \oplus K \notin R \).

Assume that \( t \oplus K \notin R \), then \( pr_{X'}, (t \oplus K) \notin pr_{X'}, R \), because given a tuple \( v \) such that \( pr_{X'}, v = pr_{X'}, (t \oplus K) \) then \( m(t, t \oplus \{ x, K \}, v) = t \oplus K \), which is not in \( R \) by the assumption we made. Furthermore, for any tuple \( v \in R, v \oplus x \) is a step from \( v \) to either \( t \) or \( t \oplus \{ x, K \} \), but \( v \oplus x \notin R \) (because either \( pr_{X'}, v = pr_{X'}, t \) which implies \( v \oplus x \notin R \) by Claim 1.A or \( pr_{X'}, v = pr_{X'}, (t \oplus \{ x, K \}) \) which implies \( pr_{X'}, (v \oplus x) = pr_{X'}, (t \oplus K) \notin pr_{X'}, R \) by the assumption of this subcase).

The only way to get from \( v \oplus x \) to something which is in \( R \) is by flipping coordinate \( K \), hence \( v \oplus \{ x, K \} \in R \). This is the end of the case when \( t \oplus K \notin R \), because what we have proved above is that \( R \) can be decomposed
into a Cartesian product with the coordinates \( X' \) in one factor and \([n] \setminus X'\) in the other factor.

**Subcase 1.2: \( t \oplus K \in R \).**

By Claim 1.A we know that \( \text{pr}_{X'} (t \oplus x) \not\in \text{pr}_{X'} R \). We will now show that for any \( v \in R \) such that \( \text{pr}_{X'} v \) is either \( \text{pr}_{X'} t \) or \( \text{pr}_{X'} (t \oplus \{x, K\}) \), we have \( v \oplus \{x, K\} \in R \).

To this end, let \( v \) be an arbitrary tuple in \( R \) satisfying one of the conditions above. We will consider the two possible cases separately.

- If \( \text{pr}_{X'} v = \text{pr}_{X'} t \) then \( v \oplus x \) is a step from \( v \) to \( t \oplus \{x, K\} \) and \( v \oplus x \not\in R \). Furthermore, from Claim 1.A it follows that the only way to get into \( R \) is by flipping \( K \) hence \( v \oplus \{x, K\} \in R \).
- If \( \text{pr}_{X'} v = \text{pr}_{X'} (t \oplus \{x, K\}) \) then \( v \oplus K \) is a step from \( v \) to \( t \) and \( v \oplus K \not\in R \) (note that \( \text{pr}_{X'} (v \oplus K) = \text{pr}_{X'} (t \oplus x) \), so the claim follows from Claim 1.A). Furthermore, the only way to get into \( R \) is by flipping \( x \) hence \( v \oplus \{x, K\} \in R \).

Now, let \( v \) be an arbitrary tuple in \( R \) such that \( \text{pr}_{X'} v = \text{pr}_{X'} (t \oplus K) \) then \( v \oplus K \) is a step from \( v \) to \( t \). If \( v \oplus K \in R \) or \( v \oplus x \in R \) then we are done with this step, so assume that \( v \oplus K, v \oplus x \not\in R \). However, as \( R \) is a \( \Delta \)-matroid relation there has to exist a coordinate \( l \neq K, x \) such that \( v \oplus \{K, l\} \in R \) (we cannot have \( l = x \) due to Claim 1.A). Then we get, \( \text{pr}_{X'} (v \oplus \{K, l\}) = \text{pr}_{X'} t \) which implies \( v \oplus \{x, l\} \in R \) by the argument above. However, this means that \(|X|\) is not maximal as we could have chosen \( v, l \) and \( X' \) instead of \( t, K \) and \( X \), respectively. We conclude that \( v \oplus K \in R \) or \( v \oplus x \in R \), which implies \( v \oplus K \in R \) and \( v \oplus x \in R \).

Finally, let \( v \) be an arbitrary tuple in \( R \) such that \( \text{pr}_{X'} v = \text{pr}_{X'} t \) then \( v \oplus K \in R \). To see this note that \( m(t \oplus K, v, v \oplus \{x, K\}) = v \oplus K \).

We have now proved that \( R \) can be decomposed into a Cartesian product with the coordinates \( X' \) in one factor and \([n] \setminus X'\) in the other factor for this case too. As we have assumed that the arity of \( R \) is strictly greater than two we have \( X' \neq [n] \). Hence, \([n] \setminus X' \neq \emptyset \).

**Case 2: \(|X'| > 2\).**

We will now establish a number of properties which \( R \) must enjoy. Assuming that \( X' \neq [n] \), our main goal is still to show that \( R \) can be decomposed into a Cartesian product with \( X' \) in one factor and \([n] \setminus X'\) in one factor. If \( X' = [n] \) we will show that \( R \in Q \).

**Claim 2.A.** If \( d_R (\text{pr}_X x, \text{pr}_X t) \geq 1 \) and \( x(K) = t(K), then x \not\in R \).  

*Proof.* Let \( x \) be a tuple which satisfies the condition in the claim, assume that \( x \in R \), and let \( i \in X \) be a coordinate where \( x \) differs from \( t \). By the construction of \( X \) we have that \( t \oplus \{K, i\} \in R \), hence we get \( m(t, t \oplus \{K, i\}, x) = t \oplus \{i\} \in R \), which is a contradiction.
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Claim 2.B. If \(d_H(\text{pr}_X x, \text{pr}_X t) \geq 2\), then \(x \not\in R\).

Proof. We will prove this claim by induction on \(d = d_H(\text{pr}_X x, \text{pr}_X t)\). For the base case, let \(d = 2\). Let \(x \in X\) be some coordinate such that \(x(v) \neq t(v)\), if \(x \in R\) and \(x(K) = t(K)\) then \(m(t, x, t \oplus \{X, X\}) = t \oplus x \not\in R\). Hence \(x(K) = t(K)\) is not possible.

On the other hand if \(x(K) \neq t(K)\) then \(x \oplus K\) is a step from \(x\) to \(t\). By the argument in the preceding paragraph we get \(x \oplus K \not\in R\) (note that \(K \not\in X\) hence we have \(d_H(x \oplus K, \text{pr}_X t) = d\)). Furthermore as \(R\) is a \(\Delta\)-matroid relation we can flip some coordinate \(l \in X\) such that \(t(l) \neq x(l)\) to get a tuple which is in \(R\) (\(l \not\in X\) will not work as the argument in the preceding paragraph still applies in that case). However, \(d_H(x \oplus \{K, l\}, \text{pr}_X t) = d - 1 = 1\) hence by Claim 2.A we get a contradiction.

Now, assume that Claim 2.B holds for \(d = d'\). We will prove that it also holds for \(d = d' + 1\) such that \(2 < d \leq |X|\). Note that we can use exactly the same argument as above except for the very last sentence in which we appeal to Claim 2.B with \(d = d'\) instead of using Claim 2.A.

As we have assumed that Claim 2.B holds for \(d = d'\) we are done.

Claim 2.C. There is a tuple \(z \in \text{pr}_X. R\) such that for any tuple \(x \in R\) we have \(d_H(\text{pr}_X x, z) \leq 1\).

Proof. As \(|X'| > 2\) (this is the assumption we make in Case 2), there are tuples \(t \oplus \{i, K\}\) and \(t \oplus \{j, K\}\) for distinct \(i, j, K \in X'\) in \(R\). Hence, the tuple \(z' = m(t, t \oplus \{i, K\}, t \oplus \{j, K\}) = t \oplus K \in R\). Let \(z = \text{pr}_X. z'\).

We will now show that \(d_H(z, z, x) \leq 1\) for every tuple \(x \in R\). To this end, let \(x\) be an arbitrary tuple in \(R\). By Claim 2.B we must have \(d_H(x \oplus \{i, j\}) \leq 1\). Furthermore if \(x(K) = z(K) \neq t(K)\) then we are done as \(d_H(x \oplus \{i, j\}, z) \leq 1\) in this case. On the other hand, if \(x(K) = t(K)\) then Claim 2.A tells us that we must have \(d_H(x, z, x) = 0\) in which case Claim 2.C follows.

Claim 2.D. If \(x \in R\) and \(\text{pr}_X. x = z \oplus i\) for some \(i \in X'\), then \(x \oplus \{i, j\} \in R\) for every \(j \in X', j \neq i\).

Proof. Given \(j \in X', j \neq i\), there is at least one tuple \(v \in R\) such that \(v(j) \neq x(j)\) since otherwise the coordinate \(j\) would be constant and \(R\) could be decomposed into a Cartesian product. Hence, \(x' = x \oplus j\) is a step from \(x\) to \(v\), but Claim 2.C tells us that \(x' \not\in R\) and the only way to fulfill the two-step axiom is if \(x \oplus \{i, j\} \in R\).

Claim 2.E. If \(x \in R\) and \(\text{pr}_X. x = z\), then \(x \oplus i \in R\) for every \(i \in X'\).

Proof. By Claim 2.D it is sufficient to show that \(x \oplus i \in R\) for some \(i \in X'\). Assume for the sake of contradiction that there is a tuple \(x \in R\) such that \(\text{pr}_X. x = z\) and \(x \oplus i \not\in R\) for every \(i \in X'\). As there is no
We will now prove that \( R \) relations in the coordinates \( X \). Our goal is to show that for any \( u \), \( (\text{product}) \). On the other hand, if \( R \) \( \subseteq Q \), \( \text{ILP-2} \).

Proof (Of Lemma 6.17). Let \( R \) be an instance of \( \text{ILP-2} \). For any relation \( R \in \Gamma \) of arity \( n \) we know, from Lemma 6.16, that \( R \in \mathbb{Q} \). We can assume that \( R \) is not the Cartesian product of any other two relations, because if it is then every use of \( R \) can be substituted by the factors in the Cartesian product. If \( R \) is unary we can replace \( R(x) \) by \( x = 0 \) or \( x = 1 \). If \( R = \text{EQ}^2 \) then we can replace \( R(x, y) \) by \( x = y \) and if \( R(x, y) \leftrightarrow x \neq y \) then we replace \( R(x, y) \) by \( x = y - 1 \).

Now, assume that none of the cases above occur. We will show that

\[
R(t_1, t_2, \ldots, t_n) \iff \sum_{i=1}^{n} a_i t_i \leq b \quad (6.1)
\]
for some $a_i \in \{-1,1\}$ and integer $b$. Let $N$ be set of negated coordinates of $R$, i.e., let $N \subseteq [n]$ such that

$$R = \{(f(t_1,1), f(t_2,2), \ldots, f(t_n,n)) \mid t = (t_1, \ldots, t_n) \in \{0,1\}^n, |t| \leq 1\}$$

where $f : \{0,1\} \times [n] \rightarrow \{0,1\}$ and $f(x,i) = 1 - x$ if $i \in N$ and $f(x,i) = x$ otherwise. According to the definition of $Q$, $R$ can be written on this form. Let $a_i = -1$ if $i \in N$ and $a_i = 1$ otherwise. Furthermore, let $b = 1 - |N|$. It is now easy to verify that (6.1) holds.

As every variable occurs at most twice in $I$ every variable occur at most twice in $I'$ too. Furthermore, the coefficient in front of any variable in $I'$ is either $-1$, 0 or 1, so the sum of the absolute values in any column in $I'$ is bounded by 2. $I'$ is therefore an instance of ILP-2. If we let the weight function of $I'$ be the same as the weight function in $I$ it easily seen that any solution $s$ to $I'$ is also a solution to $I$ with the same measure. \qed

### 6.4.4 Classification of IL$_2$

In this section we will prove a classification result for $IL_2$. In this case non-D-matroid relations give rise to APX-complete problems and absence of such relations makes the problem tractable. Also for this class the tractability follows from a reduction to ILP-2.

A linear system of equations over $\mathbb{Z}_2$ (the two element field) with $n$ equations and $m$ variables can be represented by a matrix $A$, a constant column vector $b$ and a column vector $x = (x_1, \ldots, x_m)$ of variables. The system of equations is then given by $Ax = b$. Assuming that the rows of $A$ are linearly independent the set of solutions to $Ax = b$ are

$$\{(x', x'') \mid x' \in \mathbb{Z}_2^n, x'' \in \mathbb{Z}_2^{n-m} \text{ and } x'^T = A'x''^T + b'\}$$

where $x' = (x_1, \ldots, x_m)$, $x'' = (x_{m+1}, \ldots, x_n)$ and $A'$ and $b'$ are suitably chosen. (If some of the rows are linearly dependent, then we can remove dependent rows until we get a system of equations with linearly independent rows. The new system will have the same set of solutions as the original one.) If there is a column in $A'$ with more than one entry which is equal to 1 (or, equivalently more than one non-zero entry), then we say that the system of equations is coupled.

**Lemma 6.18.** Let $\Gamma$ be a conservative constraint language such that $\Gamma \subseteq IL_2$. If there is a relation $R \in \Gamma$ such that $R$ is the set of solutions to a coupled linear system of equations over $\mathbb{Z}_2$ then W-MAX ONES(\Gamma) \leq_S W-MAX ONES(\Gamma)-2, otherwise W-MAX ONES(\Gamma)-2 is in PO.

**Proof.** First note that every relation $R \in IL_2$ is the set of solutions to a linear system of equations over $\mathbb{Z}_2$ (see Table 6.1). We will start with the hardness proof. To this end we will construct a 2-representation of $EQ^3$. Let $R \in \Gamma$ be defined by

$$R = \{(x', x'') \mid x' \in \mathbb{Z}_2^n, x'' \in \mathbb{Z}_2^{n-m} \text{ and } x'^T = A'x''^T + b'\}$$
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for some $n, m, A'$ and $b'$. Here $x' = (x_1, \ldots, x_m)$ and $x'' = (x_{m+1}, \ldots, x_n)$. Furthermore, we can assume that there is one column (say $j$) in $A'$ with more than one entry equal to 1 (say $i$ and $i'$). Hence, $A'_{ij}$ and $A'_{i'j}$ are equal to 1. Our first implementation consists of $R$ and a number of $c_0$ constraints,

$$Q(x_{j+m}, x_i, x_{i'}) \iff \exists x_1, \ldots : R(x_1, \ldots, x_n) \bigwedge_{k : m+1 \leq k \leq n \atop k \not\in \{j+m, i, i'\}} c_0(x_k)$$

where the existential quantification is taken over all variables $x_l$ such that $l \in [n] \setminus \{j + m, i, i'\}$. It follows that

$$Q(x_{j+m}, x_i, x_{i'}) \iff x_i = x_{j+m} + c \land x_{i'} = x_{j+m} + d$$

for some constants $c, d \in \mathbb{Z}_2$ (recall that the $j$th component of $x''$ is $x_{j+m}$ and the $i$ and $i'$th components of $x'$ are $x_i$ and $x_{i'}$, respectively). This means that we get four cases, the first one is $Q = EQ^3$ (if $c = d = 0$), in which case we are done. By reordering of the indices the other three cases are equivalent to $Q = \{(0, 0, 1), (1, 1, 0)\}$ (if $(c, d) \in \{(1, 0), (0, 1), (1, 1)\}$). We give a 2-representation of $EQ^3$ for this case. Note that

$$EQ^3(y_1, y_2, y_3) \iff \exists z, z' : Q(y_1, y_2, z) \land Q(y_3, z', z).$$

For the containment proof note that every relation in $\Gamma$ is the set of solutions to some non-coupled linear system of equations over $\mathbb{Z}_2$. The set of feasible solutions to an instance of W-Max Ones($\Gamma$)-2 is therefore the set of solutions to a linear system of equations over $\mathbb{Z}_2$ with the property that every variable occurs at most twice. This problem can be solved by a reduction to ILP-2: each equation over $\mathbb{Z}_2$, $\sum a_i x_i = b \pmod{2}$, is replaced by an equation of the form $\sum a_i x_i = b + 2z$ where $z$ is a fresh variable which is unrestricted (i.e., we do not introduce any bounds for $z$).

Corollary 6.19. Let $\Gamma$ be a conservative constraint language such that $\text{Pol}(\Gamma) = \text{Pol}(IL_2)$. If there is a relation $R \in \Gamma$ such that $R$ is not a $\Delta$-matroid relation then W-Max Ones($\Gamma$)-2 is APX-complete, otherwise W-Max Ones($\Gamma$)-2 is in PO.

Proof. Given a constraint language $\Gamma$ such that $\text{Pol}(\Gamma) = \text{Pol}(IL_2)$ then W-Max Ones($\Gamma$) is APX-complete [102].

It is not hard to see that for a relation $R \in \Gamma$, $R$ is not a $\Delta$-matroid relation if and only if $R$ is the set of solutions to a coupled system of equations. (The “if”-part follows directly from the representation of relation $Q$ in Lemma 6.18.) If the system is not coupled, then the relation is a Cartesian product of relations and each factor is definable by a single equation.

Hence, if there is a relation $R \in \Gamma$ such that $R$ is not a $\Delta$-matroid relation then we get APX-completeness for W-Max Ones($\Gamma$)-2 from Lemma 6.18. On the other hand, if there is no non-$\Delta$-matroid relation in $\Gamma$ then no relation is the set of solutions to a coupled system of equations and hence we get tractability from Lemma 6.18. \qed
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6.4.5 $IE_2$, $IS_{12}$ and $IS_{10}$

In this section we will investigate the complexity of the relations contained in $IE_2$. We do not get a complete characterisation result for the complexity of W-MAX Ones-2 in this case. However, we prove a characterisation theorem for the $\Delta$-matroids in $IS_{12}$ and $IS_{10}$. It turns out that the $\Delta$-matroids in $IS_{12}$ are in fact matroids and the $\Delta$-matroids in $IS_{10}$ are only slightly more general than matroids. We prove this in the next subsection. After that we show that every non-$\Delta$-matroid in $IE_2$ implies hardness for W-MAX Ones-2.

6.4.5.1 $\Delta$-matroid Relations in $IS_{10}$ and $IS_{12}$

Lemma 6.20. Let $R \in IS_{10}$ be a $\Delta$-matroid relation of arity $n$ which cannot be decomposed into a Cartesian product. Then, either $R \in IS_{12}$ or

$$R(x_1, x_2, \ldots, x_n) \iff \sum_{i=1}^{n-1} x_i \leq 1, \bigwedge_{i=1}^{n-1} IMPL(x_i, x_n)$$

(up to a permutation of $x_1, x_2, \ldots, x_n$).

Proof. Let $R \in IS_{10}$ be a $\Delta$-matroid relation of arity $n$ which cannot be decomposed into a Cartesian product. As $R$ cannot be decomposed there is no $i \in [n]$ such that $t(i) = 1$ (or $t(i) = 0$) for all $t \in R$. If $R \in IS_{12}$ then the lemma follows, so assume that $R \not\in IS_{12}$. Then there exists at least one constraint application in the plain representation of $R$ which uses IMPL (see Table 6.1). Assume, without loss of generality, that IMPL($x_1, x_n$) occurs in the implementation. Let $I$ be the set of all indices $i \in [n]$ such that IMPL($x_i, x_n$) occurs in the implementation. We can assume that $n \not\in I$.

Claim A. For every $t \in R$ we have $|\text{pr}_I t| \leq 1$.

Proof. Assume there is a tuple $t \in R$ such that $|\text{pr}_I t| > 1$. We must have $t(n) = 1$ and $t' = t \oplus n$ is a step from $t$ to $0 \in R$. (0 is contained in $R$ as no index is constant in $R$ and $R$ is closed under the and operation.) However, as $|\text{pr}_I t'| > 1 > 0$ and $t'(n) = 0$ it follows that $t' \not\in R$. Furthermore, no step from $t'$ to 0 is in $R$ (as $|\text{pr}_{t'} I| > 1$).

This contradicts the fact that $R$ is a $\Delta$-matroid relation. If $I = [n-1]$ then we are done, as we have showed that $R$ is of the required form. We will proceed by showing that $I \neq [n-1]$ implies that $R$ can be decomposed into a Cartesian product. More specifically, we will show that $R$ can be decomposed into a Cartesian product with the indices $I \cup \{n\}$ in one factor and $[n-1] \setminus I$ in the other factor.

Claim B. If $t \in R$ and $\text{pr}_{I \cup \{n\}} t = 0$, then $t \oplus \{i, n\} \in R$ for all $i \in I$.

Proof. As no index in $R$ is constant, there is for every $i \in I$ a tuple $t_i \in R$ such that $t_i(i) = 1$ (and due to the IMPL constraints we will have $t_i(n) = 1$ too). Then, for each $i \in I$, $t \oplus i$ is a step from $t$ to $t_i$, ...
but \( t \oplus i \not\in R \) (as \( (t \oplus i)(n) = 0 \)). Furthermore, the only way to get into \( R \) is by flipping \( n \), hence we must have \( t + \{i, n\} \in R \) for each \( i \).

Claim C. In the plain representation of \( R \) there is no constraint application of the form \( \text{IMPL}(x_i, x_j) \) for any \( i \in I \) and \( j \neq i, n \).

Proof. To see this assume, without loss of generality, that \( i < j \), then \( (0, 0, 0), (1, 1, 1) \in \text{pr}_{\{i,j,n\}} R \) and \( (1, 0, 0), (1, 1, 0), (1, 0, 1) \not\in \text{pr}_{\{i,j,n\}} R \). As \( (1, 0, 0) \) is a step from \( (0, 0, 0) \) to \( (1, 1, 1) \) and neither \( (1, 0, 0), (1, 1, 0), (1, 0, 1) \), nor \( (1, 0, 1) \) are contained in \( \text{pr}_{\{i,j,n\}} R \) it follows that \( \text{pr}_{\{i,j,n\}} R \) is not a \( \Delta \)-matroid relation. As any projection of a \( \Delta \)-matroid relation is a \( \Delta \)-matroid relation the claim follows.

Claim D. If \( I = \{i\} \), then either the constraint application \( \text{IMPL}(x_n, x_i) \) exists in the plain representation of \( R \) or \( t[i = 0] \in R \) for any \( t \in R \).

Proof. Note that we cannot have a constraint application of the form \( \text{IMPL}(x_n, x_i) \) for any \( j \neq i, n \), because such a constraint would imply \( \text{IMPL}(x_i, x_j) \) and this is impossible by Claim C. We can also assume that there is no constraint application of the form \( \text{IMPL}(x_j, x_i) \) for any \( j \neq i, n \), because such a constraint would imply \( \text{IMPL}(x_j, x_n) \) and hence \( j \in I \) which is not true. So the only possible \( \text{IMPL} \) constraints are \( \text{IMPL}(x_i, x_n) \) (which we know exist) and \( \text{IMPL}(x_n, x_i) \). Assume that \( \text{IMPL}(x_n, x_i) \) does not exist. The claim now follows from the observation that the only other constraints which appear in the plain representation of \( R \) is \( \text{NAND} \) and the fact that if \( x \in \text{NAND} \) and \( y \leq x \), then \( y \in \text{NAND} \).

Claim E. If \( |I| > 1 \), then for any \( t \in R \) the tuple \( t' \) defined as \( t'(i) = 0 \) for \( i \in I \) and \( t'(i) = t(i) \) for \( i \in [n] \setminus I \), is contained in \( R \).

Proof. This claim is very similar to Claim D. We cannot have a constraint application of the form \( \text{IMPL}(x_n, x_j) \) for any \( j \neq n \), because such a constraint application would imply \( \text{IMPL}(x_j, x_i) \) for all \( i \in I \) and this is impossible by Claim C. We can also assume that there is no constraint application of the form \( \text{IMPL}(x_j, x_i) \) for any \( i \in I \) and \( j \neq i, n \), because such a constraint would imply \( \text{IMPL}(x_j, x_n) \) and hence \( j \in I \) and then \( \text{IMPL}(x_j, x_i) \) contradicts Claim C. As the only other constraint we can use is \( \text{NAND} \) the claim follows.

Claim F. If \( t \in R \), \( \text{pr}_I t = 0 \), and \( t(n) = 1 \), then \( t \oplus n \in R \) and \( t \oplus i \in R \) for each \( i \in I \).

Proof. Let \( t \in R \) be an arbitrary tuple such that \( \text{pr}_I t = 0 \) and \( t(n) = 1 \). Then \( t \oplus n \in R \) unless there is a constraint application of the form \( \text{IMPL}(x_j, x_n) \) for some \( i \in [n] \setminus I \) and \( t(i) = 1 \), however as \( I \) is the set of all such indices no such constraint application can exist. Hence, we must have \( t \oplus n \in R \). As \( \text{pr}_{I \cup \{n\}} t \oplus n = 0 \) it follows from Claim B.
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that \((t \oplus n) \oplus \{i, n\} = t \oplus i\) is contained in \(R\).

The proof now splits into two cases.

**Case 1:** \(|I| > 1\). We have proved that for an arbitrary tuple \(t \in R\) we have \(|\text{pr}_I t| \leq 1\) (Claim A). Furthermore, by Claim E combined with Claim F the tuple \(t'\) defined by \(t'(i) = 0\) if \(i \in I \cup \{n\}\) and \(t'(i) = t(i)\) otherwise, is contained \(R\) for every \(t \in R\). By Claim B we have \(t' \oplus \{i, n\} \in R\) and by Claim B combined with Claim E we have \(t' \oplus n \in R\).

In other words, we have proved that for every tuple \(t \in R\) there is a tuple \(t' \in R\) such that \(\text{pr}_{[n-1]\setminus I} t = \text{pr}_{[n-1]\setminus I} t'\), furthermore \(\text{pr}_{I \cup \{n\}} t'\) can be chosen arbitrarily with the restrictions that the number of ones is less than or equal to two and \(t'(i) = 1\) for some \(i \in I\) implies \(t'(n) = 1\). We have also proved that if \(t \in R\) then \(|\text{pr}_I t| \leq 1\). This implies that \(R\) can be decomposed into a Cartesian product with the indices \(I \cup \{n\}\) in one factor and \([n-1] \setminus I\) in the other factor.

**Case 2:** \(|I| = 1\). Let \(I = \{i\}\). If the second case of Claim D holds, that is, if for any \(t \in R\) the tuple \(t[i = 0]\) is contained in \(R\), then the argument in Case 1 works. We therefore assume that the constraint application \(\text{IMPL}(x_n, x_i)\) exists in a representation of \(R\). It follows that \(\text{pr}_{\{i, n\}} R = \{(0, 0), (1, 1)\}\).

Let \(t\) be an arbitrary tuple in \(R\). If \(\text{pr}_{\{i, n\}} t = (0, 0)\), then by Claim B, the tuple \(t[0, 1, n]\) is contained in \(R\). On the other hand, if \(\text{pr}_{\{i, n\}} t = (1, 1)\), then by the argument used in Claim D it follows that \(t \oplus \{i, n\} \in R\). Hence, \(R\) can be decomposed into a Cartesian product with the indices \(\{i, n\}\) in one factor and \([n-1] \setminus \{i\}\) in the other factor.

The lemma above tells us that the only \(\Delta\)-matroid relations which cannot be decomposed into a Cartesian product and are contained in \(IS_{10}\) but not in \(IS_{12}\) are of the following form:

\[
\{(0 0 0 0),
(0 0 0 1),
(0 1 0 1),
(0 0 1 1),
(0 0 0 1)\}
\]

Such relations can be represented in ILP-2 problems by the inequality

\[x_1 + x_2 + \ldots + x_{n-1} \leq x_n.\]

A relation over a boolean domain naturally corresponds to a set system. A relation \(R\) of arity \(n\) is a set of tuples, each of length \(n\). The set system which corresponds to \(R\) is a pair \((E, I)\) where \(|E| = n\) and \(I\) is a collection of subsets of \(E\). More precisely, we have \(E = [n]\) and \(\{i \in [n] \mid t_i = 1, t = (t_1, t_2, \ldots, t_n) \in I\) if and only if \(t \in R\). Hence, each tuple \(t = (t_1, t_2, \ldots, t_n)\) in the relation corresponds to a set \(A\) in \(I\) and if \(t_i = 1\) then \(i \in A\). It is sometimes more convenient to work with the set system instead of with the relation.

A *matroid* is a set system \((E, I)\) which satisfies
(I) \( \emptyset \in I \) and \( |I| > 1 \),

(II) if \( A \in I \) and \( B \subseteq A \) then \( B \in I \), and

(III) if \( A, B \in R \) and \( |A| = |B| + 1 \), then there is an element \( x \in A \setminus B \) such that \( B \cup \{x\} \in I \).

A matroid relation is a relation where the corresponding set system satisfies (I), (II) and (III).

For two tuples \( t = (t_1, t_2, \ldots, t_n) \) and \( t' = (t'_1, t'_2, \ldots, t'_n) \) we write \( t \leq t' \) if \( t_i \leq t'_i \) for all \( i \in [n] \). We say that a relation \( R \) is downward closed if \( t \in R \) and \( t' \leq t \) implies \( t' \in R \). Note that downward closedness for a relation is exactly the same thing as (II) in the definition above for the corresponding set system.

**Lemma 6.21.** Let \( R \in IS_{12} \) be a \( \Delta \)-matroid relation of arity \( n \) such that

- there is no subset \( X \) of \([n]\) such that \( \text{pr}_X R = EQ^2 \) and
- there is no \( x \in [n] \) such that \( \text{pr}_{\{x\}} R = c_1 \),

then \( R \) is a matroid relation.

**Proof.** To simplify the presentation we will use the set system perspective of the relation, instead of looking at it as a set of tuples. Let \( E, I \) be the set system which corresponds to \( R \). From the fact that \( c_1, EQ^2, \{\text{NAND}^k \mid k \in \mathbb{N}\} \) is a plain basis for \( IS_{12} \) and the assumptions in the lemma it follows that \( R \) is downwards closed. Hence, (I) and (II) are satisfied by \( R \) and we only need to verify (III). Let \( A, B \in I \) be two sets such that \(|A| = |B| + 1 \).

If \( B \subseteq A \) then we are done, so assume that \( B \not\subseteq A \).

We will show, using the \( \Delta \)-matroid properties of \( R \), that we can take a step from \( B \) towards \( A \) such that \( B \cup \{j\} \in I \), for some \( j \in A \setminus B \). Let \( X = B \setminus A \) and let \( i \in X \), then \( A \triangle \{i, k\} \in I \) for some \( k \in A \triangle B \). If \( k \in X \) there is a subset \( A' \) of \( A \triangle \{i, k\} \) such that \(|A'| = |B| + 1 \) and \(|B \setminus A'| < |X| \) and \( A' \setminus B \subseteq A \setminus B \). In this case we can repeat the argument with \( A' \) and \( B \) instead of \( A \) and \( B \). We can therefore assume that \( k \in A \setminus B \). We will now divide the proof into two cases, depending on the cardinality of \( X \).

**Case A:** \(|X| = 0 \). It follows that \( B \subseteq A \) which contradicts the assumption \( B \not\subseteq A \).

**Case B:** \(|X| > 0 \). In this case \(|A \setminus B| \geq |X| + 1 \). Let \( A' = A \triangle \{i, k\} \), we have \( A' \in I \). Furthermore, \(|A'| = |B| + 1 \) and \(|B \setminus A'| < |X| \) and \( A' \setminus B \subseteq A \setminus B \), hence repeating this procedure with \( A', B \) instead of \( A, B \) will eventually get us to Case A. \( \square \)

**Lemma 6.22.** Let \( R \) be a matroid relation, then \( R \in IS_{12} \).

**Proof.** As noted before, property (II) in the definition of a matroid is the same thing as downward closedness. Remember that \( IS_{12} \) contains those relations which are closed under \( f(x, y, z) = x \land (y \lor \neg z) \).
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Given a matroid relation \( R \) and three tuples \( x, y, z \in R \) let \( t = f(x, y, z) \). We have \( t \leq x \) and as \( R \) is downward closed we must have \( t \in R \). Hence, \( R \) is closed under \( f \) which implies \( R \in IS_{12} \).

6.4.5.2 Hardness Results for \( IE_2 \)

In this section we will prove that if \( \Gamma \subseteq IE_2 \) and there is a non-\( \Delta \)-matroid relation in \( \Gamma \), then \( W\text{-Max Ones}(\Gamma) \) is \( \text{APX} \)-hard. The main part of our hardness result is the following lemma.

**Lemma 6.23.** Let \( R(x_1, x_2, x_3) \iff NAND^2(x_1, x_2) \land NAND^2(x_2, x_3) \), then \( W\text{-Max Ones}(\{c_0, c_1, R\}) \) is \( \text{APX} \)-complete.

Note that \( R \) is not a \( \Delta \)-matroid relation. With Lemma 6.23 and a careful enumeration of the types of non-\( \Delta \)-matroid relations that exists in \( IE_2 \), we can deduce the desired result: if there is a non-\( \Delta \)-matroid relation in the constraint language, then \( W\text{-Max Ones}(\cdot) \) is \( \text{APX} \)-hard. The proof builds upon the work in \([12, 56, 99]\).

**Proof (Of Lemma 6.23).** For the containment note that the algorithm in Lemma 6.6 can be used, as an instance of \( W\text{-Max Ones}(\{c_0, c_1, R\}) \) can easily be reduced to an instance of \( W\text{-Max Ones}(\{c_0, c_1, NAND^4\}) \).

We will do an \( L \)-reduction from \( \text{Max 2SAT-3} \) (i.e., \( \text{Max 2SAT} \) where every variable occurs at most three times), which is \( \text{APX} \)-complete \([9, Chapter 8]\). The reduction is based on Theorem 1 in \([12]\), which in turn is based on some of Viggo Kann’s work on 3-dimensional matching \([99]\).

We will do the reduction in two steps, we will first reduce \( \text{Max 2SAT-3} \), to a restricted variant of \( \text{MIS-3} \). More precisely the graphs produced by the reduction will have maximum degree three and it will be possible to “cover” the graphs with \( R \) (we will come back to this soon).

Let \( I = (V, C) \) be an arbitrary instance of \( \text{Max 2SAT-3} \). We will construct an instance \( I' = (G, w) \), where \( G = (V', E') \) and \( w : V' \rightarrow Q \), of weighted maximum independent set. We can assume, without loss of generality, that each variable in \( I \) occurs at least once unnegated and at least once negated. For a node \( v \in V \) construct four paths with three nodes each. Sequentially label the nodes in path number \( x \) by \( p_{x1}, p_{x2}, p_{x3} \). Construct three complete binary trees with four leaves each and label the roots of the trees with \( v_1, \neg v_1, v_2 \) (or \( v_1, \neg v_1, \neg v_2 \) if \( v \) occurs once unnegated and twice negated). Finally, identify the leaves of each of the trees with the nodes in the paths with similar labels, where two labels \( p_{xy} \) and \( p_{uv} \) are similar if \( y = v \). Figure 6.2 contains this gadget for our example variable, \( v \).

Let the \( w \) be defined as follows, \( w(p_{12}) = w(p_{22}) = w(p_{12}) = w(p_{42}) = 2, 25, w(x_{21}) = w(x_{22}) = 2 \) and \( w(\cdot) = 1 \) otherwise.

We use \( X(v) \) to denote the nodes in these paths and trees which are associated with the variable \( v \). Furthermore, let \( X \) be the disjoint union of the \( X(v)'s \) when \( v \) ranges over all variables. Let \( S \) be a solution to the independent set problem for \( X \) and let \( v \) be a variable. The solution \( S \) will
be called consistent for \( v \) if we have \( v_1, v_2 \in S \) and \( \neg v_1 \notin S \) or vice versa (i.e., \( v_1, v_2 \notin S \) and \( \neg v_1 \in S \)). We say that \( S \) is consistent if it is consistent for \( v \) for every variable \( v \).

It is not hard to verify (e.g., with a computer assisted search) that the optimal solutions to \( X \) are consistent. Furthermore, there is an optimal solution \( S \) such that \( v_1, v_2 \in S \) and \( \neg v_1 \notin S \) and an optimal solution \( S' \) such that \( v_1, v_2 \notin S' \) and \( \neg v_1 \in S' \).

For each clause \( c \in C \), containing the literals \( l_1 \) and \( l_2 \), add two fresh nodes \( c \) and \( c' \) to \( G' \). Connect \( c \) and \( c' \) with an edge and connect \( c \) with the node which is labelled with \( \neg l_1 \) (one of the roots of the trees). Do the same thing for \( c' \) and \( \neg l_2 \). Let \( w(c) = w(c') = 1 \).

We now show that given a solution to \( I' \) it is possible to construct a consistent solution with a measure which is greater than or equal to the measure of the original solution.

Let \( S \) be a solution to \( I' \). Let \( v \) be some variable such that \( S \) is not consistent for \( v \). If \( \neg v_1 \in S \), then we let \( S' = (S \setminus X(v)) \cup O(v) \) where \( O(v) \) is the set of nodes contained in an optimal solution to \( X(v) \) under the restriction that \( \neg v_1 \in O(v) \) (and hence \( v_1, v_2 \notin O(v) \)). It is clear that \( S' \) is an independent set in \( G \) as \( S \) is an independent set in \( G \).

If \( \neg v_1 \notin S \) and \( (v_1 \notin S \) or \( v_2 \notin S \) we proceed in a similar way. Let \( S' = (S \setminus X(v)) \cup O(v) \) where \( O(v) \) is as above. In this case \( S' \) does not have to be an independent set in \( G \) as we have added \( \neg v_1 \) to \( S' \) and a node \( c \) adjacent to \( \neg v_1 \) which corresponds to a clause where \( \neg v_1 \) participates might be contained in \( S' \). However, by removing this node from \( S' \) we get a new set \( S'' \) which is an independent set. Furthermore, as \( S \) was not consistent for \( v \) it follows that the measure of \( S \) on \( X(v) \) is strictly less than the measure
of \( S'' \) on \( X(v) \). Hence, the loss we got by removing \( c \) is made up for.

We will now show that

\[
\text{opt}(I') \leq |V|K + \text{opt}(I)
\]  

(6.2)

where \( K = 14 \) is the optimum value for our gadget. To see this, let \( S' \) be an optimal solution to \( I' \). By the argument above we can assume that \( S' \) is consistent. Hence, we can construct a solution \( s \) to \( I \) by letting \( s(v) = \text{True} \) if the nodes which corresponds to the literals where the variable \( v \) occurs positively is contained in \( S' \) and \( s(v) = \text{False} \) otherwise. (As \( S' \) is consistent if the nodes corresponding to positive occurrences of \( v \) are contained in \( S' \), then the negative nodes are not contained in \( S' \) and vice versa.) Let \( l_1 \lor l_2 \in C \) be some constraint, where \( l_1 \) and \( l_2 \) are literals, and let \( c \) and \( c' \) denote the two nodes we introduced in \( G' \) from this constraint. If \( \neg l_1, \neg l_2 \in S' \), then \( c, c' \not\in S' \) and the constraint is not satisfied in \( s \). On the other hand, if \( \neg l_1 \not\in S' \) or \( \neg l_2 \not\in S' \), then either \( c \in S' \) or \( c \not\in S' \) and the constraint is satisfied in \( s \). The inequality (6.2) follows from this argument.

As \( \text{opt}(I) \geq |C|/2 \) and \( |V| \leq 2|C| \) it follows from (6.2) that \( \text{opt}(I') \leq 2K|C| + \text{opt}(I) \leq (4K + 1)\text{opt}(I) \), hence \( \beta = 4K + 1 \) is an appropriate parameter for an \( L \)-reduction.

For any consistent solution \( S' \) to \( I' \) we can use the method above to construct a solution \( s \) to \( I \) (i.e., for each variable \( v \in V \) let \( s(v) = \text{True} \) if \( v \not\in S' \) and \( s(v) = \text{False} \) otherwise). We will then have \( |\text{opt}(I) - m(I, s)| \leq |\text{opt}(I') - m(I', S')| \). Hence, \( \gamma = 1 \) is an appropriate parameter for the \( L \)-reduction.

Using \( c_0 \) and \( R \) it is possible to 2-represent \( \text{NAND}^2(x, y) \). To reduce \( I' \) to an instance of \( \text{W-Max Ones}(\{R\}) \)-2 note that we can “cover” each variable gadget with \( R \) and \( \text{NAND}^2 \), see Figure 6.3 for how this is done. Furthermore, in the covering we have only used \( v_1, \neg v_1 \) and \( v_2 \) once so it will not be any problems with connecting the gadgets to each other with \( \text{NAND}^2 \) constraints. The final subcase is \( \Gamma \subseteq IE_2 \).

Lemma 6.24. Given a relation \( R \in IE_2 \) which is not closed under \( f(x, y) = x \lor y \), then \( R \) can 2-represent \( \text{NAND}^2 \).

Proof. From Lemma 6.8 it follows that \( R \) can 2-represent either \( \text{NAND}^2 \) or \( x \neq y \), but the latter is not contained in \( IE_2 \), hence we must have the former.

Lemma 6.25. Let \( \Gamma \) be a conservative constraint language. If \( IS_{IE_2}^2 \subseteq \langle \Gamma \rangle \subseteq IE_2 \) and there is a relation \( R \in \Gamma \) such that \( R \) is not a \( \Delta \)-matroid relation, then \( \text{W-Max Ones}(\Gamma)-2 \) is \( \text{APX-hard} \).

Some parts of the following proof is similar to the proof of Lemma 6.15. Both of the proofs build upon Feder’s work in [56] that non-\( \Delta \)-matroids causes \( \text{CSP}(\Gamma)-2 \) to be no easier than \( \text{CSP}(\Gamma) \). This case is a bit more
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Figure 6.3: The gadget for the variable $v$ covered by the relation $R$. Note that each variable occurs at most twice and that $v_1$, $v_2$ and $\neg v_1$ occurs once. Constraints with overlapping nodes are represented by two different line styles in the graph: solid and dotted.

<table>
<thead>
<tr>
<th>Part of graph</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paths</td>
<td>$R(p_{11}, p_{12}, p_{13})$, $R(p_{21}, p_{22}, p_{23})$</td>
</tr>
<tr>
<td></td>
<td>$R(p_{31}, p_{32}, p_{33})$, $R(p_{41}, p_{42}, p_{43})$</td>
</tr>
<tr>
<td>Tree for $v_1$</td>
<td>$R(p_{11}, x_{11}, p_{21})$, $R(p_{31}, x_{12}, p_{31})$, $R(x_{11}, v_1, x_{12})$</td>
</tr>
<tr>
<td>Tree for $\neg v_1$</td>
<td>$R(p_{12}, x_{21}, p_{22})$, $R(p_{32}, x_{22}, p_{42})$, $R(x_{21}, \neg v_1, x_{22})$</td>
</tr>
<tr>
<td>Tree for $v_2$</td>
<td>$R(p_{13}, x_{31}, p_{23})$, $R(p_{33}, x_{32}, p_{43})$, $R(x_{31}, v_2, x_{32})$</td>
</tr>
</tbody>
</table>
complicated compared to Lemma 6.15 because we do not have access to all
two-liter clauses here.

Proof. As in Lemma 6.15 we can 2-represent a non-$\Delta$-matroid relation of
arity 3 with $R$, $c_0$ and $c_1$. Let $P$ be this relation. As $P$ is not a $\Delta$-matroid
relation there exists tuples $v, v' \in P$ such that $d_H(v, v') = 3$ and a step
$s \notin P$ from $v$ to $v'$ such that no step from $s$ to $v'$ is contained in $P$.

We can assume that $v \oplus 1, v \oplus \{1, 2\}, v \oplus \{1, 3\} \notin P$. Hence, depending
on $v$ and which other tuples that are in $P$ we get a number of possibilities.
We will use the following notation: $a = v \oplus 2$, $b = v \oplus 3$ and $c = v \oplus \{2, 3\}$.
Zero or more of $a$, $b$ and $c$ may be contained in $P$. Tables 6.5–6.8 list the
possible relations we can get, up to permutations of the coordinates. Note
that $a \in P, b, c \notin P$ and $b \in P, a, c \notin P$ are equivalent if we disregard
permutations of the coordinates. Similarly $a, c \in P, b \notin P$ and $b, c \in P, a \notin P$ are equivalent.

We now get three possibilities

1. $P$ is not in $IE_2$ and can therefore be omitted from further consideration
(it is clear that if $P$ is not in $IE_2$ then $R$ is not in $IE_2$ either, which
is a contradiction with the assumptions in the lemma);

2. $P$ can 2-represent $EQ^3$, $y \leq x = z$, $y \leq x = z$, or $x \leq y \leq z$; or

3. $P$ can 2-represent $ABC5$.

Table 6.3 lists all the relations and which of the three cases that occur for
them.

In Case 2, if we can 2-represent $x = z \leq y$, $y \leq x = z$, or $x \leq y \leq z$,
then we can use a circle of constraints to 2-represent $EQ^3$, as was done in
Lemma 6.15. If we can 2-represent $EQ^3$, we get poly-APX-hardness due
to the construction in Lemma 6.24, Lemma 6.2 and a simple reduction from
MIS.

In Case 3 we can 2-represent the relation $ABC5$, with the representations
in Table 6.4. The relation $ABC5$ is equivalent to

$$\text{NAND}^2(x_1, x_2) \land \text{NAND}^2(x_1, x_3).$$

By Lemma 6.23 this relation causes W-Max Ones($\Gamma$)-2 to be APX-hard.

$\Box$

The results obtained in Lemma 6.25 is not optimal for all non-$\Delta$-matroids.
It is noted in the proof that we get poly-APX-hardness results for some of
the relations, but we do not get this for all of them. In particular we do not
get this for $A3, AB1, BC4, ABC1, ABC3, ABC5$ and $ABC6$. However,$ABC5$ is contained in APX by Lemma 6.23.

6.5 Non-conservative Constraint Languages

In this section we will take a look at the non-conservative case, i.e., we will
look at constraint languages which do not necessarily contain $c_0$ and $c_1$. A
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Table 6.3: Non-\(\Delta\)-matroid relations in Lemma 6.25. The table lists 2-representations of relations which makes \(W\text{-MAX ONES}(\cdot)\)-2 hard for all non-\(\Delta\)-matroid relations contained in \(IE_2\) of arity three.

<table>
<thead>
<tr>
<th>Relation</th>
<th>2-representation or comment</th>
<th>Relation</th>
<th>2-representation or comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Is (EQ^3)</td>
<td>BC2</td>
<td>Not in (IE_2)</td>
</tr>
<tr>
<td>2</td>
<td>Not in (IE_2)</td>
<td>BC3</td>
<td>Not in (IE_2)</td>
</tr>
<tr>
<td>A1</td>
<td>Is (x = z \leq y)</td>
<td>BC4</td>
<td>See Table 6.4</td>
</tr>
<tr>
<td>A2</td>
<td>Not in (IE_2)</td>
<td>AB1</td>
<td>See Table 6.4</td>
</tr>
<tr>
<td>A3</td>
<td>See Table 6.4</td>
<td>AB2</td>
<td>Not in (IE_2)</td>
</tr>
<tr>
<td>A4</td>
<td>Not in (IE_2)</td>
<td>AB3</td>
<td>Not in (IE_2)</td>
</tr>
<tr>
<td>A5</td>
<td>Not in (IE_2)</td>
<td>AB4</td>
<td>Not in (IE_2)</td>
</tr>
<tr>
<td>A6</td>
<td>Is (y \leq x = z)</td>
<td>AB5</td>
<td>Not in (IE_2)</td>
</tr>
<tr>
<td>C1</td>
<td>Same as A6</td>
<td>AB6</td>
<td>Not in (IE_2)</td>
</tr>
<tr>
<td>C2</td>
<td>Not in (IE_2)</td>
<td>ABC1</td>
<td>See Table 6.4</td>
</tr>
<tr>
<td>C3</td>
<td>Not in (IE_2)</td>
<td>ABC2</td>
<td>Not in (IE_2)</td>
</tr>
<tr>
<td>C4</td>
<td>Not in (IE_2)</td>
<td>ABC3</td>
<td>See Table 6.4</td>
</tr>
<tr>
<td>C5</td>
<td>Not in (IE_2)</td>
<td>ABC4</td>
<td>Not in (IE_2)</td>
</tr>
<tr>
<td>C6</td>
<td>Same as A1</td>
<td>ABC5</td>
<td>See Lemma 6.23</td>
</tr>
<tr>
<td>BC1</td>
<td>Is (x \leq y \leq z)</td>
<td>ABC6</td>
<td>See Table 6.4</td>
</tr>
</tbody>
</table>

Table 6.4: 2-representations of \(ABC_5\). These are used in Lemma 6.25. Due to Lemma 6.24 we are free to use \(NAND^2\) in the representations.

<table>
<thead>
<tr>
<th>Relation</th>
<th>2-representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A3</td>
<td>(\exists x': A3(x_1, x_2, x') \land NAND^2(x', x_3))</td>
</tr>
<tr>
<td>BC4</td>
<td>(\exists x': BC4(x_1, x', x_2) \land NAND^2(x', x_3))</td>
</tr>
<tr>
<td>AB1</td>
<td>(\exists x', x'': AB1(x_1, x', x'') \land NAND^2(x', x_2) \land NAND^2(x'', x_3))</td>
</tr>
<tr>
<td>ABC1</td>
<td>(\exists x', x'': ABC1(x_1, x', x'') \land NAND^2(x', x_2) \land NAND^2(x'', x_3))</td>
</tr>
<tr>
<td>ABC3</td>
<td>(\exists x': ABC3(x_1, x_2, x') \land NAND^2(x', x_3))</td>
</tr>
<tr>
<td>ABC6</td>
<td>(\exists x': ABC6(x', x_2, x_3) \land NAND^2(x', x_1))</td>
</tr>
</tbody>
</table>

Table 6.5: Non-\(\Delta\)-matroid relations where \(a, b, c \notin P\) followed by the relations where \(a \in P\) and \(b, c \notin P\). The first row is \(v\), the second is \(v \oplus \{1, 2, 3\}\) and the third is \(a\).

<table>
<thead>
<tr>
<th></th>
<th>000</th>
<th>100</th>
<th>010</th>
<th>110</th>
<th>101</th>
<th>111</th>
<th>000</th>
<th>101</th>
<th>001</th>
<th>010</th>
<th>000</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>111</td>
<td>110</td>
<td>111</td>
<td>011</td>
<td>101</td>
<td>001</td>
<td>010</td>
<td>000</td>
<td>111</td>
<td>101</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>001</td>
<td>010</td>
<td>110</td>
<td>000</td>
<td>100</td>
<td>111</td>
<td>101</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Table 6.6: Non-$\Delta$-matroid relations where only $c \in P$. The rows are, from top to bottom, $v$, $v \oplus \{1, 2, 3\}$, and $c$.

<table>
<thead>
<tr>
<th></th>
<th>000</th>
<th>100</th>
<th>010</th>
<th>110</th>
<th>011</th>
<th>111</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>111</td>
<td>011</td>
<td>101</td>
<td>001</td>
<td>100</td>
<td>000</td>
</tr>
<tr>
<td>C2</td>
<td>011</td>
<td>111</td>
<td>001</td>
<td>101</td>
<td>011</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 6.7: Non-$\Delta$-matroid relations where $b, c \in P$ and $a \notin P$ followed by relations where $a, b \in P$ and $c \notin P$. In the $BC$-relations the rows are, from top to bottom, $v$, $v \oplus \{1, 2, 3\}$, $b$, and $c$. Similarly, for the $AB$-relations we have $v$, $v \oplus \{1, 2, 3\}$, $a$, and $b$.

<table>
<thead>
<tr>
<th></th>
<th>000</th>
<th>100</th>
<th>010</th>
<th>001</th>
<th>100</th>
<th>110</th>
<th>011</th>
<th>111</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC1</td>
<td>111</td>
<td>011</td>
<td>101</td>
<td>110</td>
<td>111</td>
<td>011</td>
<td>101</td>
<td>001</td>
</tr>
<tr>
<td>BC2</td>
<td>001</td>
<td>101</td>
<td>011</td>
<td>000</td>
<td>010</td>
<td>110</td>
<td>000</td>
<td>100</td>
</tr>
<tr>
<td>BC3</td>
<td>011</td>
<td>111</td>
<td>001</td>
<td>010</td>
<td>001</td>
<td>101</td>
<td>011</td>
<td>111</td>
</tr>
<tr>
<td>BC4</td>
<td>000</td>
<td>111</td>
<td>001</td>
<td>100</td>
<td>111</td>
<td>100</td>
<td>110</td>
<td>110</td>
</tr>
</tbody>
</table>

Table 6.8: Non-$\Delta$-matroid relations where $a, b, c \in P$. The rows are, from top to bottom, $v$, $v \oplus \{1, 2, 3\}$, $a$, $b$, and $c$.

<table>
<thead>
<tr>
<th></th>
<th>000</th>
<th>100</th>
<th>010</th>
<th>110</th>
<th>011</th>
<th>111</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB1</td>
<td>111</td>
<td>011</td>
<td>101</td>
<td>001</td>
<td>100</td>
<td>000</td>
</tr>
<tr>
<td>AB2</td>
<td>010</td>
<td>110</td>
<td>000</td>
<td>100</td>
<td>001</td>
<td>101</td>
</tr>
<tr>
<td>AB3</td>
<td>001</td>
<td>111</td>
<td>111</td>
<td>010</td>
<td>110</td>
<td>100</td>
</tr>
<tr>
<td>AB4</td>
<td>000</td>
<td>111</td>
<td>001</td>
<td>100</td>
<td>000</td>
<td>101</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>ABC1</th>
<th>ABC2</th>
<th>ABC3</th>
<th>ABC4</th>
<th>ABC5</th>
<th>ABC6</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABC1</td>
<td>011</td>
<td>101</td>
<td>011</td>
<td>111</td>
<td>011</td>
<td>111</td>
</tr>
<tr>
<td>ABC2</td>
<td>111</td>
<td>001</td>
<td>011</td>
<td>101</td>
<td>110</td>
<td>000</td>
</tr>
<tr>
<td>ABC3</td>
<td>010</td>
<td>110</td>
<td>000</td>
<td>100</td>
<td>001</td>
<td>101</td>
</tr>
<tr>
<td>ABC4</td>
<td>001</td>
<td>111</td>
<td>111</td>
<td>010</td>
<td>110</td>
<td>100</td>
</tr>
<tr>
<td>ABC5</td>
<td>000</td>
<td>111</td>
<td>001</td>
<td>100</td>
<td>000</td>
<td>101</td>
</tr>
<tr>
<td>ABC6</td>
<td>111</td>
<td>001</td>
<td>101</td>
<td>000</td>
<td>100</td>
<td>110</td>
</tr>
</tbody>
</table>
relation $R$ is said to be \textit{1-valid} if it contains the all-ones tuple, i.e., $R$ is 1-valid if $(1, 1, \ldots, 1) \in R$. A constraint language is said to be 1-valid if every relation in the language is 1-valid.

**Theorem 6.26.** For any constraint language $\Gamma$ which is not 1-valid, if W-Max Ones$(\Gamma \cup \{(c_0, c_1)\})$ is \textbf{NP}-hard for some integer $k$ then so is W-Max Ones$(\Gamma)$-$k$.

Note that for constraint languages $\Gamma$ which are 1-valid W-Max Ones$(\Gamma)$ is trivial: the all-ones solution is optimal. The idea in the proof is that we can simulate $c_1$ constraints by giving the variable a large weight. Furthermore, if there are relations which are not 1-valid then we can represent $c_0$ constraints when we have access to $c_1$ constraints. It fairly easy to see why this fails to give us any inapproximability results: due to the large weight used to simulate $c_1$ any feasible solution is a good approximate solution.

**Proof (Of Theorem 6.26).** Let $\Gamma$ be a non-1-valid constraint language and $k$ an integer such that W-Max Ones$(\Gamma \cup \{(c_0, c_1)\})$-$k$ (this problem will hereafter be denoted by $\Pi_{01}$) is \textbf{NP}-hard. We will prove the theorem with a reduction from $\Pi_{01}$ to W-Max Ones$(\Gamma)$-$k$ (hereafter denoted by $\Pi$).

As $\Gamma$ is not 1-valid there exists a relation $R \in \Gamma$ such that $(1, 1, \ldots, 1) \notin R$. Let $r$ be the arity of $R$ and let $t$ be the tuple in $R$ with the maximum number of ones. Assume, without loss of generality, that $t = (0, 1, \ldots, 1)$.

The assumption in the theorem implies that it is \textbf{NP}-hard to decide the following question: given an instance $I = (V, C, w)$ of $\Pi_{01}$ and an integer $K$ is $\text{opt}(I) \geq K$?

Let $I = (V, C, w), K$ be an arbitrary instance of the decision variant of $\Pi_{01}$. We will transform $I$ into an instance $I' = (V', C', w')$, $K'$ of the decision variant of $\Pi$ by first removing constraint applications using $c_0$ and then removing constraint applications using $c_1$.

At the start of the reduction let $V' = V$ and $C' = C$. For each constraint $(c_0, (v)) \in C'$ replace this constraint with $(R, (v, v_1, \ldots, v_{r-1}))$ where $v_1, \ldots, v_{r-1}$ are fresh variables, furthermore add the constraint $(c_1, (v_k))$ for $k = 1, \ldots, r - 1$ to $C'$.

Let $c$ be the number of variables which are involved in $c_1$ constraints. For each constraint using $c_1$, $(c_1, (v)) \in C'$, remove this constraint and set $w'(v) = L + w(v)$, where $L$ is a sufficiently large integer ($L = 1 + \sum_{v \in V} w(v)$ is enough). For every variable $v$ which is not involved in a $c_1$ constraint let $w'(v) = w(v)$.

Finally let $K' = K + cK$. Given a solution $s'$ to $I'$ such that $m(I', s') \geq K'$ it is clear that this solution also is a solution to $I$ such that $m(I, s') \geq K$. Furthermore, if there is a solution $s$ to $I$ such that $m(I, s) \geq K$ then $s$ is a solution $I'$ such that $m(I', s) \geq K'$.
Part III

Maximum CSP
Chapter 7

Introduction to Max CSP

7.1 Research Directions on Max CSP

In this part of the thesis we will investigate the complexity of Max CSP(Γ) for various constraint languages Γ. One can roughly divide the work done on Max CSP(Γ) into two research directions, which we will describe here.

The first direction is devoted to studying the approximability of Max CSP(Γ). In this line of research a typical hardness result is of the form “if Max CSP(Γ) can be approximated better than $c$, then something unexpected happens”. Here “unexpected” is typically that $P = NP$ or that the unique games conjecture (UGC)\(^1\) fails. These results often uses the PCP theorem [8] and the sophisticated theory developed around this characterisation of $NP$.

The algorithmic results are typically of the form “Max CSP(Γ) can be approximated within $c$ in polynomial time” (often randomised polynomial time). These algorithms are almost exclusively based on semi-definite programming (see, e.g., [68, 80, 127]).

The goal of this line of research is to prove tight approximability results for every Γ. That is, to prove that for every Γ there is some constant $c(Γ)$ such that Max CSP(Γ) can be approximated within $c(Γ)$ in polynomial time, but cannot be approximated within $c(Γ) - \epsilon$ for any $\epsilon > 0$, unless $P = NP$. Of course, one preferably also wants some procedure with which

---

\(^1\)The UGC is a conjecture due to Koth [103] which states that a certain Max CSP(Γ) problem is hard to approximate in a certain specific sense. Let $D$ be a finite set and say that a binary relation is unique if it is of the form $\{(x, \rho(y)) \mid x \in D\}$ for some permutation $\rho$ on $D$. For a finite set $D$ let $\Gamma_D$ be the constraint language which contains all unique relations over $D$. The UGC states that for every $\epsilon > 0$, there is some domain $D$ such that given an instance $I$ of Max CSP($\Gamma_D$) with the promise that either at most an $\epsilon$ fraction of the constraints can be satisfied or at least an $1 - \epsilon$ fraction of the constraints can be satisfied, it is $NP$-hard to tell these two cases apart. The UGC is a strengthening of the PCP theorem. It is currently not known if the UGC holds, but there are a number of approximability and inapproximability results which match each other under the assumption that the conjecture is true (see, e.g., [104, 105, 127]).
one can compute $c(\Gamma)$ from $\Gamma$.

So far this line of research has concentrated on families of constraint languages such that Max CSP(\Gamma) is not in PO (unless $P = NP$). However, fairly recently there was a breakthrough in this area when Prasad Raghavendra [127] proved almost tight approximability results for every $\Gamma$ (including the ones for which Max CSP(\Gamma) is in PO).\footnote{In fact Raghavendra’s result also applies to VCSP(\Gamma) for every valued constraint language $\Gamma$ such that there is no $k$-ary cost function $f \in \Gamma$ and $x \in D^k$ with $f(x) = -\infty$.} Raghavendra proved that if the UGC holds, then for every constraint language $\Gamma$ there is a constant $c(\Gamma)$ such that Max CSP(\Gamma) can be approximated within $c(\Gamma) + \epsilon$ for all $\epsilon > 0$ and furthermore that there is no polynomial time approximation algorithm with performance ratio $c(\Gamma) - \epsilon$ for Max CSP(\Gamma) for any $\epsilon > 0$ (assuming that $c(\Gamma) > 1$). Note that if the UGC is true and Max CSP(\Gamma) is in PO, then Raghavendra’s result implies a PTAS for Max CSP(\Gamma) (but not a polynomial-time algorithm for solving the problem to optimality).

There is also another line of research where one is interested in characterising the constraint languages $\Gamma$ such that Max CSP(\Gamma) can be solved to optimality in polynomial time, that is, when the problem is in PO. As far as we know the first systematic study of the latter type of problem was conducted in [35].

A typical hardness result in this line of research is of the form “there is no PTAS for Max CSP(\Gamma), unless $P = NP$” (or sometimes “Max CSP(\Gamma) is NP-hard”). Whereas a typical algorithmic result is of the form “Max CSP(\Gamma) is in PO”. In this case the hardness results are based on local substitution in the instances (gadgets) sometimes with a considerable case analysis [50], structure of supermodular predicates [50, 93], or algebraic techniques adapted from the work on CSP (Chapter 12 of this thesis). The algorithmic results comes from the notion of submodular function minimisation, which is presented in Section 7.3, or reductions to the minimum cut problem (which can be seen as a submodular function minimisation problem, see Example 7.1). The connection between submodularity and Max CSP is presented in Section 7.5.

Even though the two lines of research seems to be similar to each other, the techniques used are very different. In this part of the thesis we will present some results which are a part of the latter line of research.

7.2 Lattices

We will need some definitions and notions from lattice theory in the subsequent parts of the thesis. For a general background on lattice theory we refer the reader to [13].

Recall that a partial order $\subseteq$ on a domain $L$ is a \textit{lattice order} if, for every $x, y \in L$, there exists a greatest lower bound $x \cap y$ (meet) and a least upper bound $x \cup y$ (join). The algebra $\mathcal{L} = (L; \cap, \cup)$ is a \textit{lattice}, and
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If $x \sqcup y = y \iff x \sqcap y = x \iff x \sqsubseteq y$. We will write $x \sqsubseteq y$ if $x \neq y$ and $x \sqsubseteq y$. If $x \sqsubseteq y$ and there is no $z \in L$ such that $x \sqsubseteq z \sqsubseteq y$ then $y$ covers $x$ and we write this as $x \prec y$. We will typically denote the top and bottom elements of a lattice $L$ by $1_L$ and $0_L$, respectively. The atoms of a lattice $L$ are the elements $x \in L$ such that $0_L \prec x$. Figure 7.1 contains some examples and non-examples of lattices. Unless stated otherwise the lattices we consider will be finite, and we will simply refer to these algebras as lattices instead of using the more appropriate term finite lattices.

Given any two lattices $A = (\mathcal{A}; \sqcap, \sqcup)$ and $B = (\mathcal{B}; \sqcap, \sqcup)$ the direct product of $A$ and $B$ is denoted by $A \times B$ and is the lattice with domain $A \times B$ and operations $\sqcap, \sqcup$ defined by $(x_A, x_B) \sqcap (y_A, y_B) = (x_A \sqcap y_A, x_B \sqcap y_B)$ and $(x_A, x_B) \sqcup (y_A, y_B) = (x_A \sqcup y_A, x_B \sqcup y_B)$ for any $x_A, y_A \in A$ and $y_A, y_B \in B$. The direct power of $L$, denoted by $L^n$, is the direct product $L \times L \times \ldots \times L$, $n$ times.

(So it is the lattice with domain $L^n$ and operations acting componentwise.) The top and bottom of $L^n$ will be denoted by $1_{L^n}$ and $0_{L^n}$, respectively.

For an arbitrary tuple $t \in L^n$, index $i \in [n]$, and element $x \in L$ we use the notation $t[i = x]$ to denote the tuple which is identical to $t$ except possibly in coordinate $i$ where $t[i = x]$ equals $x$. Sometimes this notation is extended to multiple coordinates, e.g., $t[i = x, j = y]$ denotes a tuple which is identical to $t$ except possibly in coordinates $i$ and $j$, where it takes the values $x$ and $y$, respectively (when this notation is used $i$ and $j$ will always be distinct).

If $L$ is a lattice and $S$ is a subset of $L$ such that for any $x, y \in S$ we have $x \sqcap y, x \sqcup y \in S$, then $S = (S; \sqcap, \sqcup)$ is a sublattice of $L$. From now on we will often drop the distinction between a lattice and its domain, so we will write things like “$x \sqcap y, x \sqcup y \in S$ and thus $S$ is a sublattice of $L$” with the intended meaning “$x \sqcap y, x \sqcup y \in S$ and thus $S$ is a sublattice of $L$”.

A lattice $L$ is distributive if

$x \sqcap (y \sqcup z) = (x \sqcap y) \sqcup (x \sqcap z)$

for all $x, y, z \in L$. Given any finite set $V$ the sets of subsets of $V$, $2^V$, is a lattice under the $\subseteq$ order. In this lattice meet is given by the intersection of two sets and join is given by union. By Birkhoff’s representation theorem [13] a lattice is distributive if and only if it is isomorphic to a sublattice of $2^V$ for some set $V$. It is well-known that distributive lattices also can be characterised as the lattices which neither have the five element diamond nor the pentagon as sublattices [13] (see Figure 7.1 for diagrams of these lattices).

A lattice $L$ is modular if

$x \sqsubseteq z \Rightarrow x \sqcup (y \sqcap z) = (x \sqcup y) \sqcap z$

for all $x, y, z \in L$. There is another equivalent definition of modular lattices which sometimes is easier to work with. To state the second definition
we need to introduce rank functions. A rank function for \( L \) is a function \( \rho : L \to \mathbb{N} \) such that if \( x, y \in L \), \( x \prec y \) then \( \rho(y) = \rho(x) + 1 \). We also require that \( \rho(0_L) = 0 \). The second characterisation of modular lattices is that a lattice \( L \) is modular if and only if there is a modular rank function \( \rho \) for \( L \), that is \( \rho(x) + \rho(y) = \rho(x \sqcup y) + \rho(x \sqcap y) \) for all \( x, y \in L \).

A third characterisation of modular lattices is that a lattice is modular if and only if it does not have the pentagon (see Figure 7.1) as a sublattice. By this third definition it is clear that the class of all distributive lattices (in particular the diamond is modular but not distributive).

The distributive lattices and the modular lattices are two classes of lattices which are closed under taking sublattices and direct products (and also homomorphic images, these will be defined in Chapter 10).

### 7.3 Submodularity

The notion of submodular functions and the problem of minimising such functions turns out to be important for the complexity of MAX CSP. In this section we will define submodular functions and define the minimisation problem. In Section 7.5 the connection between submodular function minimisation and MAX CSP is made precise.

Let \( V \) be some finite set. A function \( f : 2^V \to \mathbb{R} \) is said to be submodular if

\[
f(A \cup B) + f(A \cap B) \leq f(A) + f(B)
\]

for all \( A, B \subseteq V \). If \( -f \) is submodular, then \( f \) is said to be supermodular. In the sequel we will call such functions submodular set functions (and supermodular set functions, respectively). Submodular set functions show up in various fields including combinatorial optimisation, graph theory [62], game
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theory [135], information theory [63, 74] and statistical physics [2]. Examples include the cut functions of graphs and the rank function of matroids. There is also a connection between submodular function minimisation and convex optimisation. In particular, submodularity can be seen as a discrete analogue of convexity [64, 112]. We refer the reader to [65, 86, 112, 116] for a general background on submodular set functions.

Given a submodular set function $f : 2^V \to \mathbb{R}$ there are several algorithms for finding minimisers of $f$, i.e., finding a subset $X \subseteq V$ such that $f(X) = \min_{Y \subseteq V} f(Y)$, in time polynomial in $|V|$. The first algorithm for finding such minimisers in polynomial-time is due to Grötschel et al. [72]. However, this algorithm is based on the Ellipsoid algorithm and hence its usefulness in practice is limited. Almost two decades later two combinatorial algorithms were found independently by Schrijver [133] and Iwata et al. [87]. More recently the running times have been improved. The currently fastest strongly polynomial time algorithm is due to Orlin [120] and the fastest weakly polynomial time algorithm is due to Iwata [85]. (An algorithm is said to run in strongly polynomial time if the running time of the algorithm is bounded by a polynomial in the dimension of the input and is independent of the actual numeric values in the input. In this model the basic arithmetic operations take a unit time step to compute, regardless of the sizes of the operands. An algorithm running in weakly polynomial time runs in polynomial time measured in the size of the input, but it is not necessarily strongly polynomial. The algorithm due to Orlin mentioned above runs in time $O(n^5 EO + n^6)$ and the one due to Iwata runs in time $O(n^4 EO + n^5) \log M$. If $f : 2^V \to \mathbb{Z}$ is the submodular function to be minimised, then $n = |V|$, $EO$ is the time taken to evaluate the oracle function $f$, and $M$ is the maximum absolute value of $f$.)

As mentioned above the cut function of graphs is submodular.

**Example 7.1 (The Cut Function).** Let $G = (V, E)$ be a graph and let $s$ and $t$ be two distinct vertices in $G$. The $s,t$-cut function of $G$ is defined by $c : 2^{V \setminus \{s,t\}} \to \mathbb{N}$ and for a subset $X$ of $V \setminus \{s,t\}$ we have that $c(X)$ is the number of edges with exactly one vertex in $X \cup \{s\}$. Minimising the cut function of graphs is a well-known combinatorial optimisation problem.

It is not hard to see that the cut function is submodular. Indeed, let $A$ and $B$ be two arbitrary subsets of $V \setminus \{s,t\}$. If some edge has exactly one vertex in $A \cup B \cup \{s\}$, then this edge has exactly one vertex in $A \cup \{s\}$ or $B \cup \{s\}$. Similarly, if some edge has exactly one edge in $(A \cap B) \cup \{s\}$, then this edge has exactly one edge in $A \cup \{s\}$ or $B \cup \{s\}$. We have now shown that the inequality

$$c(A \cup B) + c(A \cap B) \leq c(A) + c(B)$$

3There is a question of representability of the function $f$ in these results. How is $f$ given? We cannot give $f(X)$ for all $X \subseteq V$ to the algorithm as this is an exponentially large data set (measured in $|V|$). This is solved by providing the algorithm with a value-giving oracle for computing $f$. That is, the algorithm is given as input a procedure for computing a function from $2^V$ to $\mathbb{R}$ and this function is assumed to be submodular.
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Figure 7.2: A graph and its cut function on two subsets of the vertices. In this case $c(A) = 3$, $c(B) = 7$, $c(A \cup B) = 2$ and $c(A \cap B) = 6$. So $8 = c(A \cup B) + c(A \cap B) \leq c(A) + c(B) = 10$.

holds for all $A, B \subseteq V \setminus \{s, t\}$. See Figure 7.2 for an example graph. Hence, the problem of minimising submodular set functions generalises the problem of finding minimum cuts in graphs.

There is a more general notion of submodularity based on finite lattices. Given a lattice $L$ we say that a function $h : L \rightarrow \mathbb{R}$ is submodular if

$$h(a \cap b) + h(a \cup b) \leq h(a) + h(b)$$

for all $a, b \in L^n$. Note that the subsets of $V$ can be seen as a lattice with union as join and intersection as meet (this lattice is a product of the two element lattice). Hence, this notion of submodularity is a generalisation of submodular set functions. In [109] the idea of generalising submodular functions to a direct product of some finite lattice was taken one step further, instead of requiring that the domain of $f$ is a direct product of a single finite lattice the function is defined over a direct product of lattices taken from a finite class of finite lattices. Formally the problem is defined as follows.

Definition 7.2 (SFM(C) [109]). For a finite class of finite lattices $C$, SFM(C) is a minimisation problem with

Instance: A positive integer $n$ and a submodular function $f : L \rightarrow \mathbb{R}$ where $L = L_1 \times L_2 \times \ldots \times L_n$

and for each $i \in [n]$ we have $L_i \in C$ ($f$ is provided to the algorithm as a value-giving oracle).

Solution: A tuple $x \in L$.

Measure: $f(x)$

For a single lattice $L'$ we will write SFM($L'$) for the problem SFM($\{L'\}$).
7.4 Three Notions of Non-hardness for SFM

In this section we will give definitions of three notions of non-hardness for SFM(C). \(^4\) Let \( n \) be a positive integer and let the lattice \( \mathcal{L} \) be defined by

\[
\mathcal{L} = \mathcal{L}_1 \times \mathcal{L}_2 \times \ldots \times \mathcal{L}_n
\]

where \( \mathcal{L}_i \in \mathcal{C} \) for each \( i \in [n] \). For a function \( f : \mathcal{L} \to \mathbb{R} \) we will denote the quantity \( \max_{t \in \mathcal{L}} |f(t)| \) by \( \max(|f|) \). In the definitions below, and in all non-hardness results, we assume that all the submodular functions \( f : \mathcal{L} \to \mathbb{Z} \) that appear satisfies \( \log \max(|f|) \in O(n^c) \) for some fixed constant \( c \).

Without this restriction the algorithms cannot even evaluate \( f \) in polynomial time (measured in \( n \)). The function is “given” to the algorithms by an oracle which given a tuple \( x \in \mathcal{L} \) computes the value \( f(x) \) in a single time step. Furthermore, the algorithms can assume that the oracle actually computes a submodular function (and not some function which is not submodular).

The notion of oracle-tractability for a class of lattices was introduced in \([109]\). Formally it is defined as follows.

**Definition 7.3 (Oracle-tractable \([109]\)).** A class of lattices \( \mathcal{C} \) is oracle-tractable if for every finite subclass \( \mathcal{C}' \) of \( \mathcal{C} \) there is some \( c \in \mathbb{N} \) such that given \( n \in \mathbb{N} \) and an oracle for computing a submodular function \( f : \mathcal{L} \to \mathbb{Z} \), where

\[
\mathcal{L} = \mathcal{L}_1 \times \mathcal{L}_2 \times \ldots \times \mathcal{L}_n
\]

and \( \mathcal{L}_1, \mathcal{L}_2, \ldots, \mathcal{L}_n \in \mathcal{C}' \), a minimiser of \( f \) can be found in time \( O(n^c) \).

In addition to oracle-tractability we define two other notions of non-hardness.

**Definition 7.4 (Oracle-pseudo-tractable).** A class of lattices \( \mathcal{C} \) is oracle-pseudo-tractable if for every finite subclass \( \mathcal{C}' \) of \( \mathcal{C} \) there is some \( c \in \mathbb{N} \) such that given \( n \in \mathbb{N} \) and an oracle for computing a submodular function \( f : \mathcal{L} \to \mathbb{Z} \), where

\[
\mathcal{L} = \mathcal{L}_1 \times \mathcal{L}_2 \times \ldots \times \mathcal{L}_n
\]

and \( \mathcal{L}_1, \mathcal{L}_2, \ldots, \mathcal{L}_n \in \mathcal{C}' \), a minimiser of \( f \) can be found in time \( O(n^c \cdot \max(|f|)^c) \).

**Definition 7.5 (Well-characterised).** A class of lattices \( \mathcal{C} \) is well-characterised if for every finite subclass \( \mathcal{C}' \) of \( \mathcal{C} \) there is some \( c \in \mathbb{N} \) and a polynomial-time verification algorithm \( V \) such that given \( m \in \mathbb{Z} \), \( n \in \mathbb{N} \), and an oracle for computing a submodular function \( f : \mathcal{L} \to \mathbb{Z} \), where

\[
\mathcal{L} = \mathcal{L}_1 \times \mathcal{L}_2 \times \ldots \times \mathcal{L}_n
\]

and \( \mathcal{L}_1, \mathcal{L}_2, \ldots, \mathcal{L}_n \in \mathcal{C}' \), then

\(^4\)We do not want to say “three notions of tractability” as one can hardly say that a problem is tractable just because it is well-characterised.
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- if \( m = \min_{y \in \mathcal{L}} f(y) \), there is a proof \( x \) of length \( O(n^c) \) such that \( V \) accepts on input \((m, n, x)\);

- otherwise, there is no \( x \) such that \( V \) accepts on input \((m, n, x)\).

A priori it is clear that SFM(\( \mathcal{L} \)) is in the appropriately modified variant of \( \text{NP} \). That is, for any submodular \( f : \mathcal{L}^n \to \mathbb{Z} \) such that \( \min_{t \in \mathcal{L}^n} f(t) = m \) there are proofs that can be checked in polynomial time of the fact that \( \min_{t \in \mathcal{L}^n} f(t) \leq m \). Such a proof simply consists of a tuple \( t \in \mathcal{L}^n \) such that \( f(t) \leq m \). Well-characterisedness corresponds to the notion of being contained in \( \text{coNP} \). If a lattice \( \mathcal{L} \) is well-characterised, then there are proofs that \( \min_{t \in \mathcal{L}^n} f(t) \geq m \) which can be checked in time polynomial in \( n \). It is not clear a priori that all lattices are well-characterised.

There is an order among these notions of non-hardness. Oracle-tractability implies oracle-pseudo-tractability and well-characterisedness. On the other hand, it is not known if oracle-pseudo-tractability implies well-characterisedness. Neither can we say that well-characterisedness implies oracle-pseudo-tractability.

These definitions naturally lead to the following questions: for which finite lattices \( \mathcal{L} \) is SFM(\( \mathcal{L} \)) oracle-tractable (oracle-pseudo-tractable, well-characterised)\? The first question, about oracle-tractability, was as far as we know first asked by Cohen et al. [35].

Some lattices are known to be oracle-tractable. In particular, Schrijver [133] showed that given a sublattice \( S \) of \( 2^V \) (i.e., \( S \subseteq 2^V \) and for any \( X, Y \in S \) we have \( X \cap Y, X \cup Y \in S \)) and submodular function \( f : S \to \mathbb{R} \) a minimiser of \( f \) can be found in time polynomial in \( |V| \). Schrijver's result implies that for any distributive lattice \( \mathcal{L} \) the problem SFM(\( \mathcal{L} \)) is oracle-tractable.

Krokhin and Larose [109] showed that certain constructions on lattices preserve oracle-tractability of SFM. Their results are of the form "if the lattice \( \mathcal{L} \) is oracle-tractable, then so is \( \mathcal{L}' \) where the lattice \( \mathcal{L}' \) is obtained from \( \mathcal{L} \) by certain constructions. We will describe their results in more detail in Chapter 10. One consequence of their results is that the pentagon is oracle-tractable. On the other hand, Krokhin and Larose also showed the diamond is not covered by their constructions. In Chapter 8 we will show that the diamond is well-characterised and oracle-pseudo-tractable. In Chapter 9 we will show that a certain superset of the modular lattices are well-characterised. Finally in Chapter 10 we will see how some constructions on lattices give rise to new non-hardness results for SFM.

One construction which is fundamental is taking the union of two classes of lattices which are oracle-tractable (oracle-pseudo-tractable, well-characterised). This lemma will be used in Chapter 9 and Chapter 10. (This lemma is actually a special case of the Mal’tsev product construction introduced in this context in [109]. As mentioned above this construction will be defined in Chapter 10.)
Lemma 7.6. If \( A \) and \( B \) are oracle-tractable (oracle-pseudo-tractable, well-characterised) classes of lattices, then so is \( A \cup B \).

Proof. We prove the lemma for the case when \( A = \{A\} \) and \( B = \{B\} \). The proof easily generalises to arbitrary classes of lattices. Furthermore, we only show the lemma for oracle-tractability, the result for oracle-pseudo-tractability and well-characterisedness is shown in the same way. Let \( f : L \to \mathbb{R} \) be submodular where \( L = A^n \times B^m \) for some positive integers \( n \) and \( m \). We define a function \( g : A^n \to \mathbb{R} \) as follows

\[
g(x) = \min_{y \in B^m} f(x, y).
\]

We claim that \( g \) is submodular. To show this let \( a, b \in A^n \) be two arbitrary tuples and choose \( a', b' \in B^m \) so that \( g(a) = f(a, a') \) and \( g(b) = f(b, b') \). We now get

\[
g(a) + g(b) = f(a, a') + f(b, b') \\
\geq f(a \sqcup b, a' \sqcup b') + f(a \sqcap b, a' \sqcap b') \\
\geq g(a \sqcup b) + g(a \sqcap b).
\]

Here the first equality follows from our choice of \( a, b, a', \) and \( b' \). The first inequality is the submodularity of \( f \) and the final inequality follows from the definition of \( g \).

As \( g \) is submodular on \( A \) it follows that we can minimise \( g \) in time polynomial in \( m \) if we can evaluate \( g \) for each \( x \in A^n \). For each \( x \in A^n \) the evaluation of \( g(x) \) is a submodular function minimisation problem over the lattice \( B^m \) and as \( B \) is oracle-tractable this evaluation can be done in time polynomial in \( m \). It is not hard to see that the minimum of \( f \) coincides with the minimum of \( g \). Hence, to minimise \( f \) it is sufficient to minimise \( g \). We conclude that \( A \cup B = \{A, B\} \) is oracle-tractable.

\[\square\]

7.5 Max CSP and Supermodularity

There is a connection between submodularity and Max CSP(\( \Gamma \)) in the following way: recall that we can see the relations in \( \Gamma \) as predicates, that is, functions mapping \( f \) mapping \( D^m \) to \{0, 1\} (here \( m \) is the arity of the relation or function). The problem is then to maximise a sum of the form

\[
\sum_{i=1}^{n} f_i(x_i)
\tag{7.1}
\]

where each \( x_i \) contains a subset of the variables in the Max CSP(\( \Gamma \)) instance and \( f_i \in \Gamma \) for each \( i \). If there is some lattice ordering, \( L = (D; \sqcap, \sqcup) \), such that each \( f \in \Gamma \) is supermodular on \( L \) then the sum (7.1) is supermodular on \( L \) as well. (The sum of two supermodular functions is supermodular.)
Hence, if each function in \( \Gamma \) is supermodular, then \( \text{Max CSP}(\Gamma) \) reduces to maximise a supermodular function. As \( -f \) is supermodular if and only if \( f \) is submodular, it follows that maximising a supermodular function is the same as minimising the corresponding submodular function. We will say that a constraint language \( \Gamma \subseteq R_D \) is \textit{supermodular on} \( \mathcal{L} \) if \( \mathcal{L} \) is a lattice ordering of \( D \) such that each \( f \in \Gamma \) is supermodular on \( \mathcal{L} \).

This connection between submodular function minimisation and \( \text{Max CSP}(\Gamma) \) was first observed in [35] and in latter papers the connection was explored further [50, 93, 94, 95, 109]. In particular this means that proving oracle-tractability for new lattices for the SFM problem implies tractability results (solvability in polynomial time) for constraint language restrictions of \( \text{Max CSP} \). Providing good characterisations of \( \text{SFM}(\mathcal{L}) \), as we do in Chapter 8 and 9, implies \text{coNP} containment results for the appropriate restriction of \( \text{Max CSP} \). As \( \text{Max CSP} \) is trivially in \text{NP} we get containment in \text{NP} \cap \text{coNP} for these restrictions. We have collected these implications in Theorem 7.7 below.

To state the conjectured dichotomy for \( \text{Max CSP} \) we need to introduce \textit{cores}. A \textit{retraction} \( \pi \) of a constraint language \( \Gamma \subseteq R_D \) is a unary polymorphism of \( \Gamma \) such that if \( D' \) is the image of \( \pi \), then \( \pi(x) = x \) for all \( x \in D' \). If all retractions of \( \Gamma \) are injective, then \( \Gamma \) is a core. So if \( \Gamma \) is not a core, then there is some unary polymorphism \( \pi : D \rightarrow D \) which is not injective. In this case \( \text{Max CSP}(\Gamma) \) has the same complexity as \( \text{Max CSP}(\pi(\Gamma)) \) where \( \pi(\Gamma) = \{ \pi(R) \mid R \in \Gamma \} \). What happens here is that from any solution \( s \) to \( \text{Max CSP}(\Gamma) \) the assignment \( \pi \circ s \) is a solution to \( \text{Max CSP}(\Gamma) \) with the same measure. Hence, some of the values in \( D \) are “useless” in the sense that they can be avoided without losing anything. We remark that the analogous result holds for the complexity of \( \text{CSP}(\Gamma) \): \( \text{CSP}(\Gamma) \) is polynomial time equivalent to \( \text{CSP}(\pi(\Gamma)) \) [76]. If we choose \( \pi \) so that \( |D'| \) is minimal, then \( \pi(\Gamma) = \Gamma|_{D'} \) is a core of \( \Gamma \). As in the case of graphs, all cores of \( \Gamma \) are isomorphic, so one can speak about the core of \( \Gamma \). [76]

Several partial results about the complexity of \( \text{Max CSP}(\Gamma) \) have been established. In particular for the cases below a complete characterisation of the complexity of \( \text{Max CSP}(\Gamma) \) is known.

- Two element domains ([42] and [44]);
- three element domains ([93]);
- constraint languages containing all unary constraints ([50]); and
- constraint languages consisting of one relation ([94] and Chapter 12 of this thesis).

In every case the result is that if the core of \( \Gamma \) is supermodular on some lattice ordering of the domain, then \( \text{Max CSP}(\Gamma) \) is tractable and otherwise it is \text{NP}-hard. (Often stronger hardness results have been achieved, where \text{ptases} are excluded unless \( P = \text{NP} \) and/or the instances can be restricted
7.6. VCSP and Supermodularity

Supermodular function maximisation can also be used to prove tractability for certain valued constraint languages for VCSP. In particular, it is straightforward to extend Theorem 7.7 to the VCSP case. We state the latter result as Theorem 7.8 below.

Let $\Gamma$ be a valued constraint language over a domain $D$ such that for any $f \in \Gamma$ of arity $n_f$ and any $x \in D^n$ we have $f(x) \neq -\infty$. Similar to the
definition in Section 7.5 we say that $\Gamma$ supermodular on $L$ if $L$ is a lattice with domain $D$ such that each cost function $f \in \Gamma$ is supermodular on $L^{n_f}$, where $n_f$ is the arity of $f$.

**Theorem 7.8.** Let $\Gamma$ be a valued constraint language on the domain $D$ such that

1. for any $n_f$-ary $f \in \Gamma$ and any $x \in D^{n_f}$ we have $f(x) \neq -\infty$, and
2. $\Gamma$ is supermodular on some lattice $L = (D; \sqcup, \sqcap)$.

Then,

1. if $\text{SFM}(L)$ is oracle-pseudo-tractable, then $\text{VCSP}(\Gamma)$ is in $\text{PO}$;
2. if $\text{SFM}(L)$ is well-characterised, then $\text{VCSP}(\Gamma)$ is in $\text{NP} \cap \text{coNP}$.

As we have not introduced a weighted variant of VCSP this theorem has fewer cases than Theorem 7.8. The theorem above can be proved in the same way as Theorem 7.8, we omit the details. The restriction that no cost function in $\Gamma$ maps any tuple to $-\infty$ can be lifted if it is possible to minimise submodular functions defined on sublattices of $L^{n_f}$ as well. We will derive a result of this kind in Section 10.2 for modular lattices. We will not elaborate further on the connection between VCSP and sublattices here.
Chapter 8

SFM on Diamonds

8.1 Introduction

A lattice \( L \) is a *diamond* if the elements of the lattice form a disjoint union of \( \{0_L, 1_L\} \) and \( A \), for some finite set \( A \) such that \(|A| \geq 3\). Here \( 0_L \) is the bottom element of \( L \), and \( 1_L \) is the top element of \( L \), and all elements in \( A \) are incomparable to each other. Figure 7.1b depicts the diamond with three atoms. We will denote the diamond with \( k \) atoms by \( M_k \). In this chapter the complexity of SFM\((M_k)\) is investigated for \( k \geq 3 \).

Before this work the five element diamond was the smallest lattice (minimal number of elements) for which no non-hardness results was known for SFM. (See Section 7.4 for a description of the known results in this area.) In this chapter we prove

1. a min–max theorem, which states that the minimum of the submodular function is equal to the maximum of a certain function defined over a certain polyhedron; and

2. that \( M_k \) is well-characterised for all \( k \geq 3 \); and

3. that \( M_k \) is oracle-pseudo-tractable for all \( k \geq 3 \).

The first result in this chapter, the min–max theorem for SFM\((M_k)\), is stated as Theorem 8.5 and Theorem 8.7. This result looks quite similar to Edmonds’ min–max theorem for submodular set functions [53] (we present Edmonds’ result in Section 8.2). The key step in the proof of this result is the definition of a certain polyhedron, which depends on \( f \).

The second result is the well-characterisedness of \( M_k \). The proof of this result makes use of Carathéodory’s theorem and of the known polynomial-time algorithms for minimising submodular set functions. We also need our min–max theorem.

The third result is the oracle-pseudo-tractability of \( M_k \). The algorithm for this result is presented in Section 8.7. The main part of the algorithm
consists of a nested application of the Ellipsoid algorithm. We also need to prove that the polyhedrons we associate with submodular functions are 1/2-integral. It is still an open problem if \( M_k \) is oracle-tractable for any \( k \geq 3 \) (we conjecture that it is).

As discussed in Chapter 7 one can prove tractability for certain constraint languages for MAX CSP and VCSP by proving that lattices are (pseudo-)oracle-tractable. There are some known results for the complexity of MAX CSP(\( \Gamma \)) when \( \Gamma \) is supermodular on a diamond. In particular, Krokhin and Larose [109] showed that W-MAX CSP(\( \Gamma \)) can be solved in polynomial time in this case (they did this by a clever reduction to the weighted minimum cut problem in directed graphs, which is known to be solvable in polynomial time). This means that the results in this chapter do not directly yield new complexity theoretic results for MAX CSP. However, in Chapter 10 we will present some constructions on lattices which can be used to prove non-hardness results for new lattices. By combining the results in this chapter with these constructions we do indeed get new tractability results for MAX CSP. We note that these constructions do currently require that one can minimise arbitrary submodular functions over the diamonds, in particular it is not sufficient to restrict oneself to submodular functions which can be expressed as a sum of predicates. Note that the objective function of MAX CSP(\( \Gamma \)) when \( \Gamma \) is supermodular on some lattice is a sum of supermodular predicates. Hence, the tractability of MAX CSP(\( \Gamma \)) when \( \Gamma \) is supermodular on some diamond is not sufficient for the constructions we will work with in Chapter 10. For VCSP the situation is different as Krokhin and Larose’s result does not apply to VCSP. Hence, in the VCSP case the results in this chapter implies new tractability results (they follow from Theorem 7.8 and the results in this chapter).

This chapter is organised as follows, in Section 8.2 we give a short background on submodular set functions, in Section 8.3 we introduce some more notation which will be used in this chapter and in Chapter 9, in Section 8.4 we prove the first result—the min–max theorem. In Section 8.5 we state some definitions and results which are related to the Ellipsoid algorithm, which we need in our algorithms. The well-characterisation theorem is given in Section 8.6. In Section 8.7 the pseudopolynomial-time algorithm for the minimisation problem is described and proved correct.

### 8.2 Background on Submodular Set Functions

In this section we will give a short background on Edmonds’ min–max theorem for submodular set functions. This result was first proved by Edmonds in [53], but see also the surveys [86, 116].

Let \( V \) be a finite set. For a vector \( \mathbf{x} \in \mathbb{R}^V \) (i.e., \( \mathbf{x} \) is a function from \( V \) into \( \mathbb{R} \)) and a subset \( Y \subseteq V \) define \( \mathbf{x}(Y) = \sum_{y \in Y} \mathbf{x}(y) \). We write \( \mathbf{x} \preceq 0 \) if \( \mathbf{x}(v) \leq 0 \) for all \( v \in V \) and \( \mathbf{x}^- \) for the vector in which coordinate \( v \) has the value \( \min\{0, \mathbf{x}(v)\} \). Let \( f \) be a submodular set function \( f : 2^V \to \mathbb{R} \) such
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that \( f(\emptyset) = 0 \) (this is not really a restriction, given a submodular function \( g \) we can define a new function \( g'(X) = g(X) - g(\emptyset) \), \( g' \) satisfies \( g'(\emptyset) = 0 \) and is submodular). The submodular polyhedron and the base polyhedron defined by

\[
P(f) = \{ x \in \mathbb{R}^V | \forall Y \subseteq V, x(Y) \leq f(Y) \}, \quad \text{and}
\]

\[
B(f) = \{ x \in \mathbb{R}^V | x \in P(f), x(V) = f(V) \}
\]

often play an important role in results related to submodular set functions. Edmonds [53] proved the following min–max theorem

\[
\min_{x \in V} f(x) = \max \{ x(V) | x \in P(f), x \leq 0 \} = \max \{ x^-(V) | x \in B(f) \}. \tag{8.1}
\]

In Section 8.4 we give an analogue to (8.1) for submodular functions over diamonds.

8.3 Preliminaries

Recall that the diamonds are modular lattices (the rank function \( \rho \) is defined by \( \rho(0) = 0 \), \( \rho(a) = 1 \) for all \( a \in A \) and \( \rho(1) = 2 \)). As direct products of modular lattices also are modular lattices it follows that direct products of diamonds are modular lattices.

Throughout this chapter \( n \) will denote a positive integer. For an integer \( i \in \{0, 1, \ldots, n\} \) we will use \( v_i \) to denote the tuple defined by \( v_i(j) = 1 \) for all \( j \in [i] \) and \( v_i(j) = 0 \) otherwise. (So, in particular, \( v_0 = 0 \).

For a set \( V \) we let \( \mathbb{R}^{n \times V} \) be the set of functions mapping \( [n] \times V \) into \( \mathbb{R} \). Such functions will be called vectors and can be seen as vectors indexed by pairs from \([n] \times X\). For \( x, y \in \mathbb{R}^{n \times X} \) and \( \alpha \in \mathbb{R} \) we define \( \alpha x + y, x^- \in \mathbb{R}^{n \times X} \) as \((\alpha x)(i, x) = \alpha x(i, x), (x + y)(i, x) = x(i, x) + y(i, x), \) and \( x^- (i, x) = \min\{0, x(i, x)\} \) for all \( i \in [n] \) and \( x \in X \), respectively. If \( x(i, x) \leq 0 \) for all \( i \in [n] \) and \( x \in X \) we write \( x \leq 0 \). For \( i \in [n] \) we use \( x(i) \) to denote the function \( x' \in \mathbb{R}^X \) such that \( x(i, x) = x'(x) \) for all \( x \in X \).

For \( i \in [n] \) and \( a \in A \) let \( \chi_{i,a} \in \mathbb{R}^{n \times A} \) be the vector such that \( \chi_{i,a}(i, a) = 1 \) and \( \chi_{i,a}(i', a') = 0 \) for \((i', a') \neq (i, a)\). (So \( \chi_{i,a} \) is the unit vector for the coordinate \((i, a)\).) Similarly, we use \( \chi_i \) to denote the vector \( \sum_{a \in A} \chi_{i,a} \). For a vector \( x \in \mathbb{R}^{[n] \times A} \) and tuple \( y \in \mathcal{M}^n \) we define

\[
x(y) = \sum_{i=1}^{n} g(x(i), y(i))
\]

where the function \( g : \mathbb{R}^A \times \mathcal{M} \to \mathbb{R} \) is defined by

\[
g(x, y) = \begin{cases} 
0 & \text{if } y = 0, \\
x(y) & \text{if } y = 1, \\
\max_{a, a' \in A, a \neq a'} x(a) + x(a') & \text{otherwise (if } y = 1). 
\end{cases}
\]
Let \( \langle x, x' \rangle \) for submodular set functions, see Section 8.2.) For \( x, x' \in \mathbb{R}^{[n] \times A} \) we denote the usual scalar product by \( \langle x, x' \rangle \), so

\[
\langle x, x' \rangle = \sum_{i=1}^{n} \sum_{x \in A} x(i, x)x'(i, x).
\]

Let \( f \) be a submodular function on \( M^n \) such that \( f(0_{M^n}) \geq 0 \). We define \( P_M(f) \) and \( B_M(f) \) as follows,

\[
P_M(f) = \left\{ x \in \mathbb{R}^{[n] \times A} \left| \forall y \in M^n, x(y) \leq f(y) \right. \right\}, \text{ and } B_M(f) = \left\{ x \in \mathbb{R}^{[n] \times A} \left| x \in P_M(f), x(1_{M^n}) = f(1_{M^n}) \right. \right\}.
\]

Due to the definition of \( g \) it is not hard to see that \( P_M(f) \) is a polyhedron. Note that if \( t \) contains at least one \( 1_M \), then \( t \) induces more than one linear inequality and if \( t \) contains no \( 1_M \), then \( t \) induces exactly one linear inequality. In general, a tuple with \( m \) occurrences of \( 1_M \) induces \( \binom{m}{2} \) linear inequalities. We use \( I(t) \) to denote the set of all vectors \( e \in \mathbb{R}^{[n] \times A} \) such that \( e \) represents an inequality induced by \( t \) (that is, an inequality of the form \( \langle e, x \rangle \leq f(t) \), where \( e \in I(t) \)).

We will also need the following definition.

**Definition 8.1** (Unified vector for diamonds). A vector \( x \in \mathbb{R}^A \) is unified if there is an atom \( p \in A \) such that

- if \( x, y \in A \setminus \{p\} \), then \( x(x) = x(y) \); and
- if \( x \in A \), then \( x(p) \geq x(x) \).

We extend the definition of unified vectors to the vectors in \( \mathbb{R}^{[n] \times A} \) by saying that \( x \in \mathbb{R}^{[n] \times A} \) is unified if \( x(i, x) \) is unified for each \( i \in [n] \).

If the submodular inequality is strict for all incomparable pairs of elements then we say that the function is strictly submodular.

Given a vector \( x \in P_M(f) \) we say that a tuple \( t \in M^n \) such that \( x(t) = f(t) \) is \( x \)-tight. The following lemma states that if \( a \) and \( b \) are \( x \)-tight, then so are \( a \cap b \) and \( a \cup b \). This simple result will be used repeatedly in the subsequent parts of this chapter.

**Lemma 8.2.** Let \( f : M^n \rightarrow \mathbb{R} \) be a submodular function. Let \( x \in P_M(f) \) be a vector and let \( a, b \in M^n \) be \( x \)-tight tuples. Then, \( a \cup b \) and \( a \cap b \) are \( x \)-tight.

**Proof.**

\[
x(a \cup b) + x(a \cap b) \leq f(a \cup b) + f(a \cap b) \leq f(a) + f(b) = x(a) + x(b).
\]
8.4 A Min–max Theorem

The main results in this section are Theorem 8.5 and Theorem 8.7. We start by two lemmas which show that $B_M(f)$ is non-empty for any submodular function which maps the bottom of the lattice to a nonnegative value.

Lemma 8.3. Let $f : \mathcal{M}^n \to \mathbb{R}$ be a submodular function. There is a vector $x \in \mathbb{R}^{[n] \times A}$ such that

- $x$ is unified; and
- $x(v_i) = f(v_i)$ for all $i \in [n]$; and
- $x(v_{i-1}[i = p_i]) = f(v_{i-1}[i = p_i])$ for all $i \in [n]$, where for $i \in [n]$, $p_i$ is the atom in Definition 8.1 for the vector $x \mapsto x(i, x)$.

Furthermore, if $f$ is integer-valued, then $x$ can be chosen to be integer-valued.

Proof. Given a submodular $f : \mathcal{M}^n \to \mathbb{R}$ we will construct a vector $x$ which satisfies the requirements in the lemma. To do this we define a sequence of atoms $p_1, p_2, \ldots, p_n$. For $i \in [n]$, choose $p_i$ so that

$$p_i \in \arg\max_{a \in A} f(v_{i-1}[i = a]).$$

Set $x(1, p_1) = f(v_0[1 = p_1])$ and for $i \in [n], i \neq 1$ set

$$x(i, p_i) = f(v_{i-1}[i = p_i]) - f(v_{i-1}).$$

(8.2)

For $i \in [n]$ and $a \in A, a \neq p_i$ set

$$x(i, a) = f(v_i) - f(v_{i-1}[i = p_i]).$$

(8.3)

We continue by establishing two claims.

Claim A. For all $i \in [n]$ and $a \in A$ we have $x(i, p_i) \geq x(i, a)$.

Proof. Assume, without loss of generality, that $a \neq p_i$. We now get

$$f(v_i) + f(v_{i-1}) \leq f(v_{i-1}[i = p_i]) + f(v_{i-1}[i = a]) \leq 2f(v_{i-1}[i = p_i])$$
where the first inequality holds due to the submodularity of \( f \) and the second inequality follows from our choice of \( p_i \). This is equivalent to

\[
\begin{align*}
\mathbf{x}(i, a) &= f(v_i) - f(v_{i - 1}[i = p_i]) \\
&\leq f(v_{i - 1}[i = p_i]) - f(v_{i - 1}) \\
&= \mathbf{x}(i, p_i)
\end{align*}
\]

which is what we wanted to prove.

For \( i \in [n] \) and \( j \in \{1, 2\} \) we define \( c_{i,j} \) as \( c_{i,1} = p_i \) and \( c_{i,2} = 1_M \).

**Claim B.** For all \( i \in [n] \) and \( j \in \{1, 2\} \) we have \( \mathbf{x}(v_{i - 1}[i = c_{i,j}]) = f(v_{i - 1}[i = c_{i,j}]) \).

**Proof.** We prove this by induction over the pairs \((i, j)\) ordered lexicographically (so \((i, j) \leq (i', j')\) if and only if \(i < i'\) or \((i = i'\) and \(j \leq j')\)). With the pair \((i, j)\) we associate the tuple \(v_{i - 1}[i = c_{i,j}]\). Note that \((i, j) \leq (i', j')\) if and only if \(v_{i - 1}[i = c_{i,j}] \subseteq v_{i' - 1}[i' = c_{i',j'}]\). As

\[
\mathbf{x}(v_{i - 1}[i = c_{i,j}]) = \mathbf{x}(v_{i - 1}[i = p_i]) + \mathbf{x}(i, a)
\]

follows from the induction hypothesis and (8.3). If \( j = 1 \) then the next pair is \((i, 2)\) and we get

\[
\begin{align*}
\mathbf{x}(v_{i - 1}[i = c_{i,2}]) &= \mathbf{x}(v_{i - 1}[i = p_i]) + \mathbf{x}(i, a) \\
&= f(v_{i - 1}[i = p_i]) + f(v_i) - f(v_{i - 1}[i = p_i]) \\
&= f(v_i).
\end{align*}
\]

The first equality follows from the definition of \( \mathbf{x}(\cdot) \) and Claim A. The second equality follows from the induction hypothesis and (8.3). If \( j = 2 \) the next pair is \((i + 1, 1)\) and we get

\[
\begin{align*}
\mathbf{x}(v_i[i = 1 = c_{i+1,1}]) &= \mathbf{x}(v_i) + \mathbf{x}(i + 1, p_{i+1}) \\
&= f(v_i) + f(v_i[i = 1 = p_{i+1}]) - f(v_i) \\
&= f(v_i[i = 1 = p_{i+1}])
\end{align*}
\]

The first equality follows from the definition of \( \mathbf{x}(\cdot) \). The second equality follows from the induction hypothesis and (8.2).

By Claim A it follows that \( \mathbf{x} \) is unified. By Claim B \( \mathbf{x} \) satisfies the second condition in the statement of the lemma. It is easy to see that if \( f \) is integer-valued, then so is \( \mathbf{x} \).

**Lemma 8.4.** Let \( f : M^n \to \mathbb{R} \) be submodular such that \( f(0_M^n) \geq 0 \). Let \( \mathbf{x} \) be a vector in \( \mathbb{R}^{[n] \times A} \). If for each \( i \in [n] \) there is an atom \( p_i \) such that

- for all \( i \in [n] \), \( \mathbf{x}(v_i) = f(v_i) \); and
- for all \( i \in [n] \), \( \mathbf{x}(v_{i - 1}[i = p_i]) = f(v_{i - 1}[i = p_i]) \),

then \( \mathbf{x} \in B_M(f) \).
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Proof. As in Claim B in Lemma 8.3 the induction will be over the pairs \([n] \times \{1, 2\}\) ordered lexicographically. With the pair \((i, j)\) we associate the tuples \(y\) such that \(y \subseteq v_{i-1}[i = c_{i,j}]\).

As \(x(\mathbf{1}_{\mathcal{M}^n}) = f(\mathbf{1}_{\mathcal{M}^n})\) it is sufficient to show that \(x \in \mathcal{P}_M(f)\). For \(i \in [n]\) and \(j \in \{1, 2\}\) we define \(c_{i,j}\) as \(c_{i,1} = p_i\) and \(c_{i,2} = 1_M\). We will prove by induction that \(x(y) \leq f(y)\) for all \(y \in \mathcal{M}^n\). As in the proof of Claim B in Lemma 8.3 the induction will be over the pairs \([n] \times \{1, 2\}\) ordered lexicographically. With the pair \((i, j)\) we associate the tuples \(y\) such that \(y \subseteq v_{i-1}[i = c_{i,j}]\).

As \(x(v_0) = x(\mathbf{0}_{\mathcal{M}^n}) = 0\) and \(f(\mathbf{0}_{\mathcal{M}^n}) \geq 0\)

and \(x(v_0[1 = p_1]) = f(v_0[1 = p_1])\)

the statement holds for the pair \((1, 1)\) (which corresponds to \(y \subseteq \mathbf{0}_{\mathcal{M}^n}[1 = p_1]\)). Let \(i \in [n]\), \(j \in \{1, 2\}\), and \(y \in \mathcal{M}^n, y \subseteq v_{i-1}[i = c_{i,j}]\) and assume that the inequality holds for all \(y' \in \mathcal{M}^n\) such that \(y' \subseteq v_{i' - 1}[i' = c_{i', j'}]\) where \((i', j')\) is the predecessor to the pair \((i, j)\). We will prove that the inequality holds for all \(y \subseteq v_{i-1}[i = c_{i,j}]\).

To simplify the notation a bit we let \(y = y(i)\). If \(y = 0_M\) we are already done, so assume that \(y \neq 0_M\). If \(y = p_i\) let \(c = 0_M\), if \(y \in A, y \neq p_i\) let \(c = p_i\) and otherwise, if \(y = 1_M\) let \(c = p_i\). Now,

\[
x(y) \leq x(v_{i-1}[i = y \cup c]) - x(v_{i-1}[i = c]) + x(y[i = y \cap c])
\]

\[
\leq x(v_{i-1}[i = y \cup c]) - x(v_{i-1}[i = c]) + f(y[i = y \cap c])
\]

\[
\leq f(v_{i-1}[i = y \cup c]) - f(v_{i-1}[i = c]) + f(y[i = y \cap c])
\]

\[
\leq f(y).
\]

The first inequality follows from the supermodularity of \(x\). The second inequality follows from the induction hypothesis and the fact that \(y \cap c \subseteq y\) and \(y \cap c \in \{0_M, p_i\}\). The third inequality follows from \(y \cup c, c \in \{0_M, p_i, 1_M\}\) and the assumptions in the statement of the lemma. Finally, the last inequality follows from the submodularity of \(f\).

In the proof of Lemma 8.3 the vector \(x \in \mathbb{R}^{[n] \times A}\) is constructed with a greedy approach—we order the coordinates of the vector, \([n] \times A\), in a certain way and then set each component to its maximum value subject to the constraints given in the definition of \(B_M(f)\). We remark that the greedy algorithm does not solve the optimisation problem for \(P_M(f)\). As an example, let \(\mathcal{M}_3 = \{(0_M, 1_M, a, b, c)\}; \cap, \cup, \mid\) be a diamond and let \(f : \mathcal{M}_3 \to \mathbb{R}\) be defined as \(f(0_M) = 0, f(a) = f(c) = f(1_M) = 1\).

The function \(f\) is submodular. Now let \(c \in \mathbb{R}^{[1] \times A}\) and \(c(1, a) = c(1, b) = c(1, c) = 1\). From the greedy algorithm we will get a vector \(x \in \mathbb{R}^{[1] \times A}\) such that \(x(1, a) = 1\) and \(x(1, b) = x(1, c) = 0\) (or some permutation of this vector). However, the solution to \(\max\langle c, y \rangle, y \in P_M(f)\) is \(y(1, a) = y(1, b) = y(1, c) = 1/2\) and \(3/2 = \langle c, y \rangle > \langle c, x \rangle = 1\). This example also shows that the vertices of \(P_M(\mathbf{f})\) are not necessarily integer-valued. This should be compared to submodular set functions, where the corresponding optimisation problem is solved by the greedy algorithm. [116]
Given an algorithm which solves the optimisation problem over $P_M(f)$ in time polynomial in $n$ we can use the equivalence of optimisation and separation given by the Ellipsoid algorithm to solve the separation problem for $P_M(f)$ in polynomial time. With such an algorithm we can decide if $0 \in P_M(f)$ or not and by a binary search we can find a minimiser of $f$ in polynomial time. So a polynomial time algorithm for the optimisation problem over $\mathcal{M}^n$ would be desirable. (The approach outlined above can be used to minimise submodular set functions, see [72] or, e.g., [73].) We present a pseudopolynomial-time algorithm for the optimisation problem in Section 8.7 which uses this technique.

We are now ready to state the two main theorems of this section.

**Theorem 8.5.** Let $f : \mathcal{M}^n \to \mathbb{R}$ be a submodular function such that $f(0_{\mathcal{M}^n}) = 0$, then

$$\min_{x \in \mathcal{M}^n} f(x) = \max \left\{ z(1_{\mathcal{M}^n}) \mid z \in P_M(f), z \leq 0, z \text{ is unified} \right\}.$$ 

Moreover, if $f$ is integer-valued then there is an integer-valued vector $z$ which maximises the right hand side.

**Proof.** If $z \in P_M(f)$, $z \leq 0$, and $z$ is unified, then

$$z(1_{\mathcal{M}^n}) \leq z(y) \leq f(y)$$

for any $y \in \mathcal{M}^n$. Hence, LHS $\geq$ RHS holds. Consider the function $f' : \mathcal{M}^n \to \mathbb{R}$ defined by

$$f'(x) = \min_{y \subseteq x} f(y).$$

Then $P_M(f') \subseteq P_M(f)$.

**Claim A.** $f'$ is submodular.

**Proof.** Let $x', y' \in \mathcal{M}^n$ and let $x \subseteq x', y \subseteq y'$ be tuples such that $f'(x') = f(x)$ and $f'(y') = f(y)$. Now,

$$f'(x') + f'(y') = f(x) + f(y) \geq f(x \cap y) + f(x \cup y) \geq f'(x' \cap y') + f'(x' \cup y')$$

where the first equality follows from the definition of $f'$, $x$ and $y$, the first inequality follows from the submodularity of $f$ and the second inequality from the definition of $f'$ and $x \cap y \subseteq x' \cap y'$ and $x \cup y \subseteq x' \cup y'$.

**Claim B.** For any $z \in P_M(f')$ we have $z \leq 0$.

**Proof.** As $f(0_{\mathcal{M}^n}) = 0$ we have $f'(x) \leq 0$ for any $x \in \mathcal{M}^n$. For $i \in [n]$ and $a \in A$ define $t_{i,a} \in \mathcal{M}^n$ such that $t_{i,a}(j) = 0_M$ for $j \in [n], j \neq i$ and $t_{i,a}(i) = a$. It follows from $z \in P_M(f')$ that we have $z(t_{i,a}) = z(i,a) \leq f'(t_{i,a}) \leq 0$ for any $a \in A$ and $i \in [n]$.

**Claim C.** Any $z \in B_M(f') \subseteq P_M(f')$ satisfies $z(1_{\mathcal{M}^n}) = f'(1_{\mathcal{M}^n})$.

**Proof.** Follows from the definition of $B_M(f')$. 
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8.4. A Min–max Theorem

From Lemma 8.3 and Lemma 8.4 it now follows that $B_M(f')$ is non-empty, indeed there is a unified vector $z \in B_M(f')$. As $B_M(f') \subseteq P_M(f') \subseteq P_M(f)$ it follows that $z \in P_M(f)$. Claim B implies that $z \leq 0$ and from Claim C we get $z(1_M) = f'(1_M)$. LHS $\leq$ RHS now follows from $f'(1_M) = \min_{x \in A^n} f(x)$, which in turn follows from the definition of $f'$.

To prove the existence of an integer-valued vector, note that the vector from Lemma 8.3 is integer-valued if $f'$ is integer-valued and $f'$ is integer-valued if $f$ is integer-valued. □

We can reformulate Theorem 8.5 to relate the minimum of a submodular function $f$ to the maximum of a certain function defined over the polyhedron \{ $x \in P_M(f) \mid x \leq 0$ \}. To do this we define a function $S : \mathbb{R}^{[n] \times A} \to \mathbb{R}$ as follows

$$S(x) = \sum_{i=1}^{n} \min_{a \in A} x(i,a) + \max_{a \in A} x(i,a).$$

We then get the following corollary.

**Corollary 8.6.**

$$\min_{y \in \mathcal{M}^n} f(y) = \max \left\{ S(z) \mid z \in P_M(f), z \leq 0 \right\}.$$

**Proof.** Follows from Theorem 8.5 by two observations. If $z$ is unified, then $z(1_M) = S(z)$. Furthermore, any vector $z$ can be turned into a unified vector $z'$ such that $z' \leq z$ and $S(z) = z'(1_M)$. To construct $z'$ from $z$, for each $i \in [n]$, choose some $p_i \in \arg \max_{a \in A} z(i,a)$ and let $z'(i,p_i) = z(i,p_i)$ and for $a \in A, a \neq p_i$ let $z'(i,a) = \min_{a \in A} z(i,a)$. □

One might ask if there is any reason to believe that the min–max characterisation given by Theorem 8.5 is the “right” way to look at this problem. That is, can this min–max relation give insight into the complexity of minimising submodular functions over diamonds? Theorem 8.5 is used in Section 8.6 to get a good characterisation of submodular function minimisation over diamonds, so it certainly gets us somewhere. In Section 8.7 we present a pseudopolynomial-time algorithm which uses $P_M(f)$, but it does not use Theorem 8.5. Additionally, Theorem 8.5 is in some sense fairly similar to (8.1). In particular, in both cases the vectors are functions from the atoms of the lattices to the real numbers and when a vector is applied to a tuple (or a subset) it is computed as a sum over the coordinates of the vector and the tuple. Furthermore, in this sum the bottom of the lattice (0 in the diamond case and an omitted element in the set case) do not contribute to the sum. There are of course differences as well. The most obvious one is, perhaps, that there is no element in the set case analogous to $1_M$ in the diamond case. As far as we know, all combinatorial algorithms for submodular set function minimisation is based on (8.1). Considering the similarity between Theorem 8.5 and (8.1) one could hope that Theorem 8.5 could be the basis for a polynomial time combinatorial algorithm for SFM($\mathcal{M}$).

The following theorem is an analogue to the second equality in Edmonds’ min–max theorem for submodular set functions (8.1).
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Theorem 8.7. Let $f : M^n \rightarrow \mathbb{R}$ be a submodular function such that $f(0_{M^n}) = 0$, then
\[
\min_{x \in M^n} f(x) = \max \{ z(1_{M^n}) \mid z \in P_M(f), z \leq 0, z \text{ is unified} \} = \max \{ x^-(1_{M^n}) \mid x \in B_M(f), x^- \text{ is unified} \}.
\]

Proof. We prove that
\[
\max \{ z(1_{M^n}) \mid z \in P_M(f), z \leq 0, z \text{ is unified} \} = \max \{ x^-(1_{M^n}) \mid x \in B_M(f), x \text{ is unified} \}.
\]
The result then follows from Theorem 8.5.

Let $x$ be a vector which maximises the right hand side. It is clear that $x^- \in P_M(f)$, $x^- \leq 0$, and that $x^-$ is unified. It follows that LHS $\geq$ RHS. Conversely, let $z$ be a vector which maximises the left hand side. We will define a sequence of vectors $x_0, x_1, \ldots$. We start with $x_0 = z$ and for $j \geq 0$ we define $x_{j+1}$ from $x_j$ according to the construction below.

1. If there is some $i \in [n]$ and $p \in \text{arg} \max_{a \in A} x(i,a)$ such that $\alpha' > 0$ where
   \[
   \alpha' = \max \{ \alpha \in \mathbb{R} \mid x + \alpha \chi_{i,p} \in P_M(f) \},
   \]
   then let $x_{j+1} = x_j + \alpha' \cdot \chi_{i,p}$.

2. Otherwise, if there is some $i \in [n]$ and $p \in \text{arg} \max_{a \in A} x(i,a)$ such that $\alpha' > 0$ where
   \[
   \alpha' = \max \{ \alpha \in \mathbb{R} \mid x_j + \alpha \cdot (\chi_i - \chi_{i,p}) \in P_M(f) \},
   \]
   then let $a$ be some atom distinct from $p$, let $m = \min \{ \alpha', x(i,p) - x(i,a) \}$, and let $x_{j+1} = x_j + m \cdot (\chi_i - \chi_{i,p})$.

We make four observations of this construction.

• If we reach the second step, then arg max$_{a \in A} x(i,a)$ is a one element set.

• For every $j$ the vector $x_j$ is unified.

• For every $j$, $x_{j+1} \geq x_j$.

• For every $j$, $x_j \in P(f)$.

These observations all follow directly from the construction above. It is not hard to convince oneself that there is an integer $m$ such that $x_m = x_{m+1}$ (and thus all vectors constructed after $m$ are equal). To see this, note that for a fixed $i \in [n]$ if some atom $a$ is increased in step 1, then this atom will never be increased again at coordinate $i$ (neither in step 1 nor in step 2). Furthermore, step 2 will be applicable at most once for each $i \in [n]$. 

Let \( y \) denote the vector \( x_m \). Note that \( x_{j+1}^- (1_{M^n}) \geq x_j^- (1_{M^n}) \) for all \( j \). Hence in particular \( y^- (1_{M^n}) \geq z (1_{M^n}) \). As we have already proved that LHS \( \geq \) RHS it now remains to prove that \( y \in B_M (f) \). As we already know that \( y \in P_M (f) \) this reduces to proving \( y (1_{M^n}) = f (1_{M^n}) \).

Let \( p \) be a tuple such that for \( i \in [n] \) we have \( p(i) \in \arg \max_{a \in A} y(i, a) \). As \( y = x_m = x_{m+1} \), it follows that for each \( k \in [n] \) there is an atom \( a \in A, a \neq p(k) \) and tuples \( t_k, t'_k \in M^n, p(k) \subseteq t_k (k), a \subseteq t'_k (k) \) such that \( t_k \) and \( t'_k \) are \( y \)-tight. Now let,

\[
  t = \bigcup_{k \in [n]} t_k \sqcup t'_k.
\]

As \( y \in P_M (f) \) it follows from Lemma 8.2 that \( y (t) = f (t) \). Note that for each \( k \in [n] \) we have \((t_k \sqcup t'_k) (k) = 1_{M^n} \), it follows that \( t = 1_{M^n} \) and hence \( y \in B_M (f) \). We conclude that LHS \( \leq \) RHS.

\[\square\]

### 8.5 The Ellipsoid Algorithm

In this section we present some definitions and results which are related to the Ellipsoid algorithm. We will use these results in our algorithms for submodular function minimisation, both over diamonds in this chapter and over general modular lattices in Chapter 9. All results presented here are from the book [73]. As in [73] we make the general assumption that for any oracle \( O \) there is an integer \( c \) such that when \( O \) is given input data of length \( n \) the length of the output is \( O (n^c) \).

We need a few basic facts about polyhedrons. Let \( P \subseteq \mathbb{R}^n \) be a polyhedron. The linearity space of \( P \), denoted by \( \text{lin.space} \ P \), is the set of vectors \( x \) such that there is a vector \( y \in P \) and \( \lambda x + y \in P \) for all \( \lambda \in \mathbb{R} \). The characteristic cone of \( P \), denoted by \( \text{char.cone} \ P \), is the set of vectors \( x \in \mathbb{R}^n \) such that for all \( y \in P \) and \( \lambda \geq 0 \) we have \( \lambda x + y \in P \). Given a set of vectors \( X \subseteq \mathbb{R}^n \) we use \( \text{conv}(X) \) to denote the convex hull of \( X \) and \( \text{cone}(X) \) to denote

\[
  \{ \lambda_1 x_1 + \ldots + \lambda_t x_t \mid t \in \mathbb{N}, x_1, \ldots, x_t \in X, \lambda_1, \ldots, \lambda_t \geq 0 \}.
\]

**Definition 8.8** (Oracle-polynomial time). An algorithm \( A \), with access to an oracle \( O \), runs in oracle-polynomial time if there is an integer \( c \) such that given any input of length \( n \) \( A \) makes \( O (n^c) \) calls to \( O \) and performs \( O (n^c) \) additional primitive operations.

**Definition 8.9** (Facet- and vertex-complexity [73, Definition 6.2.2a,b]). Let \( P \subseteq \mathbb{R}^n \) be a polyhedron and let \( \phi \) and \( \nu \) be positive integers.

- \( P \) has facet-complexity at most \( \phi \) if there exists a system of linear inequalities with rational coefficients that has solution set \( P \) and such that any equation can be encoded with at most \( \phi \) bits. If \( P = \mathbb{R}^n \) we require that \( \phi \geq n + 1 \).
• $P$ has vertex-complexity at most $\nu$ if there exist finite sets $V$ and $E$ of rational vectors such that $P = \text{conv}(V) + \text{cone}(E)$ and such that each vector in $V$ and $E$ can be encoded with at most $\nu$ bits. If $P = \emptyset$ we require that $\nu \geq n$.

**Definition 8.10** (Well-described polyhedron [73, Definition 6.2.2c]). A well-described polyhedron is a triple $(P; n, \phi)$ where $P \subseteq \mathbb{R}^n$ is a polyhedron with facet-complexity at most $\phi$. The encoding length of $(P; n, \phi)$ is $\phi + n$.

**Definition 8.11** (Strong optimisation problem [73, Definition 6.2.1]). Given a polyhedron $P \subseteq \mathbb{R}^n$ and a vector $c \in \mathbb{Q}^n$, either

• assert that $P$ is empty, or

• find a vector $y \in P$ maximising $\langle c, x \rangle$ over $P$, or

• find a vector $z \in \text{char.cone}P$ such that $\langle c, z \rangle \geq 1$.

**Definition 8.12** (Strong separation problem [73, Definition 2.1.4]). Let $P \subseteq \mathbb{R}^n$ be a polyhedron. Given a vector $y \in \mathbb{R}^n$, decide whether $y \in P$, and if not, find a hyperplane that separates $y$ from $P$; more exactly, find a vector $c \in \mathbb{R}^n$ such that $\langle c, y \rangle > \max \{\langle c, x \rangle : x \in P\}$.

The following result is a part of Theorem 6.4.9 in [73].

**Theorem 8.13.** Let $(P; n, \phi)$ be a well-described polyhedron. The strong separation problem and strong optimisation problem for $(P; n, \phi)$ can be solved in oracle-polynomial time in $n + \phi$ given $n$, $\phi$, and an oracle for the other problem.

Theorem 8.13 is in some sense quite remarkable: given a description of a polyhedron by only a separation algorithm, it is possible to maximise a linear objective function over the polyhedron in polynomial time. Note that there is no restriction on the number of inequalities defining the polyhedron, there may be an exponential number inequalities and it is still be possible to find the optimum in polynomial time!

The algorithms in Theorem 8.13 require $\phi$ as a part of the input. When the polyhedron is of the form $P_M(f)$ for some submodular $f$ this amounts to establishing an upper bound on $\max(|f|)$. We will now show how one can obtain such an upper bound.

Let $f : \mathcal{M}^n \to \mathbb{Z}$ be submodular. Let

\[ d' = \max \{ f(1_{\mathcal{M}^n}[i = x]) - f(1_{\mathcal{M}^n}[i = y]) : i \in [n], x, y \in \mathcal{M}, x \preceq y \} \]

and let $d = \max\{d', 0\}$. Note that we can compute $d$ in time polynomial in $n$. For all $x, y \in \mathcal{M}^n$ with $x \preceq y$ we claim that

\[ f(x) + d \cdot \rho(x) \leq f(y) + d \cdot \rho(y). \]  

(8.4)
(The technique we use to prove this claim comes from \[133\].) We prove that $x \prec y$ implies $f(x) \leq f(y) + d$, this is sufficient to establish (8.4). As $x \prec y$ we have $x = y \cap 1_{\mathcal{L}^n}[i = x(i)]$ for some $i \in [n]$. We now get

\[
\begin{align*}
f(x) &= f(y \cap 1_{\mathcal{M}^n}[i = x(i)]) \\
&\leq f(y) + f(1_{\mathcal{M}^n}[i = x(i)]) - f(1_{\mathcal{L}^n}[i = x(i)]) \\
&= f(y) + f(1_{\mathcal{M}^n}[i = x(i)]) - f(1_{\mathcal{M}^n}[i = y(i)]) \\
&\leq f(y) + d.
\end{align*}
\]

Here the first inequality follows from the submodularity of $f$ and the second equality follows from the fact that $x(i) \subseteq y(i)$. The last inequality follows from our choice of $d$. Note that $d$ is not too large compared to $\max(|f|)$, indeed $d \leq 2\max(|f|)$. By letting $x = 0_{\mathcal{M}^n}$ in (8.4) we get the bound $f(0_{\mathcal{M}^n}) \leq \min_{z \in \mathcal{M}^n} f(z) + d\cdot 2n$ and by $y = 1_{\mathcal{M}^n}$ we get $\max_{z \in \mathcal{M}^n} f(z) \leq f(1_{\mathcal{M}^n}) + d\cdot 2n$. Hence,

\[
\max(|f|) \leq \max(|f(0_{\mathcal{M}^n}) - d\cdot 2n|, |f(1_{\mathcal{M}^n}) + d\cdot 2n|).
\] (8.5)

Note that the RHS of (8.5) is polynomial in $n$ and $\max(|f|)$. We conclude that the running times of the algorithms in Theorem 8.13 are polynomial in $n + \log \max(|f|)$ when given the logarithm of the RHS of (8.5) as $\phi$.

### 8.6 A Good Characterisation

In this section we show that there are membership proofs for $P_M(f)$ which can be checked in time polynomial in $n$. By using Theorem 8.5 this will lead to the existence of proofs that can be checked in time polynomial in $n$ of the fact that a certain tuple minimises a submodular function.

The following lemma is an important part of the main result in this section.

**Lemma 8.14.** Let $f : \mathcal{M}^n \to \mathbb{R}$ be a submodular function and let $x$ be a vertex of $P_M(f)$. Furthermore, assume that $a, b \in \mathcal{M}^n$, $a \subseteq b$ are $x$-tight and for all $t \in \mathcal{M}^n$ such that $a \subseteq t \subseteq b$ the tuple $t$ is not $x$-tight. Then, there is at most one coordinate $i \in [n]$ such that $a(i) = 0_M$ and $b(i) = 1_M$.

**Proof.** As $x$ is a vertex of $P_M(f)$ there is some $c \in \mathbb{R}^{[n] \times A}$ such that $x$ is the unique optimum to $\max\langle c, y \rangle, y \in P_M(f)$. Assume, for the sake of contradiction, that there are two coordinates $i, j \in [n], i \neq j$ such that $a(i) = a(j) = 0_M$ and $b(i) = b(j) = 1_M$. We can assume, without loss of generality, that

\[
\sum_{x \in A} c(i, x) \geq \sum_{x \in A} c(j, x).
\]

Let $\delta > 0$ and let $x' = x + \delta x_i - \delta x_j$. We cannot have $x' \in P_M(f)$ for any $\delta > 0$, because then either $x$ is not the unique optimum or $x$ is not optimal.
As \( x' \notin P_M(f) \) there is some \( x \)-tight tuple \( t \in M^n \) such that \( (t(i) \in A \) and \( t(j) = 0_M \) or \( (t(i) = 1_M \) and \( t(j) \in \{0_M \cup A \). \) In either case, it follows from Lemma 8.2 that \( t' = (b \cap t) \cup a \) is \( x \)-tight, which is a contradiction as \( a \subseteq t' \subseteq b \).

The key lemma of this section is the following result. We will use this lemma together with Lemma 8.14 in the proof of the main result of this section (Theorem 8.19).

Lemma 8.15. Let \( n \) be a positive integer and let \( f : M^n \to \mathbb{R} \) be submodular which is provided to us by a value-giving oracle. Let \( x \in \mathbb{R}^{[|n|] \times A} \) and \( a, b \in M^n \) such that \( a \subseteq b, a \) is \( x \)-tight, and there are at most \( k \) coordinates \( i \in [n] \) such that \( a(i) = 0_M \) and \( b(i) = 1_M. \) Under the assumption that for all \( t \subseteq a \) we have \( x(t) \leq f(t) \) it is possible to check if the statement \( \forall y \in M^n : y \subseteq b \Rightarrow x(y) \leq f(y) \) is true in time \( O(|M|^k \cdot n^k) \), for some fixed constant \( c. \)

Proof. We will first show that we can check the inequality for all \( y \) which satisfies \( a \subseteq y \subseteq b \). We will then prove that if the inequality holds for these \( y \), then it holds for all tuples \( y \subseteq b. \)

Let \( I \subseteq [n] \) be the set of coordinates such that \( a(i) = 0_M \) and \( b(i) = 1_M \) and let \( J = \{ j \in [n] \mid a(j) \neq b(j), j \notin I \} \). Let \( Z = \{ z \in M^n \mid \forall i \notin I : z(i) = 0_M \} \). For a subset \( Y = \{ y_1, y_2, \ldots, y_m \} \) of \( J \) and \( z \in Z \) define \( g_z : 2^I \to \mathbb{R} \) as

\[
g_z(Y) = f(a[y_1 = b(y_1), \ldots, y_m = b(y_m)] \cup z).
\]

We claim that \( g_z \) is a submodular set function. Let \( z \in Z \) and let \( C = \{ c_1, c_2, \ldots, c_k \} \) and \( D = \{ d_1, d_2, \ldots, d_l \} \) be two arbitrary subsets of \( J \). Define \( c, d \in M^n \) as \( a[c_1 = b(c_1), \ldots, c_k = b(c_k)] \cup z \) and \( a[d_1 = b(d_1), \ldots, d_l = b(d_l)] \cup z \), respectively. We now get

\[
g_z(C) + g_z(D) = f(c) + f(d) \geq f(c \cap d) + f(c \cup d) = g_z(C \cap D) + g_z(C \cup D).
\]

Hence \( g_z \) is submodular for each \( z \in Z \). For a subset \( Y = \{ y_1, y_2, \ldots, y_m \} \) of \( J \) define \( h_z : 2^I \to \mathbb{R} \) as

\[
h_z(Y) = x(a[y_1 = b(y_1), \ldots, y_m = b(y_m)] \cup z).
\]

We claim that \( -h_z \) is a submodular set function for each \( z \in Z \). As above, let \( C = \{ c_1, c_2, \ldots, c_k \} \) and \( D = \{ d_1, d_2, \ldots, d_l \} \) be two arbitrary subsets of \( J \) and let \( c = a[c_1 = b(c_1), \ldots, c_k = b(c_k)] \cup z \) and \( d = a[d_1 = b(d_1), \ldots, d_l = b(d_l)] \cup z \), then

\[
h_z(C) + h_z(D) = x(c) + x(d) \leq x(c \cap d) + x(c \cup d) = h_z(C \cap D) + h_z(C \cup D).
\]
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Hence, \(-h_z\) is submodular. Let \(Y = \{y_1, y_2, \ldots, y_m\}\) be an arbitrary subset of \(J\) and let \(z \in Z\). For a fixed \(z \in Z\) the inequalities

\[
x(a[y_1 = b(y_1), \ldots, y_m = b(y_m)] \cup z) \leq f(a[y_1 = b(y_1), \ldots, y_m = b(y_m)] \cup z)
\]

\(\iff\)

\[0 \leq g_z(Y) - h_z(Y)\] (8.6)

can be verified to hold for every \(Y \subseteq J\) in time polynomial in \(n\) as the RHS of (8.6) is a submodular set function in \(Y\). To verify the inequality we find the minimum value of the RHS of (8.6) for and compare it to 0. This can be done in time polynomial in \(n\) by one of the polynomial time algorithms for submodular function minimisation (see, e.g., [73, 87, 133] for descriptions of these algorithms). As \(|Z| = |M|^k\) we can perform this minimisation for every \(z \in Z\) within the stated time bound. Conversely, if (8.6) does not hold for some \(Y \subseteq J\) and \(x \in X\), then there is a tuple \(t \subseteq b\) such that \(x(t) \not\leq f(t)\).

We will now show that it is in fact sufficient to verify the inequality for the tuples \(y\) such that \(a \subseteq y \subseteq b\). Let \(y \in M^n\) be a tuple such that \(y \subseteq b\). Note that if \(a \subseteq y\), then it follows from (8.6) that \(x(y) \leq f(y)\). For the sake of contradiction, assume that \(x(y) \not\leq f(y)\). By the submodularity of \(f\) we get

\[f(a \cup y) + f(a \cap y) \leq f(a) + f(y).\] (8.7)

As \(a \subseteq a \cup y \subseteq b\) it follows from (8.6) that \(x(a \cup y) \leq f(a \cup y)\). Furthermore, \(y \cap a \subseteq a\) so by the assumptions in the lemma \(x(a \cap y) \leq f(a \cap y)\). By the choice of \(a\) and \(y\) we get \(x(a) = f(a)\) and \(f(y) < x(y)\). It follows that

\[x(a \cup y) + x(a \cap y) \leq f(a \cup y) + f(a \cap y)\] (8.8)

and

\[f(a) + f(y) < x(a) + x(y)\] (8.9)

But

\[x(a) + x(y) \leq x(a \cup y) + x(a \cap y)\] (8.10)

so we get a contradiction by combining (8.8), (8.7), (8.9), and (8.10). \(\square\)

Given a submodular function \(f\), it is not hard to see that the characteristic cone of \(P_M(f)\) are the vectors \(x \in \mathbb{R}^{[n] \times A}\) such that \(x \leq 0\). Furthermore, the lineality space of \(P_M(f)\) is \(\{0\}\). Given a polyhedron \(P\) such that lin.space \(P = \{0\}\), it is well-known (see, e.g., [132, Chapter 8]) that any \(x \in P\) can be represented as \(x = \sum_{i=1}^{n+1} \lambda_i y_i + c\) where \(y_1, \ldots, y_{n+1}\) are vertices of \(P\), \(c \in \text{char.cone } P\), \(\sum_{i=1}^{n+1} \lambda_i = 1\), and \(\lambda_i \geq 0\) for all \(i\). (That is, \(x\) is the sum of a convex combination of some of the vertices of \(P\) and a
vector in the characteristic cone of $P$.) The fact that $n+1$ vertices suffice is also well-known and is a corollary to Carathéodory’s Theorem [29] (see [132, Chapter 7.7] for a proof of the theorem and the corollary). We state this result adapted to our setting as the following theorem.

**Theorem 8.16.** Let $f : \mathcal{M}^n \rightarrow \mathbb{R}$ be submodular and let $x \in P_M(f)$. Let $N = n \cdot |A|$. There are vertices $y_1, \ldots, y_{N+1}$ of $P_M(f)$, coefficients $\lambda_1, \ldots, \lambda_{N+1} \in \mathbb{R}$, and a vector $c \in \mathbb{R}^{[n] \times A}$ such that

$$x = \sum_{i=1}^{N+1} \lambda_i y_i + c,$$

$c \leq 0$, $\sum_{i=1}^{N+1} \lambda_i = 1$, and $\lambda_i \geq 0$ for each $i \in [N+1]$.

We continue by showing that the vertices of $P_M(f)$ can be encoded in not too many bits. This is needed in the proof of Theorem 8.19.

**Lemma 8.17** (Part of Lemma 6.2.4 in [73]). Let $P \subseteq \mathbb{R}^m$ be a polyhedron. If $P$ has facet-complexity at most $\phi$, then $P$ has vertex-complexity at most $4m^2 \phi$.

**Lemma 8.18.** There is a constant $c$ such that for any submodular $f : \mathcal{M}^n \rightarrow \mathbb{Z}$ the polyhedron $P_M(f)$ has vertex-complexity at most

$$c \cdot |A| n^3 \cdot \log \max(|f|).$$

**Proof.** From the definition of $P_M(f)$ it follows that $P_M(f)$ has facet-complexity at most $c \cdot |A| n \cdot \log \max(|f|)$, for some constant $c$. The lemma now follows from Lemma 8.17. □

Lemma 8.18 tells us that the vertices of $P_M(f)$ can be encoded with not too many bits (that is, the size is bounded by a polynomial in $n$ and $\log \max(|f|)$). We are now ready to prove the main theorem in this section, that $\mathcal{M}$ is well-characterised.

**Theorem 8.19.** For every $k \geq 3$ the lattice $\mathcal{M}_k$ is well-characterised.

As usual we let $\mathcal{M}$ denote an arbitrary diamond. The idea in the proof is that any point in $P_M(f)$ can be represented as a convex combination of at most $n|A|+1$ vertices of $P_M(f)$ (this is Carathéodory’s theorem). Furthermore, by Lemma 8.14 and an iterated use of Lemma 8.15 there are membership proofs for the vertices of $P_M(f)$ which can be checked in polynomial time. Hence, we get membership proofs for all of $P_M(f)$ which can be checked efficiently and by Theorem 8.5 we obtain the result.

**Proof.** Let $f : \mathcal{M}^n \rightarrow \mathbb{Z}$ be a submodular function and let $m$ be some integer. We will show that if $\min_{t \in \mathcal{M}^n} f(t) = m$, then there is a proof of this fact which can be checked in time polynomial in $n$.

We can assume that $f(0_{\mathcal{M}^n}) = 0$ as $t \mapsto f(t) - f(0_{\mathcal{M}^n})$ is submodular. Let $N = n \cdot |A|$. The proof consists of a tuple $\mathbf{m} \in \mathcal{M}^n$, $N+1$ vectors...
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\[ x_1, \ldots, x_{N+1} \in \mathbb{R}^{[n] \times A}, \text{ for each } i \in [N+1] \text{ a sequence } t_{i}^1, \ldots, t_{i}^{2n} \in \mathcal{M}^n \text{ of tuples, and finally an integer-valued vector } c \in \mathbb{R}^{[n] \times A}. \]

To verify the proof we first find \( \lambda = (\lambda_1, \ldots, \lambda_{N+1}) \in \mathbb{R}^{N+1} \) and \( y \in \mathbb{R}^{[n] \times A} \) such that
\[
y \leq 0, \quad \sum_{i=1}^{N+1} \lambda_i x_i + y = c, \quad \lambda \geq 0, \quad \text{ and } \quad \sum_{i=1}^{N+1} \lambda_i = 1.
\] (8.11)

This can be done in time polynomial in \( n \). Reject the proof if there are no solutions to (8.11). We proceed by checking that for each \( i \)

- \( 0_{\mathcal{M}^n} = t_i^1 \sqsubseteq t_i^2 \sqsubseteq \ldots \sqsubseteq t_i^{2n-1} \sqsubseteq t_i^{2n} = 1_{\mathcal{M}^n} \), and
- \( t_i^1, \ldots, t_i^{2n} \) are \( x_i \)-tight, and
- for any \( j \in [2n-1] \) there it at most one coordinate \( l \in [n] \) such that \( t_i^j(l) = 0_M \) and \( t_i^{j+1}(l) = 1_M \).

Reject the proof if any of these checks fail. We now want to verify that \( x_i \in P_M(f) \), this can be done by using Lemma 8.15 repeatedly. For \( j = 1, 2, \ldots, 2n - 1 \) we use the algorithm in Lemma 8.15 with \( a = t_i^j \) and \( b = t_i^{j+1} \). If all invocations of the algorithm succeed we can conclude that \( x_i \in P_M(f) \), otherwise the proof is rejected. Finally, compute
\[ c = \sum_{i=1}^{N+1} \lambda_i x_i + y \]

and accept the proof if \( c \leq 0 \), \( c \) is unified, and \( c(1_{\mathcal{M}^n}) = f(m) = m \).

We now prove that this proof system is sound and complete.

**Completeness** (That is, if \( m = \min_{y \in \mathcal{M}^n} f(y) \), then there is a proof which the verifier accepts.) By Theorem 8.5 there is a unified integer-valued vector \( c \) such that \( c \in P_M(f) \), \( c \leq 0 \) and \( m = c(1_{\mathcal{M}^n}) \). By Theorem 8.16 there are vectors \( x_1, \ldots, x_{N+1} \) such that for each \( i \in [N+1] \) \( x_i \) is a vertex of \( P_M(f) \) and \( c \) is the sum of a convex combination of \( x_1, \ldots, x_{N+1} \) with coefficients \( \lambda = (\lambda_1, \ldots, \lambda_{N+1}) \) and some vector \( y \in \text{char.cone } P_M(f) \), hence \( \lambda, y \) is a solution to (8.11).

As for each \( i \in [N+1] \) the vector \( x_i \) is a vertex of \( P_M(f) \) it follows from Lemma 8.14 (and the observation that \( 0_{\mathcal{M}^n} \) and \( 1_{\mathcal{M}^n} \) are \( x_i \)-tight\(^\dagger\)) that there is a sequence of tuples \( t_i^1, t_i^2, \ldots, t_i^{2n} \) such that \( 0_{\mathcal{M}^n} = t_i^1 \sqsubseteq t_i^2 \sqsubseteq \ldots \sqsubseteq t_i^{2n} = 1_{\mathcal{M}^n} \) and for each \( j \in [2n-1] \) there is at most one \( l \in [n] \) such that \( t_i^j(l) = 0_M \) and \( t_i^{j+1}(l) = 1_M \).

\(^\dagger\)To show that \( 1_{\mathcal{M}^n} \) is \( x_i \)-tight one can use the same technique as in Lemma 8.14: as \( x_i \) is a vertex there is some \( c \in \mathbb{R}^{[n] \times A} \) such that \( x_i \) is the unique solution to \( \max(c, y) \in P_M(f) \). It follows that \( c(j, a) > 0 \) for each \( j \in [n] \) and \( a \in A \) (otherwise \( x_i \) is either not the unique optimum or it is not an optimum at all). Hence, for each \( j \in [n] \) and \( a \in A \) if we try to increase \( x_i(j, a) \) then we get a vector which is not contained in \( P_M(f) \). It follows that there is an \( x_i \)-tight tuple \( t_{j,a} \) such that \( a \sqsubseteq t_{j,a}(j) \). By Lemma 8.2 we now get that \( 1_{\mathcal{M}^n} \) is \( x_i \)-tight.
that $t_i^2(l) = 0_M$ and $t_i^{j+1}(l) = 1_M$. It follows that this proof is accepted by the verifier.

\begin{flushright}
\Box
\end{flushright}

**Soundness** (That is, if there is a proof which the verifier accepts, then $m = \min_{y \in M^n} f(y)$.) As the verifier accepted the proof it follows from Lemma 8.15 that $x_i \in P_M(f)$ for each $i \in [N+1]$. As $\lambda$ and $y$ is a solution to (8.11) it follows that $c \in P_M(f)$ (it is a sum of a convex combination of some vectors contained in $P_M(f)$ and a vector in char.$\text{cone } P_M(f)$). From the acceptance of the verifier it also follows that $c \geq 0$, $c$ is unified, and $m = f(m) = c(1_M^\perp)$. It now follows from Theorem 8.5 that $m = \min_{y \in M^n} f(y)$.

In the proof system above, instead of letting the verifier solve (8.11) we could have required that $\lambda$ and $y$ are given in the proof. However, it is not obvious that $\lambda$ and $y$ can be encoded in polynomially many bits. This follows from the approach taken above by the fact that there are polynomial-time algorithms for finding solutions to systems of linear inequalities and Lemma 8.18.

Note that the vectors given in the proof do not need to be vertices of $P_M(f)$. However, by using the tight tuples and by repeatedly using Lemma 8.15 we can verify that the given vectors are in fact contained in $P_M(f)$ anyway. By Lemma 8.14 vectors and tight tuples always exist which satisfies the conditions above (namely, if we chose some appropriate vertices of $P_M(f)$).

The following lemma, which uses Lemma 8.15 essentially as we use it in Theorem 8.19, will be useful to us in Section 8.7.

**Lemma 8.20.** Let $k$ be some fixed positive integer. Let $f : M^n \to \mathbb{Z}$ be submodular and let $x$ be a vector in $P_M(f)$. Let $t_1, \ldots, t_m \in M^n$ be $x$-tight tuples such that $0_M = t_1 \sqcap \ldots \sqcap t_m = 1_M$ and for each $j \in [m-1]$ there is at most $k$ distinct $i_1, i_2, \ldots, i_k \in [n]$ such that $t_j(i_1) = t_j(i_2) = \ldots = t_j(i_k) = 0_M$ and $t_{j+1}(i_1) = t_{j+1}(i_2) = \ldots = t_{j+1}(i_k) = 1_M$.

For $i \in [m]$ let $E_i \subseteq I(t_i)$ such that $e \in E_i$ if and only if $(e, x) = f(t_i)$. Given $c \in \mathbb{Q}^{[n] \times A}$, $x$, and $t_1, \ldots, t_m$ it is possible to compute $\max(e, y)$ subject to $y \in P_M(f)$ and $(e, y) = f(t_i)$ for all $i \in [m]$ and $e \in E_i$ in time polynomial in $n, \log \max(|f|)$ and the encoding length of $e$.

Note that we do not require that the running time depend polynomially on $k$.

**Proof.** We construct a separation algorithm for the polyhedron

$$\{ y \in P_M(f) \mid \forall i \in [m], e \in E_i : (e, y) = f(t_i) \}.$$ 

(8.12)

The lemma then follows from the equivalence of separation and optimisation given by the Ellipsoid algorithm.

Given a vector $y \in \mathbb{R}^{[n] \times A}$ we first test that for all $i \in [m]$ and $e \in E_i$ we have $(e, y) = f(t_i)$. For each $i \in [m]$ we do this as follows: for each $j \in [n]$ such that $t_i(j) = 1_M$ the set of pairs of atoms $a, b \in A$ such that $x(j, a) + x(j, b)$ is maximised must be a subset of the set of pairs of atoms
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In this section we will show that there is an algorithm which finds the minimum value of a submodular \( f : \mathcal{M}^n \to \mathbb{R} \) in time polynomial in \( n \) and \( \max(|f|) \). Note that from an algorithm which computes \( \min_{t \in \mathcal{M}^n} f(t) \) one can construct an algorithm to find a minimiser of \( f \), i.e., find a tuple \( y \in \mathcal{M}^n \) such that \( f(y) = \min_{t \in \mathcal{M}^n} f(t) \). This can be done by for each \( x \in \mathcal{M} \) minimising \( f_x : \mathcal{M}^{n-1} \to \mathbb{R} \) defined by \( f_x(t) = f(x, t) \). If \( \min_{t \in \mathcal{M}^{n-1}} f_x(t) = \min_{t \in \mathcal{M}^n} f(t) \), then there is a minimiser \( y \in \mathcal{M}^n \) to \( f \) such that \( y(1) = x \). By iterating this procedure \( n \) times one finds a minimiser of \( f \).

We start with a high-level description of the algorithm. The starting point is the separation problem for \( P_M(f) \) and the observation that if \( \mathbf{0} \in P_M(f) \) if and only if \( \min_{t \in \mathcal{M}^n} f(t) \geq 0 \). Hence, given an algorithm for deciding if \( \mathbf{0} \) is contained in \( P_M(f) \) we can apply a binary search strategy to find a minimiser of \( f \).

In each iteration \( i \) of the algorithm we maintain an upper bound \( u_i \) and lower bound \( l_i \) on \( \min_{t \in \mathcal{M}^n} f(t) \). If \( \mathbf{0} \in P_M(f - (u_i - l_i)/2) \) (note that for any \( c \in \mathbb{R} \) the function \( f + c \) is submodular if \( f \) is submodular), we iterate the algorithm with \( u_{i+1} = u_i \) and \( l_{i+1} = (u_i - l_i)/2 \). Otherwise, if \( \mathbf{0} \not\in P_M(f) \), we set \( u_{i+1} = (u_i - l_i)/2 \) and \( l_{i+1} = l_i \). For an initial upper bound we can use \( u_1 = f(0_{\mathcal{M}^n}) \). To find an initial lower bound \( l_1 \) we can use Theorem 8.7 together with the greedy algorithm in Lemma 8.3. The running time of this algorithm is \( O(S \cdot \log \max(|f|) + n) \), where \( S \) is the time taken to decide if \( \mathbf{0} \in P_M(f) \).

By the equivalence of separation and optimisation given by the Ellipsoid algorithm (Theorem 8.13) it is sufficient to solve the optimisation problem for \( P_M(f) \). In the optimisation problem we are given \( c \in \mathbb{Q}^{[n] \times A} \) and are supposed to maximise \( \langle c, y \rangle \) subject to \( y \in P_M(f) \). To get the running time we are aiming for we must do this in time polynomial in \( n, \max(|f|) \) and the encoding length of \( c \).

To solve this problem our algorithm starts with a vertex of \( P_M(f) \) and either finds an adjacent vertex with a strictly better measure or concludes that no such vertex exists. The initial vertex is found by the greedy algorithm in Lemma 8.3. To make this approach run in pseudopolynomial time two parts are needed. The first one is the existence of a pseudopolynomial-time algorithm to go from a vertex to a better one or conclude that no such...
vertex exists. We present an algorithm for this in Section 8.7.3. The other part is that we must ensure that the algorithm makes enough progress in each iteration so that we get the bound on the running time we are aiming for. To this end, we prove in Section 8.7.2 that the vertices of $P_M(f)$ are half-integral (i.e., every coordinate of every vertex of $P_M(f)$ is contained in $\{1/2 \cdot k \mid k \in \mathbb{Z}\}$).

This section is organised as follows: in Subsection 8.7.1 we prove a couple of results of the structure of the vertices of $P_M(f)$. We also show that a submodular function can be turned into a strictly submodular function such that any minimiser of the latter is also a minimiser of the former. This will be useful to us in the subsequent parts of the algorithm. In Subsection 8.7.2 we prove that the vertices of $P_M(f)$ are half-integral. Finally, in Subsection 8.7.3 we show how we can go from one vertex of $P_M(f)$ to a better one (if there is one) and how this can be used to construct an optimisation algorithm for $P_M(f)$. The oracle-pseudo-tractability for the diamonds is stated as Corollary 8.31.

8.7.1 The Structure of the Vertices of $P_M(f)$

The following lemma is stated in [134, Theorem 2.1] for the boolean lattice. Essentially the same proof works for modular lattices. We give a version of the lemma specialised to $M^n$.

Lemma 8.21. Let $t, u \in M^n$ such that $t \not\subseteq u$ and $u \not\subseteq t$, then

$$\rho(t)(2n - \rho(t)) + \rho(u)(2n - \rho(u)) > \rho(t \cap u)(2n - \rho(t \cap u)) + \rho(t \cup u)(2n - \rho(t \cup u)).$$

Proof. Let $\alpha = \rho(t \cap u), \beta = \rho(t) - \rho(t \cap u), \gamma = \rho(u) - \rho(t \cap u)$, and $\delta = 2n - \rho(t \cup u)$. Then the LHS is equal to

$$(\alpha + \beta)(\gamma + \delta) + (\alpha + \gamma)(\beta + \delta) = 2\alpha\delta + 2\beta\gamma + \alpha\gamma + \beta\delta + \alpha\beta + \gamma\delta$$

as $\rho$ is modular (i.e., $\rho(t) + \rho(u) = \rho(t \cup u) + \rho(t \cap u)$). The RHS is equal to

$$\alpha(\beta + \gamma + \delta) + (\alpha + \beta + \gamma)\delta = 2\alpha\delta + \alpha\gamma + \beta\delta + \alpha\beta + \gamma\delta.$$  

Since $\beta\gamma > 0$ the lemma follows.  

The lemma above tells us that the function $t \mapsto \rho(t)(2n - \rho(t))$ is strictly submodular. Note that if $f : M^n \to \mathbb{R}$ is submodular, then $f$ can be turned into a strictly submodular function $f' : M^n \to \mathbb{R}$ by $f'(t) = f(t) + \epsilon \rho(t)(2n - \rho(t))$ with a small enough $\epsilon > 0$. Observe that if $\epsilon > 0$ is chosen small enough then any minimiser of $f'$ is also a minimiser of $f$. Strictly submodular functions are an interesting subset of the submodular functions due to this observation and the following lemma.

Lemma 8.22. Let $f : M^n \to \mathbb{R}$ be strictly submodular and let $x$ be a vertex of $P_M(f)$. Then, the $x$-tight tuples form a chain.
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Proof. Assume, for the sake of contradiction, that \( t, u \in \mathcal{M}^n \) are \( x \)-tight and \( t \nsubseteq u \) and \( u \nsubseteq t \). It follows that

\[
x(t) + x(u) = f(t) + f(u) > f(t \cap u) + f(t \cup u) = x(u \cup v) + x(u \cap v).
\]

The last equality follows from the fact that the \( x \)-tight tuples are closed under \( \cap \) and \( \cup \) (Lemma 8.2). However, (8.13) contradicts the supermodularity of \( x \).

Lemma 8.22 tells us that, for strictly submodular \( f \), for each vertex \( x \) of \( P_M(f) \) the set of \( x \)-tight tuples is a chain in \( \mathcal{M}^n \). As the dimension of \( P_M(f) \) is \( |A|n \), for every vertex \( x \) of \( P_M(f) \) there are \( |A|n \) linearly independent inequalities which are satisfied with equality by \( x \). This means that for every such \( x \) there is a chain \( t_1 \subset t_2 \subset \ldots \subset t_m \) in \( \mathcal{M}^n \) and linearly independent vectors \( e_1, e_2, \ldots, e_{|A|n} \) such that for each \( i \in [|A|n] \) there is some \( j(i) \in [m] \) such that \( e_i \in I(t_j(i)) \) and for all \( i \in [|A|n] \) we have \( \langle e_i, x \rangle = f(t_j(i)) \).

Furthermore, \( x \) is the only vector which satisfies \( \langle e_i, x \rangle = f(t_i) \) for all \( i \in [|A|n] \).

For general (not necessarily strict) submodular functions the set of \( x \)-tight tuples is not necessarily a chain, but one can prove that for every vertex there is a chain of tuples such that some subset of the inequalities induced by the tight tuples characterises the vertex. That is, given the subset of inequalities induced by such a chain of tight tuples there is only one point in \( P_M(f) \) which satisfies all the inequalities with equality. For our purposes Lemma 8.22 suffices, but we state and prove this latter result as well in the following lemma.

Lemma 8.23. Let \( f : \mathcal{M}^n \to \mathbb{R} \) be submodular and let \( x \) be a vertex of \( P_M(f) \). Then there is a chain \( t_1 \subset t_2 \subset \ldots \subset t_m \) in \( \mathcal{M}^n \) and linearly independent vectors \( e_1, e_2, \ldots, e_{|A|n} \), which are all \( x \)-tight, such that for each \( i \in [|A|n] \) there is some \( j(i) \in [m] \) such that \( e_i \in I(t_j(i)) \).

Proof. Define \( f'(t) = f(t) + \epsilon \rho(t)(2n - \rho(t)) \) and choose \( \epsilon > 0 \) small. From Lemma 8.21 it follows that \( f' \) is strictly submodular. Choose \( c \in \mathbb{R}^{[n \times A]} \) such that \( x \) is the unique optimum to \( \max \langle c, y \rangle, y \in P_M(f) \). Let \( x' \) be a vertex of \( P_M(f') \) which is an optimum to \( \max \langle c, y \rangle, y \in P_M(f') \). From Lemma 8.22 it follows that as \( x' \) is a vertex of \( P_M(f') \) there are \( t_1 \subset t_2 \subset \ldots \subset t_m \) and \( x' \)-tight \( e_1, \ldots, e_{|A|n} \) as in the statement of the lemma. Let \( e_1, \ldots, e_{|n|A} \) be the rows of the matrix \( A \) and define \( b = (f(t_{j(1)}), \ldots, f(t_{j(m)}))^T \) and

\[
\epsilon = \epsilon \cdot (\rho(t_{j(1)})(2n - \rho(t_{j(1)})), \ldots, \rho(t_{j(m)})(2n - \rho(t_{j(m)})))^T.
\]

It follows that \( x' = A^{-1}(b + \epsilon) \). We proceed by establishing two claims.

**Claim A.** \( A^{-1}b \in P_M(f) \).

Proof. To see this assume for the sake of contradiction that \( A^{-1}b \not\in P_M(f) \).
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Let \( P_M(f) \), then there is some \( t \in M^n \) and \( e \in I(t) \) such that \( eA^{-1}b > f(t) \). However,

\[
ex' = eA^{-1}(b + \epsilon) = eA^{-1}b + eA^{-1}\epsilon \leq f(t) + \epsilon \rho(t)(2n - \rho(t)).
\]

(8.14)

As \( eA^{-1}b > f(t) \) we can choose some \( \delta > 0 \) such that \( eA^{-1}b > f(t) + \delta \).

By choosing \( \epsilon \) so that \( |\epsilon \rho(t)(2n - \rho(t)) - eA^{-1}\epsilon| < \delta \) we get

\[
eA^{-1}b + eA^{-1}\epsilon > f(t) + \epsilon \rho(t)(2n - \rho(t))
\]

which contradicts (8.14). We conclude that \( A^{-1}b \in P_M(f) \).

Claim B. \( \langle A^{-1}b, c \rangle = \langle x, c \rangle \).

Proof. Assume, for the sake of contradiction, that \( \langle A^{-1}b, c \rangle < \langle x, c \rangle \).

(The inequality \( \leq \) follows from our choice of \( x \) and Claim A.) Note that \( x \in P_M(f) \subseteq P_M(f') \). For sufficiently small \( \epsilon \) we get

\[
\langle x', c \rangle = \langle A^{-1}(b + \epsilon), c \rangle < \langle x, c \rangle
\]

which contradicts the optimality of \( x' \).

We have shown that for every vertex \( x \in P_M(f) \) there is some vertex \( x' \in P_M(f') \) which satisfies some inequalities, given by the matrix \( A \), with equality. As \( f' \) is strictly submodular it follows from Lemma 8.22 that the \( x' \)-tight tuples form a chain. By Claim A the inequalities in \( A \) also defines a point in \( P_M(f) \). Furthermore, by Claim B this point maximises \( \langle y, c \rangle \) over \( P_M(f) \). By our choice of \( c \) it follows that \( A^{-1}b = x \). The lemma follows. \( \square \)

8.7.2 \( P_M(f) \) is Half-integral

In this subsection we will prove that if \( f : M^n \to \mathbb{Z} \) is submodular, then the vertices of \( P_M(f) \) are half-integral.

Lemma 8.24. Let \( f : M^n \to \mathbb{R} \) be submodular and let \( x \) be a vertex of \( P_M(f) \). For each \( i \in [n] \) there are three possibilities

1. \( x(i, a) = x(i, b) \) for all \( a, b \in A \); or

2. there is exactly one atom \( a' \in A \) such that \( x(i, a') > \min_{a \in A} x(i, a) \); or

3. there is exactly one atom \( a' \in A \) such that \( x(i, a') < \max_{a \in A} x(i, a) \).

Proof. As \( x \) is a vertex of \( P_M(f) \) there is a \( c \in \mathbb{R}^{[n] \times A} \) such that \( x \) is the unique optimum to \( \langle c, y \rangle, y \in P_M(f) \). As the optimum exist it follows that \( c \geq 0 \). Assume, for the sake of contradiction, that there is a coordinate \( i \in [n] \) such that the statement of the lemma does not hold for \( i \). Let \( A_1 \) be the atoms \( a' \in A \) which satisfies \( x(i, a') = \max_{a \in A} x(i, a) \). Similarly, let \( A_2 \)
be the atoms $a' \in A_2$ which satisfies $x(i,a') = \max_{a \in A \setminus A_1} x(i,a)$. Finally, let $A_3 = A \setminus (A_1 \cup A_2)$. We will first prove the following claim.

Claim. If the statement of the lemma does not hold, then there are distinct atoms $b,c \in A$ and $x$-tight tuples $t_1,t_2 \in M^n$ such that $t_1(i) = b$, $t_2(i) = c$ and $(b \in A_3$ or $b \in A_2$).

Proof. If $a \in A_3$ let $x' = x + \delta \chi(i,a)$ for some small $\delta > 0$. As $x$ is the unique optimum it follows that $x' \notin P_M(f)$ and hence there is an $x$-tight tuple $t \in M^n$ such that $t(i) = a$. So if $|A_3| \geq 2$, then the claim holds. Similarly, if $|A_1| \geq 2$, then any for any $a \in A \setminus A_1$ we get an $x$-tight tuple $t$ such that $t(i) = a$. (Again this follows from considering the vector $x' = x + \delta \chi(i,a)$.)

So $|A_3| \leq 1$ and $(|A_3| = 1$ or $|A_3| \geq |A| - 1)$. If $|A_3| = 0$ and $|A_1| = 1$ or $|A_1| \geq |A| - 1$, then the statement of the lemma holds, so we must have $|A_3| = 1$. This implies that $|A_1| = 1$.

Let $A_1 = \{a\}$. If $c(i,a) \geq \sum_{b \in A_2} c(i,b)$, then let $x' = x + \delta \chi(i,a) - \delta \sum_{b \in A_2} \chi(i,b)$ for some small $\delta > 0$. It follows that $x' \notin P_M(f)$ and hence there is an $x$-tight tuple $t$ with $t(i) = a$. In the other case, when $c(i,a) < \sum_{b \in A_2} c(i,b)$, we let $x' = x - \delta \chi(i,a) + \delta \sum_{b \in A_2} \chi(i,b)$. It follows that there is an $x$-tight tuple $t$ with $t(i) \in A_2$.

Let $b$ and $c$ be the atoms in the claim above and let $t_1$ and $t_2$ be the $x$-tight tuples in the claim. As $f$ is submodular we have

$$f(t_1 \cup t_2) + f(t_1 \cap t_2) \leq f(t_1) + f(t_2) = x(t_1) + x(t_2).$$

From this inequality and the fact that $x \in P_M(f)$ it follows that

$$x(t_1 \cup t_2) + x(t_1 \cap t_2) \leq f(t_1 \cup t_2) + f(t_1 \cap t_2) \leq x(t_1) + x(t_2) \leq x(t_1 \cup t_2) + x(t_1 \cap t_2).$$

We conclude that $x(t_1 \cup t_2) + x(t_1 \cap t_2) = x(t_1) + x(t_2)$. However, this leads to a contradiction:

$$x(t_1) + x(t_2) = x(i,b) + x(i,c) + x(t_1[i = 0_M]) + x(t_2[i = 0_M]) \leq x(i,b) + x(i,c) + x(t_1 \cup t_2)[i = 0_M] + x(t_1 \cap t_2) < x(t_1 \cup t_2) + x(t_1 \cap t_2)$$

So the coordinate $i$ cannot exist. \hfill \Box

The lemma above can be strengthened if $|A| = 3$, in this case only 1 and 2 are possible. To see this, assume that $A = \{a_1, a_2, a_3\}$ and $x(i,a_1) = x(i,a_2) > x(i,a_3)$. Let $x' = x + \delta \chi(i,a_1) - \delta \chi(i,a_2)$ (or $x' = x - \delta \chi(i,a_1) + \delta \chi(i,a_2)$ if $c(i,a_1) < c(i,a_2)$). As $x' \notin P_M(f)$ it follows that there is some $x$-tight tuple $t$ with $t(i) = a_1$ (or $t(i) = a_2$). We can then proceed as in the proof above.

We will need the following lemma from [77] (see also [3]) in our proof of the half-integrality of $P_M(f)$.
Lemma 8.25. Let A be a \( m \times n \) integral matrix satisfying
\[
\sum_{i=1}^{m} |A_{ij}| \leq 2
\]
for \( j \in [n] \). Then, for every square nonsingular submatrix \( S \) of \( A \), \( S^{-1} \) is half-integral.

By combining Lemma 8.22, Lemma 8.24 and Lemma 8.25 we are able to obtain the following theorem which asserts the half-integrality of \( P_M(f) \).

Theorem 8.26. Let \( f : M^n \to \mathbb{Z} \) be submodular. For any vertex \( x \) of \( P_M(f) \) and any \( i \in [n] \) and \( a \in A \) we have \( x_i(a) \in \{1/2 \cdot k \mid k \in \mathbb{Z}\} \).

Proof. Let \( x \) be a vertex of \( P_M(f) \). By Lemma 8.23 there is a chain of \( x \)-tight tuples \( t_1 \sqsubseteq \ldots \sqsubseteq t_m \) and linearly independent vectors \( e_1, \ldots, e_{|A|n} \) such that for each \( i \in [|A|n] \) there is some \( j(i) \in [m] \) such that \( e_i \in I(t_{j(i)}) \).

We can also assume that for \( i \leq i' \), we have \( j(i) \leq j(i') \). If \( E \) is the matrix with rows \( e_1, \ldots, e_{|A|n} \), then \( x \) is the unique solution to \( Ex = b \), where
\[
b = (f(t_{j(1)}), f(t_{j(2)}), \ldots, f(t_{j(|A|n)}))^T.
\]

Let \( A = \{a_1, a_2, \ldots, a_{|A|}\} \). By Lemma 8.24 we can assume, without loss of generality, that and \( x(i, a_2) = x(i, a_3) = \ldots = x(i, a_{|A|}) \). If \( x(i, a_1) = x(i, a_2) = \ldots = x(i, a_{|A|}) \), then we can identify \( x(i, a_1), \ldots, x(i, a_{|A|}) \) without changing the set of solutions to \( Ex = b \). In the other cases, when \( x(i, a_1) > \min_{a \in A} x(i,a) \) or \( x(i, a_1) < \max_{a \in A} x(i,a) \), we can identify \( x(i, a_1), \ldots, x(i, a_{|A|}) \) without changing the set of solutions to \( Ex = b \).

After having identified these variables we get a system of linear equations, \( E'x' = b' \), which has a unique solution. Furthermore, the solution to \( E'x' = b' \) is half-integral if and only if \( Ex = b \) has a half-integral solution (that is, if and only if \( x \) is half-integral). Let \( X \subseteq [n] \times \{1, 2\} \) such that for each \( i \in [n] \), \( (i, 1) \in X \) and \( ((i, 2) \in X \) if and only if \( x(i, a_1) > \min_{a \in A} x(i,a) \) or \( x(i, a_1) < \max_{a \in A} x(i,a) \)). We can describe the rows, \( e'_1, e'_2, \ldots, e'_{|A|n} \in \mathbb{R}^X \) of \( E' \) as follows

- if \( x(i, a_1) = x(i, a_2) = \ldots = x(i, a_{|A|}) \), then \( e'_j(i, 1) = \sum_{a \in A} e_j(i, a) \);
- otherwise (if \( x(i, a_1) > \min_{a \in A} x(i,a) \) or \( x(i, a_1) < \max_{a \in A} x(i,a) \)), then \( e'_j(i, 1) = e_j(i, a_1) \) and \( e'_j(i, 2) = \sum_{a \in A, a \neq a_1} e'_j(a) \).

As the solution to \( E'x' = b' \) and \( Ex = b \) are equal, modulo the identification of some of the variables, there is a subset \( R = \{r_1, r_2, \ldots, r_{|X|}\} \subseteq [|A|n] \) with \( r_1 < r_2 < \ldots < r_{|X|} \) such that the matrix \( E'' \), with rows \( \{e'_i \mid i \in R\} \), has an inverse. Furthermore, this inverse is half-integral (that is, \( E''^{-1} \) is half-integral) if and only if the solution to \( E'x' = b' \) is half-integral.

It is easy to see that the entries of \( E'' \) are contained in \( \{0, 1, 2\} \). Furthermore, if \( e \) is an arbitrary column of \( E'' \), then it is of the form \((0, \ldots, 0,
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1, ..., 1, 2, ..., 2\(T\) or \((0, ..., 0, 1, ..., 1, 0, ..., 0)\(T\) (in these patterns, \(x, \ldots, x\) means that \(x\) occurs zero or more times). It follows that for each \((i, k) \in X\) we have

\[
\sum_{l=1}^{\lfloor X \rfloor} |e'_{r+l_{i, k}} - e'_{r_{i, k}}| \leq 2. \quad (8.15)
\]

Following the proof of Theorem 1 in [67] we now define

\[
U = \begin{pmatrix}
1 & 0 & \cdots & \cdots & 0 \\
-1 & \ddots & \ddots & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & -1 & 1
\end{pmatrix}
\]

We can then express the inverse of \(E''\) as \((UE'')^{-1}U\). From (8.15) and Lemma 8.25 it follows that \((UE'')^{-1}\) is half-integral and hence \(E''^{-1}\) is half-integral as well, which implies that \(x\) is half-integral.

8.7.3 Finding Augmentations

Let \(f: M^n \to \mathbb{Z}\) be submodular. In this section we will show that there is an algorithm which decides if \(0 \in P_M(f)\) in time polynomial in \(n\) and \(\max(|f|)\). The strategy of the algorithm is to use the equivalence between separation and optimisation given by the Ellipsoid algorithm and solve the optimisation problem for \(P_M(f)\) instead. In the optimisation problem we are given \(c \in \mathbb{Q}^{[n] \times A}\) and are supposed to find \(\max \langle c, y \rangle, y \in P_M(f)\). This problem is solved by iterating an augmentation step in which we are in some vertex \(x\) of \(P_M(f)\) and wish to find some vertex \(x'\), adjacent to \(x\), such that \(\langle c, x' \rangle > \langle c, x \rangle\).

Let \(c \in \mathbb{Q}^{[n] \times A}\) and assume that we want to solve \(\max \langle c, y \rangle, y \in P_M(f)\). Let \(T\) be the set of all \(x\)-tight tuples and let \(E \subseteq \bigcup_{t \in T} I(t)\) such that \(e \in E\) if and only if there is some \(t \in T\) with \(e \in I(t)\) and \(\langle c, x \rangle = f(t)\). Finding a vector \(z \in \mathbb{R}^{[n] \times A}\) such that there is some \(\delta > 0\) which satisfies \(\langle c, x \rangle < \langle c, x + \delta z \rangle\) and \(x + \delta z \in P_M(f)\) or conclude that no such vector \(z\) exists is equivalent to solving the linear program

\[
\max \langle c, z \rangle \text{ subject to } \forall e \in E: \langle e, z \rangle \leq 0 \text{ and } \langle e, z \rangle \leq 1. \quad (8.16)
\]

(Here \(z\) contains the variables.) The optimum of this linear program is 0 if \(x\) is optimal and 1 otherwise. The separation problem for this polyhedron reduces to computing

\[
\max_{e \in E} \langle e, z \rangle.
\]
In our approach to computing this maximum we need to get some control
over the number of \( x \)-tight tuples. To this end, we define \( f' : \mathcal{M}^n \to \mathbb{Z} \) as
\[
f'(t) = (n^2 + 1) \cdot f(t) + \rho(t)(2n - \rho(t)).
\]
It is not hard to see that a minimiser of \( f' \) is also a minimiser of \( f \). Furthermore, by Lemma 8.21, \( f' \) is
strictly submodular. When minimising submodular functions we can thus assume
that the function is strictly submodular. By Lemma 8.22 if \( x \) is a vertex of
\( P_M(f') \), then \( T \) (the \( x \)-tight tuples) is a chain. This implies that \(| T | \leq 2n \).

**Lemma 8.27.** If \( f : \mathcal{M}^n \to \mathbb{Z} \) is strictly submodular and \( x \) is a vertex of
\( P_M(f) \), then the linear program (8.16) can be solved in time polynomial in
\( n, \log \max(|f|) \) and the encoding length of \( c \). (Assuming that the set of all
\( x \)-tight tuples \( T \) is available to the algorithm.)

**Proof.** If \( f \) is strictly submodular it follows from Lemma 8.22 that \(| T | \leq 2n \).
Hence, the separation problem for (8.16) can be solved in polynomial time.
By the equivalence of separation and optimisation given by the Ellipsoid
algorithm it follows that (8.16) can be solved in time polynomial in \( n, \log \max(|f|) \) and the encoding length of \( c \). (Note that even though \(| T | \leq 2n \),
the number of inequalities in \( E \) may be exponential in \( n \). In particular the
tuple \( 1_{\mathcal{M}^n} \) can induce as many as \( \binom{n+1}{2} \) inequalities.)

By the algorithm in Lemma 8.27 we can find an optimal solution \( z \)
to (8.16). We also need to find the largest \( \delta > 0 \) such that \( x + \delta z \in P_M(f) \).
We construct an algorithm for this in Lemma 8.29, but first we need an
auxiliary lemma.

**Lemma 8.28.** Let \( y \) be an optimal solution to (8.16) which is a vertex
such that \( \langle c, y \rangle = 1 \). Assume that there are \( t_1, t_2 \in \mathcal{M}^n \), \( t_1 \sqsubset t_2 \), and
\( e_1 \in E \cap I(t_1), e_2 \in E \cap I(t_2) \) such that \( \langle e_1, y \rangle = f(t_1) \) and \( \langle e_2, y \rangle = f(t_2) \).
Furthermore, assume that there is no \( u \in T \) such that \( t_1 \sqsubset u \sqsubset t_2 \) with
any \( e \in E \cap I(u) \) and \( \langle e, y \rangle = f(u) \). Then, there are no three distinct
coordinates \( i, j, k \in [n] \) such that \( t_1(i) = t_1(j) = t_1(k) = 0_M \) and \( t_2(i) = t_2(j) = t_2(k) = 1_M \).

**Proof.** Let \( E' \subseteq E \) be the vectors which define tight inequalities for \( y \). As \( y \)
is a vertex and \( \langle c, y \rangle = 1 \), it follows that the polyhedron \( P = \{ z \in \mathbb{R}^{[n] \times A} \ |
\langle e, z \rangle = f(t), e \in E', e \in I(t) \} \) is one dimensional.

Let \( \alpha, \beta \in \mathbb{R} \) be arbitrary and define \( y' \in \mathbb{R}^{[n] \times A} \) by
\[
y' = y + (\alpha + \beta)\chi_i - \alpha \chi_j - \beta \chi_k.
\]
From the non-existence of any \( u \in \mathcal{M}^n \) such that \( t_1 \sqsubset u \sqsubset t_2 \) and \( e \in
E \cap I(u) \), \( \langle e, y \rangle = f(u) \) it follows that \( \langle e, y' \rangle = f(t) \) for all \( e \in E', e \in I(t) \).
However, this means that \( y' \in P \) and as \( \alpha \) and \( \beta \) were arbitrary it follows
that \( P \) is not one-dimensional. This is a contradiction and the lemma follows.

The following lemma is a crucial part of our pseudopolynomial-time
algorithm for \( \text{SFM}(\mathcal{M}) \). With the algorithm in this lemma we are able to go
from one vertex in \( P_M(f) \) to a better one (if there is a better one).
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Lemma 8.29. Let $f : \mathcal{M}^n \rightarrow \mathbb{Z}$ be a strictly submodular function. Given $\mathbf{c} \in \mathbb{Q}^{[n] \times A}$, a vertex $\mathbf{x}$ of $P_M(f)$, and the set of $\mathbf{x}$-tight tuples $T$, there is an algorithm which is polynomial in $n$, $\log \max(|f|)$ and the encoding length of $\mathbf{c}$ which finds a vertex $\mathbf{y} \in P_M(f)$ such that $\langle \mathbf{c}, \mathbf{y} \rangle > \langle \mathbf{c}, \mathbf{x} \rangle$ or concludes that no such vertex exist. If $\mathbf{y}$ exists the set of $\mathbf{y}$-tight tuples can be computed within the stated time bound.

Proof. If there is such a vertex $\mathbf{y}$, then the value of the optimum of the linear program (8.16) is 1. By Lemma 8.27 this optimum $\mathbf{y}'$ can be found in polynomial time. The set of tuples $T' \subseteq T$ which are $\mathbf{y}'$-tight can be found in polynomial time (as $|T| \leq 2n$). Furthermore, by Lemma 8.28 the gap between two successive tuples in $T'$ is not too large. It follows from Lemma 8.20 that we can find a vertex $\mathbf{y}$ of $P_M(f)$ such that $\langle \mathbf{c}, \mathbf{y} \rangle > \langle \mathbf{c}, \mathbf{x} \rangle$ in polynomial time.

It remains to find the rest of the $\mathbf{y}'$-tight tuples within the stated time bound. By Lemma 8.28 for any consecutive tuples $\mathbf{a}, \mathbf{b}$ in $T'$ there are at most two distinct coordinates $i, j \in [n]$ such that $\mathbf{a}(i) = \mathbf{a}(j) = 0_M$ and $\mathbf{b}(i) = \mathbf{b}(j) = 1_M$. We will show that for every such pair $\mathbf{a}, \mathbf{b}$ in $T'$ we can find the $\mathbf{y}$-tight tuples $\mathbf{t}$ which satisfies $\mathbf{a} \sqsubset \mathbf{t} \sqsubseteq \mathbf{b}$. To do this, for each $p, q \in M$, we find the minimisers to the submodular function $f_{p,q}$ defined as $f_{p,q}(\mathbf{x}) = f(\mathbf{x}[i = p, j = q]) - f(\mathbf{x}[i = p, j = q])$ over the set $X = \{ \mathbf{x} \in \mathcal{M}^n \mid \mathbf{a} \sqsubset \mathbf{x} \sqsubseteq \mathbf{b} \}$. As $f$ is submodular and $\mathbf{y}$ is supermodular it follows that $f'$ is submodular. To minimise $f_{p,q}$ over $X$ we can minimise it over at most $n^2 |A|^2$ intervals defined by $\{ \mathbf{x} \in \mathcal{M}^n \mid \mathbf{a}^* \sqsubset \mathbf{x} \sqsubseteq \mathbf{b}_* \}$ where $\mathbf{a} \prec \mathbf{a}^*$ and $\mathbf{b}_* \prec \mathbf{b}$ (there are at most $n|A|$ choices for $\mathbf{a}^*$ and at most $n|A|$ choices for $\mathbf{b}_*$).

Note that each of these intervals is a product of the two element lattice and hence this minimisation can be done with the known algorithms for minimising submodular set functions. We can use this method to find all minimisers of $f_{p,q}$ in the interval we are interested in. (When we have found one minimiser $\mathbf{m}$ we iteratively minimise $f_{p,q}$ over the sets $\{ \mathbf{x} \in \mathcal{M}^n \mid \mathbf{a} \sqsubset \mathbf{x} \sqsubseteq \mathbf{m} \}$ and $\{ \mathbf{x} \in \mathcal{M}^n \mid \mathbf{m} \sqsubset \mathbf{x} \sqsubseteq \mathbf{b} \}$.) As the $\mathbf{y}$-tight tuples is a chain in $\mathcal{M}$ there are only a polynomial number of $\mathbf{y}$-tight tuples and hence this step of the algorithm runs in polynomial time. Hence the set of all $\mathbf{y}$-tight tuples can be found within the stated time bound.

We are now finally ready to show the existence of a pseudopolynomial-time separation algorithm for $P_M(f)$.

Theorem 8.30. Let $f : \mathcal{M}^n \rightarrow \mathbb{Z}$ be submodular. It is possible to decide if $\mathbf{0}$ is contained in $P_M(f)$ or not in time polynomial in $n$ and $\max(|f|)$.

Proof. By the equivalence of separation and optimisation given by the Ellipsoid algorithm there is an algorithm which decides if $\mathbf{0}$ is contained in $P_M(f)$ or not which makes use of an optimisation oracle for $P_M(f)$. The number of calls to the optimisation oracle is bounded by a polynomial in $n$ and $\log \max(|f|)$, furthermore the objective function given to the optimisa-
tion oracle is given by a vector $c \in \mathbb{Q}^{[n] \times A}$ such that the encoding length of $c$ is bounded by a polynomial in $n$ and $\log \max(|f|)$.

To prove the lemma it is therefore sufficient to construct an algorithm such that given $c \in \mathbb{Z}^{[n] \times A}$ (there is no loss of generality in assuming that $c$ is integral, a simple scaling of $c$ achieves this) it solves $\max(y, c), y \in P_M(f)$ in time polynomial in $n$, $\max(|f|)$ and the size of the encoding of $c$. Let $f'(t) = (n^2 + 1) \cdot f(t) + \rho(t)(2n - \rho(t))$. By Lemma 8.21 $f'$ is strictly submodular. Furthermore, it is easy to see that any minimiser of $f'$ is also a minimiser of $f$. By Lemma 8.22 each vertex $x$ of $P_M(f')$ is “characterised” by a chain of $x$-tight tuples.

The algorithm consists of a number of iterations. In iteration $j$ a current vertex $x_j$ of $P_M(f')$ is computed together with its associated chain $C_j$ of $x_j$-tight tuples. The initial vertex $x_0$ and initial chain $C_0$ is computed by the greedy algorithm from Lemma 8.3.

In iteration $j$, either $x_j$ is the optimum or there is some other vertex $x_{j+1}$ such that $(x_{j+1}, c) > (x_j, c)$. To find such an $x_{j+1}$ or conclude that no such vertex exists we use the algorithm from Lemma 8.29. In the case when $x_{j+1}$ exists we also get the chain $C_{j+1}$ of $x_{j+1}$-tight tuples from the algorithm in Lemma 8.29.

By Theorem 8.26 the vertices of $P_M(f)$ are half-integral. This implies that $(x_{j+1}, c) \geq (x_j, c) + 1/2$. So the algorithm is polynomial if we can prove that the optimum value is not too far from the starting point $x_0$. That is, the difference between $(c, x_0)$ and $\max(c, y), y \in P_M(f)$ should be bounded by a polynomial in $n$, $\max(|f|)$ and the encoding length of $c$. Note that as the size of the encoding of $c$ is bounded by a polynomial in $n$ and $\log \max(|f|)$ it follows that $\max_{i \in [n], a \in A} |c(i, a)|$ is bounded by a polynomial in $n$ and $\max(|f|)$. Furthermore, as $x_0$ is obtained by the greedy algorithm it follows that for any $i \in [n], a \in A$ we have $-2 \max(|f|) \leq x_0(i, a).$ We now obtain the inequality

$$-2 \max(|f|) \cdot n|A| \left( \max_{i \in [n], a \in A} |c(i, a)| \right) \leq (c, x_0) \leq (c, y) \leq \max(|f|) \cdot n|A| \left( \max_{i \in [n], a \in A} |c(i, a)| \right).$$

From this inequality and the fact that $\max_{i \in [n], a \in A} |c(i, a)|$ is bounded by a polynomial in $n$ and $\max(|f|)$ it follows that the difference between $(c, x_0)$ and $(c, y)$ is bounded by a polynomial in $n$ and $\max(|f|)$. As the objective function increases by at least $1/2$ in each iteration this implies that the number of iterations is bounded by a polynomial in $n$ and $\max(|f|)$. \qed

From Theorem 8.30 we now get our desired result. The proof of this corollary was given in Section 8.7.

**Corollary 8.31.** For every $k \geq 3$ the lattice $\mathcal{M}_k$ is oracle-pseudo-tractable.
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SFM on Modular Lattices

9.1 Introduction

In this chapter we will generalise the min–max result obtained in Chapter 8 to modular atomistic finite lattices. We will also generalise the good characterisation results to general modular lattices (not necessarily atomistic). Recall that the atoms of a lattice $L$ are the elements which cover $0_L$. That is, $a \in L$ is an atom if and only if $0_L \prec a$. A lattice $L$ is said to be atomistic if for every $x \in L$ there is a subset $X$ of the atoms of $L$ such that

$$x = \bigcup_{a \in X} a.$$

With these definitions it is clear that the diamonds are atomistic and as they also are modular the results in this chapter applies to a class of lattices which contains the diamonds. Another example of modular atomistic lattices are the boolean lattices: let $V$ be a finite set, then the boolean lattice is the subsets of $V$ ordered by $\subseteq$. These lattices are atomistic, the atoms are the one element subsets of $V$. These lattices are also modular (as mentioned in Chapter 7 they are distributive and every distributive lattice is modular).

To see what a lattice which is modular and atomistic but neither a diamond nor distributive looks like let $n$ be a positive integer and let $F$ be a finite field. From $n$ and $F$ one can construct the $n$-dimensional vector space over $F$, which we denote by $F^n$. When the subspaces of $F^n$ are ordered by inclusion they form a partial order which is in fact a modular atomistic lattice. The rank function for this lattice is given by the dimension of the subspaces. The atomicity follows from the fact that the one dimensional subspaces of any subspace of $F^n$ spans the subspace. (The one dimensional subspaces of $F^n$ are the atoms of the lattice.) If $n \geq 2$ these lattices are not distributive, furthermore if $n \geq 3$, then they are not diamonds. So if $n \geq 3$, then $F^n$ is an example of a lattice which is not captured by the results in Chapter 8 (and neither by the previously known result that distributive lat-
In Section 9.3 we prove that there is a min–max theorem for submodular functions over direct products of modular atomistic lattices. Furthermore, in Section 9.4 we show that every modular lattice is well-characterised. These two results generalise Theorem 8.5 (min–max theorem for SFM on diamonds) and Theorem 8.19 (well-characterisedness of diamonds), respectively. We have not been able to extend Corollary 8.31 (oracle-pseudo-tractability of the diamonds) to modular atomistic lattices (and, of course, not to the more general modular lattices either). Some of the obstacles to obtaining such a result are discussed in Section 9.5.

Many of the results in this chapter have analogous results for the diamond...
9.2 Preliminaries

Many of the definitions here have analogous definitions for the diamonds in Section 8.3. We will point out the differences and similarities as the concepts are introduced.

Let $\mathcal{L}$ be a finite modular lattice. Throughout this chapter $n$ will denote a positive integer. We use $\rho$ for the rank function for both $\mathcal{L}$ and $\mathcal{L}^n$. For an integer $i \in \{0, 1, \ldots, n\}$ we will use $v_i$ to denote the tuple defined by $v_i(j) = 1_L$ for all $j \in [i]$ and $v_i(j) = 0_L$ otherwise. (So, in particular, $v_0 = 0_{\mathcal{L}^n}$.)

For a vector $x \in \mathbb{R}^{[n] \times \mathcal{L}}$ and tuple $t \in \mathcal{L}^n$ we define

$$x(t) = \sum_{i=1}^{n} x(i, t(i)).$$

This is similar to how vectors were defined for diamonds, but not identical. For diamonds we defined a vector to be a function from $[n] \times A$ to $\mathbb{R}$ where $A$ was the atoms of the diamond. For a vector $x \in \mathbb{R}^{[n] \times A}$ we then defined $x(\cdot, 1_M)$ in terms of the value of the vector on the atoms. For general modular lattices we instead define vectors to be functions from $[n] \times \mathcal{L}$ to $\mathbb{R}$. In some sense this is quite natural and we do not have to come up with any extra evaluation strategies as we had to do for $1_M$ for diamonds.

A vector $x \in \mathbb{R}^{[n] \times \mathcal{L}}$ is said to be supermodular if $u \mapsto x(u)$ is a supermodular function. Note that such a vector is supermodular if and only if $u \mapsto x(i, u)$ is supermodular for each $i \in [n]$. Furthermore, it is easy to see that the set of supermodular vectors forms a polyhedron.

Let $f : \mathcal{L}^n \to \mathbb{R}$ be submodular and let

$$P(f) = \left\{ x \in \mathbb{R}^{[n] \times \mathcal{L}} \mid x \text{ is supermodular and } \forall i \in [n] : x(i, 0_L) = 0 \text{ and } \forall t \in \mathcal{L}^n : x(t) \leq f(t) \right\}.$$

This definition is similar to how we defined $P_M(f)$ in the diamond case. The main difference is that we now require explicitly that the vectors are supermodular. In the diamond case the supermodularity of the vectors followed from how applying a vector to a tuple was defined.

The set $P(f)$ is a polyhedron as all the constraints on $x$ are linear inequalities. As in the diamond case the number of inequalities defining $P(f)$ grows exponentially with $n$. Hence, we cannot use any algorithm for optimising over $P(f)$ which looks at every inequality which defines $P(f)$, if we...
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want to do it in time polynomial in $n$. We also define the related set of vectors $B(f)$ as

$$B(f) = \{ x \in P(f) \mid x(1) = f(1) \}.$$  

This definition is also similar to how $B_M(f)$ was defined for diamonds. $B(f)$ can in fact be considered to be more natural as $B_M(f)$ not necessarily was.

Let $L$ be a finite modular atomistic lattice and let $A$ be the atoms of $L$. For a set $X$ of lattice elements we will write $\bigcup_{x \in X} x$ to denote the lattice element

$$\bigcup_{x \in X} x.$$  

We now generalise the concept of unified vectors over diamonds (Definition 8.1) to unified vectors over modular atomistic lattices.

**Definition 9.1** (Unified vector). A vector $x \in \mathbb{R}^L$ is unified if there is a chain $0 = c_0 \prec c_1 \prec \ldots \prec c_m = 1$ in $L$ such that for $i \in [m]$ if $X_i = \{ a \in A \mid a \not\leq c_{i-1}, a \leq c_i \}$, then

1. for each $i$ and $x, y \in X_i$ we have $x(x) = x(y)$; and
2. if $x \in X_i$ and $y \in X_{i+1}$, then $x(x) \geq x(y)$; and
3. $x(0) = 0$; and
4. for each $x \in L, x \neq 0$,

$$x(x) = \max \left\{ \sum_{a \in X} x(a) \mid X \subseteq A, \rho(X) = |X|, \bigcup X = x \right\}. \quad (9.1)$$  

We extend the definition of unified vectors to the vectors in $\mathbb{R}^{[n] \times L}$ by saying that $x \in \mathbb{R}^{[n] \times L}$ is unified if $x \mapsto x(i, x)$ is unified for each $i \in [n]$.

Given a unified vector $x \in \mathbb{R}^L$ we say that $(c_0, c_1, \ldots, c_m)$ and $(X_1, X_2, \ldots, X_m)$ are associated with $x$.

Unified vectors enjoy two important properties: they are supermodular (Lemma 9.4) and secondly, if $x \in \mathbb{R}^L$ is unified and $x \leq 0$, then $x(1) \leq x(x)$ for all $x \in L$. This latter property also holds for unified vectors in the diamond case and was used to prove Theorem 8.5 (the min–max theorem for diamonds). We will use this property in a similar way in this chapter to prove Theorem 9.7 (a min–max theorem for modular atomistic lattices).

### 9.3 A Min–max Theorem for Modular Atomistic Lattices

In this section we will show that a certain min–max theorem holds for submodular functions over modular atomistic lattices. This result is presented
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as Theorem 9.7. We start out by proving that if a vector is unified then it is also supermodular. To this end we establish two preliminary lemmas and then, in Lemma 9.4, we get the implication we are looking for. In the diamond case this implication (every unified vector is supermodular) is, more or less, a trivial observation from the definition of a unified vector. We need considerably more work to establish the analogous result in the current setting.

Lemma 9.2. If \( x \in \mathbb{R}^L \) is unified and \((c_0, c_1, \ldots, c_m)\), \((X_1, X_2, \ldots, X_m)\) are associated with \( x \), then for each \( x \in \mathcal{L} \) there is a subset \( M \subseteq [m] \) such that

\[
x(x) = \sum_{i \in M} x(x_i) \quad \text{and} \quad \bigcup_{i \in M} x_i = x
\]

where each \( x_i \) satisfies \( x_i \subseteq x \) but is otherwise chosen arbitrarily from \( X_i \).

Proof. Assume, for the sake of contradiction, that there is some \( x \in \mathcal{L} \) such that there are two distinct atoms \( a, b \) and \( a, b \in X_i \) for some \( i \in [m] \) and that \( x(a) \) and \( x(b) \) occurs in the sum (9.1).

Let \( C \) denote the chain \( c_0, c_1, \ldots, c_m \). Let \( y = a \sqcup b \) and let \( c_k \) be the maximal element in \( C \) such that \( y \not\sqsubseteq c_k \). It follows that \( c_k \not\sqsubseteq y \) or \( c_{k+1} = y \), because otherwise we cannot have \( c_k \prec c_{k+1} \) and \( y \subseteq c_{k+1} \). Furthermore, \( y \sqcup c_k \in C \) (we have \( y \not\subseteq c_{k+1} \) and \( c_k \prec c_{k+1} \) it follows that \( y \sqcup c_k = c_{k+1} \)). As \( \rho \) is modular we get

\[
\rho(y \cap c_k) = \rho(y) + \rho(c_k) - \rho(y \sqcup c_k) = 2 + k - (k + 1) = 1. \tag{9.2}
\]

Hence, there is some atom \( c \in A \) such that \( c = y \cap c_k \). We continue by establishing the following claim.

Claim. \( a, b \not\sqsubseteq c_k \).

Proof. By (9.2) \( c \) is the only atom such that \( c \subseteq c_k \) and \( c \subseteq y \), hence as \( a, b \) are distinct and \( a, b \subseteq y \) we cannot have \( a, b \subseteq c_k \). Furthermore, if one of \( a \) and \( b \) are \( \subseteq c_k \), then so is the other one as \( a, b \in X_i \). The claim follows.

From \( a, b \in X_i \) and the claim it follows that \( k < i \). Hence, as \( c \subseteq c_k \) and \( x \) is unified, \( x(c) \geq x(a), x(b) \). Furthermore, \( c \sqcup b = c \sqcup a = y \) (note that \( a, b \subseteq c_k \) and \( \rho(y) = 2 \) and \( a, b, c \) are all distinct) so we can replace \( a \) or \( b \) by \( c \) in the sum in (9.1).

We can repeat this argument until there are no such atoms \( a \) and \( b \). Note that \( |X_1| = 1 \) so we will never end up in the situation where \( a, b \in X_1 \) (as we have required that they are distinct).

\[ \square \]

Lemma 9.3. For \( x \in \mathcal{L} \)

\[
M(x) = \{ i \in [m] \mid \exists y \in X_i : y \subseteq x \}.
\]

If \( x \in \mathbb{R}^L \) is unified and \((c_0, c_1, \ldots, c_m)\), \((X_1, X_2, \ldots, X_m)\) are associated with \( x \), then for each \( x \in \mathcal{L} \)

\[
x(x) = \sum_{i \in M(x)} x(x_i)
\]
where each $x_i$ is chosen arbitrarily from $X_i$.

Proof. Let $M'$ be a subset of $[m]$ such that $|M'| = m - 1$. For any $y_1 \in X_1, y_2 \in X_2, \ldots, y_m \in X_m$ we have

$$\bigcup_{i \in M'} y_i \subseteq 1_L.$$   

(As $|M'| < m$ we cannot have equality here.) Furthermore, by our choice of $X_1, \ldots, X_m$ it follows that $\cup_{i \in [m]} y_i = 1_L$. Hence, if $j \not\in M'$, then $y_j$ is incomparable to $\cup_{i \in M'} y_i$.

By Lemma 9.2 for each $x \in L$ there is $M \subseteq [m]$ and $x_1, x_2, \ldots, x_m$ such that for $i \in M$, $x_i \in X_i, x_i \subseteq x$ and

$$x(x) = \sum_{i \in M} x(x_i) \quad \text{and} \quad \bigcup_{i \in M} x_i = x.$$ 

By the argument above, for any $x_j \in X_j$ such that $j \not\in M$, then $x_j$ is incomparable to $x$ (indeed, the argument above shows that $x_j$ is incomparable to $x$ in the case when $|M| = m - 1$, which implies the other cases when $|M| < m - 1$). This means that we do not have $x_j \subseteq x$. Hence, for every $j \not\in M$ we do not have $\exists y \in X_j : y \subseteq x$.

As the converse (for every $j \in M$ it is true that $\exists y \in X_j : y \subseteq x$) follows from Lemma 9.2, the lemma follows. \(\Box\)

We are now ready to prove the first key lemma, that the unified vectors also are supermodular.

Lemma 9.4. If $\mathbf{x} \in \mathbb{R}_L$ is unified, then $\mathbf{x}$ is supermodular.

Proof. Let $(c_0, c_1, \ldots, c_m)$, $(X_1, X_2, \ldots, X_m)$ be associated with $\mathbf{x}$. Let $x$ and $y$ be arbitrary elements in $L$. By Lemma 9.3 there are subsets $M(x)$, $M(y)$, $M(x \cap y)$ and $M(x \cup y)$ of $[m]$ which corresponds $\mathbf{x}(x)$, $\mathbf{x}(y)$, $\mathbf{x}(x \cap y)$ and $\mathbf{x}(x \cup y)$, respectively. From Lemma 9.2 and Lemma 9.3 we get that the cardinalities of $M(x)$, $M(y)$, $M(x \cap y)$, and $M(x \cup y)$ are $\rho(x)$, $\rho(y)$, $\rho(x \cap y)$ and $\rho(x \cup y)$, respectively.\(^1\)

In particular

$$|M(x)| + |M(y)| = |M(x \cap y)| + |M(x \cup y)|. \tag{9.3}$$

From Lemma 9.3 it follows that

1. if $k \in M(x)$ and $k \not\in M(y)$, then $k \in M(x \cup y)$ and $k \not\in M(x \cap y)$; and

2. if $k \in M(x), M(y)$ and there is some atom $a \in X_k$ such that $a \subseteq x, y$, then $k \in M(x \cup y), M(x \cap y)$; and

\(^1\)In Lemma 9.2 we start with a set $X$ of atoms such that $|X| = \rho(x)$ and $\mathbf{x}(x) = \sum_{a \in X} \mathbf{x}(a)$. This set is then used to construct a set $X'$ such that $\mathbf{x}(x) = \sum_{a \in X'} \mathbf{x}(a)$ and $|X'| = |X| = \rho(x)$. In Lemma 9.3 it is shown that $X'$ corresponds to $M(x)$. 
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3. if \( k \in M(x), M(y) \) and there is no atom \( a \in X_k \) such that \( a \sqsubseteq x, y \), then \( k \in M(x \sqcup y) \) and \( k \not\in M(x \sqcap y) \).

In this case there are distinct atoms \( a, a' \in X_k \) such that \( a \not\subseteq x \) and \( a' \subseteq y \). By the argument used in Lemma 9.2 it follows that there is some \( k' < k \) such that \( k' \not\in M(x), M(y) \) and some atom \( a'' \in X_{k'}, a'' \sqsubseteq a \sqcup a' \sqsubseteq x \sqcap y \). Hence, \( k' \in M(x \sqcap y) \). Recall that by Definition 9.1 we have \( x(x_{k'}) \geq x(x_k) \) for any \( x_{k'} \in X_{k'} \) and \( x_k \in X_k \).

From (9.3) and 1–3 above we now get

\[
x(x) + x(y) \leq x(x \sqcup y) + x(x \sqcap y).
\]

\[\square\]

In the following two lemmas we show that the greedy algorithm can be used to generate vectors which are contained in \( P(f) \). In the first lemma we show that there is a unified vector \( x \) which satisfies \( x(t) = f(t) \) for all \( t \) in a certain chain in \( \mathcal{L}^n \). These lemmas corresponds to Lemma 8.3 and Lemma 8.4 in the diamond case, respectively.

**Lemma 9.5.** Let \( f : \mathcal{L}^n \to \mathbb{R} \) be a submodular function. There is a vector \( x \in \mathbb{R}^{[n] \times \mathcal{L}} \) such that

- \( x \) is unified; and
- \( x(v_{i-1}[i = c_{i,j}]) = f(v_{i-1}[i = c_{i,j}]) \) for all \( i \in [n] \) and \( j \in [m] \), where for \( i \in [n] \), \( 0_\mathcal{L} = c_{i,0} \prec c_{i,1} \prec \ldots \prec c_{i,m} = 1_\mathcal{L} \) is the chain in Definition 9.1 for the vector \( x \mapsto x(i, x) \).

**Proof.** Given a submodular \( f : \mathcal{L}^n \to \mathbb{R} \) we will construct a vector \( x \) which satisfies the requirements in the lemma. To do this we define a sequence of atoms \( a_{i,j} \) for \( i \in [n] \) and \( j \in [m] \). The atoms will be defined inductively and are ordered by the lexicographical order of the pairs \((i, j)\) which are associated with them (so \((i, j) \leq (i', j')\) if and only if \( i < i' \) or \((i = i' \) and \( j \leq j')\)). For \( i \in [n] \) and \( j \in \{0, 1, \ldots, m\} \) we use \( c_{i,j} \) to denote

\[
\bigcup_{k \leq j} a_{i,k}
\]

(so for \( i \in [n] \) we have \( c_{i,0} = 0_\mathcal{L} \) and for \( i \in [n] \) and \( j \in [m] \) we use \( X_{i,j} \) to denote the set \( \{a \in A \mid a \nsubseteq c_{i,j-1}, a \sqsubseteq c_{i,j}\} \). Note that when \( a_{i', j'} \) is defined for all pairs \((i', j')\) up to and including some \((i, j)\), then \( c_{i,j} \) and \( X_{i,j} \) are defined as well.

To start the inductive definition let \( a_{1,1} \in \arg \max_{a \in A} f(v_0[1 = a]) \) and set \( x(1, a_{1,1}) = f(v_0[1 = a_{1,1}]) \). For the general case, choose \( a_{i,j} \in A \) so that

\[
a_{i,j} \in \arg \max_{a \in A, a \nsubseteq c_{i,j-1}} f(v_{i-1}[i = c_{i,j-1} \cup a])\]
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For \( i \in [n] \) and \( j \in [m] \) set
\[
x(i, a_{i,j}) = f(v_{i-1}[i = c_{i,j}]) - f(v_{i-1}[i = c_{i,j-1}]).
\] (9.4)

We now extend the definition of \( x \) to all atoms: for \( a \in A \) and \( i \in [n] \) let
\[
x(i, a) = x(i, a_{i,j}) \text{ where } j \in [m] \text{ is chosen so that } a \in X_{i,j}.
\]
We continue by extending the definition to \([n] \times \mathcal{L}\) as follows: for \( i \in [n] \) and \( x \in \mathcal{L} \setminus (A \cup \{0_{\mathcal{L}}\}) \) set
\[
x(i, x) = \max \left\{ \sum_{a \in X} x(i, a) \left| X \subseteq A, \rho(x) = |X|, \sqcup X = x \right. \right\}.
\] (9.5)

We now proceed by establishing two claims.

**Claim A.** For each \( i \in [n] \) and \( j \in \{2, 3, \ldots, m\} \) if \( a \in X_{i,j-1} \) and \( b \in X_{i,j} \), then \( x(i, b) \leq x(i, a) \).

**Proof.** As \( a \in X_{i,j-1} \) and \( b \in X_{i,j} \) it follows that \( a \sqcup b \sqcup c_{i,j-2} = c_{i,j} \) and by the modularity of \( \mathcal{L} \) we have \( (a \sqcup c_{i,j-2}) \cap (b \sqcup c_{i,j-2}) = c_{i,j-2} \). We now get
\[
\begin{align*}
f(v_{i-1}[i = c_{i,j}]) + f(v_{i-1}[i = c_{i,j-2}]) & \leq f(v_{i-1}[i = a]) + f(v_{i-1}[i = b]) + f(v_{i-1}[i = c_{i,j-2}]) \\
2f(v_{i-1}[i = c_{i,j-1}]) & \leq f(v_{i-1}[i = c_{i,j-1}]) + f(v_{i-1}[i = c_{i,j-2}])
\end{align*}
\]
where the first inequality holds due to the submodularity of \( f \) and the second inequality follows from our choice of \( a_{i,j-1} \). This is equivalent to
\[
x(i, b) = f(v_{i-1}[i = c_{i,j}]) - f(v_{i-1}[i = c_{i,j-1}]) \\
\leq f(v_{i-1}[i = c_{i,j-1}]) - f(v_{i-1}[i = c_{i,j-2}]) = x(i, a)
\]
which is what we wanted to prove.

**Claim B.** \( x(v_{i-1}[i = c_{i,j}]) = f(v_{i-1}[i = c_{i,j}]) \) for all \( i \in [n] \) and \( j \in [m] \).

**Proof.** We prove this claim by induction over the pairs \((i, j)\) ordered lexicographically. With the pair \((i, j)\) we associate the tuple \( v_{i-1}[i = c_{i,j}] \). Note that \((i, j) \leq (i', j')\) if and only if \( v_{i-1}[i = c_{i,j}] \subseteq v_{i'-1}[i' = c_{i', j'}] \). As \( a_{1,1} \in \arg \max_{a \in A} f(v_{0}[1 = a]) \) and \( x(1, a_{1,1}) = f(v_{0}[1 = a_{1,1}]) \) the claim holds for \((i, j) = (1, 1)\). Now assume that it holds for all pairs \((i', j')\) such that \((i', j') \leq (i, j)\). We will prove that it holds for the pair which succeeds \((i, j)\) in the order. If \( j < m \) then the next pair is \((i, j+1)\) and we get
\[
x(v_{i-1}[i = c_{i,j+1}]) = x(v_{i-1}[i = c_{i,j}]) + x(i, a_{i,j+1}) \\
= f(v_{i-1}[i = c_{i,j}]) + f(v_{i-1}[i = c_{i,j+1}]) - f(v_{i-1}[i = c_{i,j}]) \\
= f(v_{i-1}[i = c_{i,j+1}]).
\]
9.3. A Min–max Theorem

Here the first inequality follows from the definition of \( x(\cdot) \), Claim A, and (9.5). The second equality follows from the induction hypothesis and (9.4). If \( j = m \) the next pair is \((i + 1, 1)\) and we get

\[
x(v_i[i + 1 = c_{i+1,1}]) = x(v_i) + x(i + 1, a_{i+1,1}) = f(v_i) + f(v_i[i + 1 = c_{i+1,1}]) - f(v_i) = f(v_i[i + 1 = c_{i+1,1}])
\]

The first equality follows from the definition of \( x(\cdot) \). The second equality follows from the induction hypothesis and (9.4).

By Claim A, the definitions of \( a_{i,j}, X_{i,j}, c_{i,j} \), and the fact that \( a \mapsto x(i, a) \) is constant on the \( X_{i,j} \), it follows that \( x \) is unified. By Claim B \( x \) satisfies the second condition in the lemma.

The following lemma is analogous to Lemma 8.4 in the diamond case.

**Lemma 9.6.** Let \( f : \mathcal{L}^n \to \mathbb{R} \) be a submodular function such that \( f(0_{\mathcal{L}^n}) \geq 0 \). If \( x \in \mathbb{R}^{[n] \times \mathcal{L}} \) is supermodular and for each \( i \in [n] \) there is a chain \( 0_{\mathcal{L}} < c_{i,1} < \ldots < c_{i,m} = 1_{\mathcal{L}} \) such that for all \( i \in [n] \) and \( j \in [m] \) we have \( x(v_{i-1}[i = c_{i,j}]) = f(v_{i-1}[i = c_{i,j}]), \) then \( x \in B(f) \).

**Proof.** We will prove by induction that \( x(y) \leq f(y) \) for all \( y \in \mathcal{L}^n \). The induction will be over the pairs \([n] \times [m] \) ordered lexicographically (so \( (i, j) \leq (i', j') \) if and only if \( i < i' \) or \((i = i' \) and \( j < j'))\)). With the pair \((i, j)\) we associate the tuples \( y \in \mathcal{L}^n \) such that \( y \sqsubseteq v_{i-1}[i = c_{i,j}] \). As

\[
x(v_0) = x(0_{\mathcal{L}^n}) = 0 \quad \text{and} \quad f(0_{\mathcal{L}^n}) \geq 0
\]

and

\[
x(v_0[1 = c_{1,1}]) = f(v_0[1 = c_{1,1}])
\]

the statement holds for the pair \((1, 1)\) (which corresponds to \( y \sqsubseteq 0_{\mathcal{L}^n}[1 = c_{1,1}] = v_0[1 = c_{1,1}] \)). Let \( i \in [n], j \in [m] \) and \( y \in \mathcal{L}^n \), \( y \sqsubseteq v_{i-1}[i = c_{i,j}] \) and assume that the inequality holds for all \( y' \in \mathcal{L}^n \) such that \( y' \sqsubseteq v_{i'-1}[i' = c_{i',j'}] \) where \((i', j')\) is the predecessor to the pair \((i, j)\). We will prove that the inequality holds for all \( y \sqsubseteq v_{i-1}[i = c_{i,j}] \).

**Case A:** \( i \neq i' \). In this case \( i = i' + 1, j = 1, \) and \( j' = m \). Hence, we can assume that \( y(i) = c_{i,1} \). We now get

\[
x(y) \leq x(v_{i-1}[i = c_{i,1}]) - x(v_{i-1}) + x(y[i = 0_{\mathcal{L}}])
\]

\[
\leq x(v_{i-1}[i = c_{i,1}]) - x(v_{i-1}) + f(y[i = 0_{\mathcal{L}}])
\]

\[
\leq f(v_{i-1}[i = c_{i,1}]) - f(v_{i-1}) + f(y[i = 0_{\mathcal{L}}])
\]

\[
\leq f(y).
\]

The first inequality follows from the supermodularity of \( x \). The second inequality follows from the induction hypothesis and the fact that \( y[i = 0_{\mathcal{L}}] \sqsubseteq v_{i-1} \). The third inequality follows from the assumptions in the statement.
of the lemma. Finally, the last inequality follows from the submodularity of \( f \).

**Case B:** \( i = i' \). In this case \( j' < m \) and \( j = j' + 1 \). To simplify the notation a bit we let \( y = y(i) \). We will also use \( C_i \) to denote the chain \( c_{i,0}, c_{i,1}, \ldots, c_{i,m} \) where we let \( c_{i,0} = 0 \).

We can assume that \( c_{i,j-1} \) is the maximal element in \( C_i \) such that \( y \not\presucc c_{i,j-1} \) (otherwise we would get \( x(y) \leq f(y) \) from the induction hypothesis).

It follows that \( c_{i,j-1} \not\preceq y \) or \( y = c_{i,j} \), because otherwise we cannot have \( c_{i,j-1} \prec c_{i,j} \) and \( y \subseteq c_{i,j} \). Furthermore, \( y \cup c_{i,j-1} \in C_i \) (in fact \( y \cup c_{i,j-1} = c_{i,j} \)). Now,

\[
x(y) \leq x(v_{i-1}[i = y \cup c_{i,j-1}]) - x(v_{i-1}[i = c_{i,j-1}]) + x(y[i = y \cap c_{i,j-1}])
\]

\[
\leq x(v_{i-1}[i = y \cup c_{i,j-1}]) - x(v_{i-1}[i = c_{i,j-1}]) + f(y[i = y \cap c_{i,j-1}])
\]

\[
\leq f(v_{i-1}[i = y \cup c_{i,j-1}]) - f(v_{i-1}[i = c_{i,j-1}]) + f(y[i = y \cap c_{i,j-1}])
\]

\[
\leq f(y).
\]

The first inequality follows from the supermodularity of \( x \). The second inequality follows from the induction hypothesis and the fact that \( y \cap c_{i,j-1} \subseteq c_{i,j-1} \). The third inequality follows from \( y \cup c_{i,j-1}, c_{i,j-1} \in C_i \) and the assumptions in the statement of the lemma. Finally, the last inequality follows from the submodularity of \( f \).

We have shown that \( x \in P(f) \). By the assumption in the lemma \( x(v_{n-1}[n = c_{n,m}]) = f(v_{n-1}[n = c_{n,m}]) \) and \( v_{n-1}[n = c_{n,m}] = 1_L \) so \( x \in B(f) \). \( \square \)

We are now ready to state and prove the min–max theorem. Both the statement and proof of this theorem is similar to the analogous result for the diamonds, Theorem 8.5.

**Theorem 9.7.** Let \( f : L^n \to \mathbb{R} \) be a submodular function. If \( f(0_L) = 0 \), then

\[
\min_{x \in L^n} f(x) = \max \{ z(1_L) \mid z \in P(f), z \leq 0, z \text{ is unified} \}.
\]

Moreover, if \( f \) is integer-valued then there is an integer-valued vector \( z \) which maximises the right hand side.

**Proof.** If \( z \in P(f), z \leq 0, \) and \( z \) is unified then, by Lemma 9.3, we get

\[
z(1_L) \leq z(y) \leq f(y)
\]

for any \( y \in L^n \). Hence, \( \text{LHS} \geq \text{RHS} \) holds. Consider the function \( f' : L^n \to \mathbb{R} \) defined by

\[
f'(x) = \min_{y \leq x} f(y).
\]

We continue by establishing three claims.
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Claim A. \( f' \) is submodular.

*Proof.* Let \( x', y' \in L^n \) and let \( x \subseteq x', y \subseteq y' \) be tuples such that \( f'(x') = f(x) \) and \( f'(y') = f(y) \). Now,

\[
f'(x') + f'(y') = f(x) + f(y) \geq f(x \cap y) + f(x \cup y) \\
\geq f'(x' \cap y') + f'(x' \cup y')
\]

where the first equality follows from the definition of \( f' \), \( x \) and \( y \), the first inequality follows from the submodularity of \( f \) and the second inequality from the definition of \( f' \) and \( x \cap y \subseteq x' \cap y' \) and \( x \cup y \subseteq x' \cup y' \).

Claim B. For any \( z \in P(f') \) we have \( z \leq 0 \).

*Proof.* As \( f(0_L) = 0 \) we have \( f'(x) \leq 0 \) for any \( x \in L^n \). For \( i \in [n] \) and \( a \in A \) define \( t_{i,a} \in L^n \) such that \( t_{i,a}(j) = 0_L \) for \( j \in [n], j \neq i \) and \( t_{i,a}(i) = a \). It follows from \( z \in P(f') \) that we have \( z(t_{i,a}) = z(i, a) \leq f'(t_{i,a}) \leq 0 \) for any \( a \in A \) and \( i \in [n] \).

Claim C. Any \( z \in B(f') \) satisfies \( z(1_L) = f'(1_L) \).

*Proof.* Follows from the definition of \( B(f') \).

Finally, \( f'(1_L) = \min_{x \in L^n} f(x) \) which follows from the definition of \( f' \).

From Lemma 9.5, Lemma 9.4, and Lemma 9.6 it follows that there is a unified vector \( z \) in \( B(f') \subseteq P(f') \subseteq P(f) \). By Claim B \( z \leq 0 \) and by Claim C \( z(1_L) = f'(1_L) \). Hence, LHS \( \leq \) RHS holds. To prove the existence of an integer-valued vector, note that the vector constructed in Lemma 9.5 is integer-valued if \( f' \) is integer-valued and \( f' \) is integer-valued if \( f \) is integer-valued.

\[ \square \]

9.4 A Good Characterisation of Modular Lattices

9.4.1 Introduction

In this section we show that all modular finite lattices (not only the atomistic ones) are well-characterised. Let \( L \) be an arbitrary finite modular lattice and let \( f : L^n \to Z \) be a submodular function. Instead of starting with the min–max theorem (which we did for the diamonds) we will use a slightly different approach, as we do not have a min–max theorem for general modular lattices. The fundamental observation we will use is that \( 0 \in P(f - m) \) if and only if \( \min_{t \in L^n} f(t) \geq m \). So if we are provided with a tuple \( m \), an integer \( m \in Z \) such that \( f(m) = m \), and a proof, which can be verified in time polynomial in \( n \), that \( 0 \in P(f - m) \), then we can conclude that \( \min_{t \in L^n} f(t) = m \).

To use this observation we need a way to decide if \( 0 \in P(f') \) for a submodular function \( f' = f - m \). To do this we use the same techniques as in the diamond case: use Carathéodory’s to reduce the problem to the
vertices of $P(f')$ and prove that there are chains of tight tuples of any vertex of $P(f')$ which is “dense” in a certain specific sense. By an induction on the number of elements of the lattice (that is, on $|\mathcal{L}|$) the result is obtained.

9.4.2 Proofs

The main result of this section, that all modular lattices are well-characterised, is stated as Theorem 9.14. Most of the lemmas in this section have an analogous lemma in Section 8.6, where we proved that the diamonds are well-characterised. Some of the proofs are more or less identical to the diamond case and have therefore been omitted.

We first need some initial observations about $P(f)$. It is not hard to see that $P(f)$ is pointed, that is, there are vertices in $P(f)$. Indeed, $P(f)$ is pointed if and only if the lineality space of $P(f)$ is zero dimensional. However, for every $x \in P(f)$, $i \in [n]$ and $x \in \mathcal{L}$ we have $x(i, x) \leq f(0_{\mathcal{L}^n}[i = x])$ and hence the lineality space of $P(f)$ is zero dimensional. We will need the following lemma.

**Lemma 9.8.** Let $f : \mathcal{L}^n \to \mathbb{R}$ be a submodular function. If there is some vector $x \in P(f)$ such that $0 \leq x$, then $0 \in P(f)$.

**Proof.** As $0 \leq x$ we have $0 \leq x(t)$ for every $t \in \mathcal{L}^n$. It is clear that the vector $0$ is supermodular. Hence, $0 = 0(t) \leq x(t) \leq f(t)$ for every $t \in \mathcal{L}^n$ and thus $0 \in P(f)$. \qed

The following lemma is the analogue to Lemma 8.15 for the diamond case. The proof is essentially the same, except that we have an additional assumption in the statement of the lemma, namely that all lattices with a smaller domain are well-characterised. We will use this lemma as Lemma 8.15 was used in Section 8.6 together with an induction step to deal with larger and larger lattices. We also need to use Lemma 7.6 to deal with a direct product of, possibly different, proper sublattices of $\mathcal{L}$.

**Lemma 9.9.** Let $\mathcal{L}$ be a modular lattice and assume that all modular lattices $\mathcal{L}'$ such that $|\mathcal{L}'| < |\mathcal{L}|$ are well-characterised. Let $n$ be a positive integer and let $f : \mathcal{L}^n \to \mathbb{R}$ be a submodular function which is provided to us by a value-giving oracle. Let $x \in \mathbb{R}^{[n] \times \mathcal{L}}$ and $a, b \in \mathcal{L}^n$ such that $a \subseteq b$, $a$ is $x$-tight, and there are at most $k$ coordinates $i \in [n]$ such that $a(i) = 0_\mathcal{L}$ and $b(i) = 1_\mathcal{L}$. Under the assumption that for all $t \subseteq a$ we have $x(t) \leq f(t)$, if the statement $\forall y \in \mathcal{L}^n : y \subseteq b \Rightarrow x(y) \leq f(y)$ is true, then there is a proof of this fact which can be checked in time $O(|\mathcal{L}|^k \cdot n^c)$, for some constant $c$ which depends on $\mathcal{L}$ but not on $n$ or $k$.

The idea in the proof of this lemma is essentially the same as the idea in Lemma 8.15: we verify that the inequality holds for all $y \in \mathcal{L}^n$ such that $a \subseteq y \subseteq b$ by verifying that the minimum value of a certain submodular function, defined on some product of lattices $\mathcal{L}'$ which satisfies $|\mathcal{L}'| < |\mathcal{L}|$, is greater than zero. By the assumption in the lemma there are proofs of such
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statements which can be verified in polynomial time. We then show that this is sufficient to verify the inequality for all \( y \in L^n \) such that \( y \subseteq b \).

**Proof.** Let \( I \subseteq [n] \) be the set of coordinates such that \( a(i) = 0_L \) and \( b(i) = 1_L \). Let \( m = n - |I| \) and let \( p : [n] \setminus I \to \{1, 2, \ldots, m\} \) be the order preserving bijection from \([n] \setminus I\) to \( \{1, 2, \ldots, m\} \) (so \( p(x) < p(x') \) whenever \( x < x' \)). For \( j \in [m] \) let \( J_j \) be the interval \( \{x \mid a(p^{-1}(j)) \subseteq x \subseteq b(p^{-1}(j))\} \) in \( L \). Let \( J \) be the lattice

\[
J_1 \times J_2 \times \ldots \times J_m.
\]

As \( L \) is modular the lattices \( J_1, J_2, \ldots, J_m \) are modular as well. For a tuple \( y \in J \) we will write \( p^{-1}(y) \) to denote the tuple

\[
0_{L^n}[p^{-1}(1) = y(1), p^{-1}(2) = y(2), \ldots, p^{-1}(m) = y(m)].
\]

Let \( Z = \{z \in L^n \mid \forall i \in [n] \setminus I : z(i) = 0_L\} \). For a tuple \( z \in Z \) define \( g_z : J \to \mathbb{R} \) as

\[
g_z(y) = f(z \cup p^{-1}(y)). \tag{9.6}
\]

The idea is now to show that \( g_z \) is submodular for every \( z \in Z \). As \( |Z| \leq |L|^k \), which is constant if \( |I| = k \) is constant, and \( J \) consists of a product of lattices with strictly fewer than \( |L| \) elements there are proofs of the minimum of \( g_z \) which can be verified in polynomial time.

To make the idea precise we first show that \( g_z \) is a submodular function for each \( z \in Z \). To see this, let \( z \in Z \) and let \( c, d \in J \). We now get

\[
g_z(c) + g_z(d) = f(z \cup p^{-1}(c)) + f(z \cup p^{-1}(d))
\geq f(z \cup p^{-1}(c) \cup p^{-1}(d)) +
\quad f((z \cup p^{-1}(d)) \cap (z \cup p^{-1}(c)))
\quad = g_z(c \cup d) + g_z(c \cap d), \tag{9.7}
\]

where the inequality follows from the submodularity of \( f \) and the last equality follows from \( p^{-1}(c) \cup p^{-1}(d) = p^{-1}(c \cup d) \) and \( p^{-1}(c) \cap p^{-1}(d) = p^{-1}(c \cap d) \) and the modularity of \( J \). Hence \( g_z \) is submodular for each \( z \in Z \).

Analogous to (9.6) above, for a tuple \( z \in Z \) we define \( h_z : J \to \mathbb{R} \) as

\[
h_z(y) = x(z \cup p^{-1}(y)).
\]

By using the same argument as for \( g_z \) one can show that \( h_z \) is supermodular for each \( z \in Z \).

Let \( y \in J \) and let \( z \in Z \). For a fixed \( k \) the inequalities

\[
x(z \cup p^{-1}(y)) \leq f(z \cup p^{-1}(y)) \iff 0 \leq g_z(y) - h_z(y) \tag{9.8}
\]

ce
can be verified to hold for every \( y \in J \) and \( z \in Z \) in time \( O(|\mathcal{L}|^k \cdot n^c) \) as, for each \( z \in Z \), the \( \text{RHS} \) of (9.8) is a submodular function in \( y \), over a product of lattices with strictly fewer elements than \( \mathcal{L} \). To see this first assume that (9.8) does indeed hold. We have that \( |\mathcal{L}| < |\mathcal{L}| \) for \( i \in [m] \) and hence, by the assumptions in the lemma, \( \mathcal{L}_1, \mathcal{L}_2, \ldots, \mathcal{L}_m \) are well-characterised. Hence, by Lemma 7.6 \( \{\mathcal{L}_1, \mathcal{L}_2, \ldots, \mathcal{L}_m\} \) is well-characterised. This means that, for each fixed \( z \), there are proofs which can be checked in time \( O(n^c) \) that the minimum over all \( y \in J \) of the \( \text{RHS} \) of (9.8) is not less than 0. As \( |Z| = |\mathcal{L}|^k \) we can perform this minimisation for all \( z \in Z \) in time \( O(n^c) \). Conversely, if (9.8) does not hold for some \( y \in J \) and \( z \in Z \), then there is a tuple \( t \) such that \( a \subseteq t \subseteq b \) and \( x(t) \not\leq f(t) \).

One can now proceed as in Lemma 8.15 and show that if \( x(t) \leq f(t) \) for all \( t \in \mathcal{L}^n \) such that \( t \subseteq a \) or \( a \not\subseteq t \subseteq b \), then \( x(t) \leq f(t) \) for all \( t \in \mathcal{L}^n \) such that \( t \subseteq b \). We refer the reader to the proof of Theorem 8.19 for the details.

We will need the following lemma which is analogous to Lemma 8.2 in the diamond case. The proof is the same, so we refer to the proof of Lemma 8.2 for the details.

**Lemma 9.10.** Let \( f : \mathcal{L}^n \rightarrow \mathbb{R} \) be a submodular function. Let \( x \in P(f) \) be a vector and let \( a, b \in \mathcal{L}^n \) be \( x \)-tight tuples. Then, \( a \cup b \) and \( a \cap b \) are \( x \)-tight.

The lemma below is the translation of Lemma 8.14 to modular lattices.

**Lemma 9.11.** Let \( f : \mathcal{L}^n \rightarrow \mathbb{R} \) be a submodular function and let \( x \) be a vertex of \( P(f) \). Furthermore, assume that \( a, b \in \mathcal{L}^n \), \( a \subseteq b \) are \( x \)-tight and for all \( t \in \mathcal{L}^n \) such that \( a \subseteq t \subseteq b \), the tuple \( t \) is not \( x \)-tight. Then, there is at most one coordinate \( i \in [n] \) such that \( a(i) = \emptyset \) and \( b(i) = 1 \).

**Proof.** As \( x \) is a vertex of \( P(f) \) there is some \( c \in \mathbb{R}^{[n] \times \mathcal{L}} \) such that \( x \) is the unique optimum to \( \max \langle c, y \rangle, y \in P(f) \). Assume, for the sake of contradiction, that there are two coordinates \( i, j \in [n], i \neq j \) such that \( a(i) = a(j) = 0 \) and \( b(i) = b(j) = 1 \). We can assume, without loss of generality, that

\[
\sum_{x \in \mathcal{L}} \rho(x)c(i, x) \geq \sum_{x \in \mathcal{L}} \rho(x)c(j, x).
\]

Let \( \delta > 0 \) and let the vector \( x' \) be defined by

\[
\begin{align*}
    x'(k, x) &= x(k, x) & \text{if } k \not\in \{i, j\}, \\
    x'(i, x) &= x(i, x) + \delta \cdot \rho(x) & \text{and} \\
    x'(j, x) &= x(j, x) - \delta \cdot \rho(x).
\end{align*}
\]

Note that \( x' \) is supermodular as \( x \) is supermodular and \( \rho \) is modular. Furthermore, \( x'(i, \emptyset) = 0 \) for all \( i \in [n] \) as \( x(i, \emptyset) = 0 \) for all \( i \in [n] \) and \( \rho(\emptyset) = 0 \). We cannot have \( x' \in P(f) \) for any \( \delta > 0 \), because then either \( x \) is not the unique optimum or \( x \) is not optimal. As \( x' \not\in P(f) \) there is some
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Let \( x \)-tight tuple \( t \in L^n \) such that \( p(t(t)) \leq f(t) \). It follows that \( \rho(t(j)) < \rho(t(i)) \), so \( t(i) \neq 0_L \) and \( t(j) \neq 1_L \). As \( x \)-tight tuples are closed under meet and join (Lemma 9.10), it follows that \( t' = (b \cap t) \cup a \) is \( x \)-tight, which is a contradiction as \( a \sqsubseteq t' \sqsubseteq b \).

By using the same technique as in the lemma above we can derive the following result.

**Lemma 9.12.** Let \( f : L^n \rightarrow \mathbb{R} \) be a submodular function and let \( x \) be a vertex of \( P(f) \). There are \( x \)-tight tuples \( a \) and \( b \) such that

- there is at most one coordinate \( i \in [n] \) which satisfies \( a(i) = 0_L \); and
- there is at most one coordinate \( i \in [n] \) which satisfies \( b(i) = 1_L \).

**Proof (Sketch).** We prove the first case. The second case follows analogously. By Lemma 9.10 there is a greatest \( x \)-tight tuple. Let \( a \) be this tuple. Assume, for the sake of contradiction, that there are two coordinates \( i, j \in [n], i \neq j \) such that \( a(i) = a(j) = 0_L \). By using the same argument as in Lemma 9.11 it follows that there is an \( x \)-tight tuple \( t \) such that \( a \sqsubseteq a \sqcup t \). This contradicts the maximality of \( a \) and the lemma follows. □

Contrary to the diamond case it is not clear that \( 1_{L^n} \) is \( x \)-tight for every vertex \( x \) of \( P(f) \). One approach of trying to establish such a result is to, for every \( i \in [n] \), try to increase \( x(i, 1_L) \), conclude that this is not possible as \( x \) is a vertex of \( P(f) \), and get an \( x \)-tight tuple \( t_i \) such that \( t_i(i) = 1_L \). One can then use Lemma 9.10 to get that \( 1_{L^n} \) is \( x \)-tight. However, this does not work because, in the argument above, we use the fact that there is some \( c \in \mathbb{R}^{[n] \times L} \) such that \( x \) is the unique optimum to \( (y, c), y \in P(f) \). This part is not a problem. However, we also need that \( c(i, 1_L) \geq 0 \) for every \( i \in [n] \) and this is not obvious. We do not need this stronger property for the results we want in this section—Lemma 9.12 is sufficient.

**Lemma 9.13.** Let \( L \) be a modular lattice and assume that all modular lattices \( L' \) such that \( |L'| < |L| \) are well-characterised. Let \( f : L^n \rightarrow \mathbb{Z} \) be a submodular function and let \( x \) be a vertex in \( \mathbb{R}^{[n] \times L} \). If \( x \) is a vertex of \( P(f) \), then there is a proof, which can be checked in time polynomial in \( n \), that \( x \) is contained in \( P(f) \).

**Proof.** Let \( h = n \cdot \rho(1_L) \) (\( h \) is the height of \( L^n \), i.e., the length of the longest chains in \( L \)). The proof consists of a sequence \( t^0, \ldots, t^h \in L^n \) of tuples and a sequence \( p^1, \ldots, p^h \) of “proofs” (these will be used as inputs to the verifier in Lemma 9.9). To verify the proof we check that:

1. \( x \) is supermodular and \( x(i, 0_L) = 0 \) for all \( i \in [n] \), and

2. \( 0_{L^n} = t^0 \sqsubseteq t^1 \sqsubseteq \ldots \sqsubseteq t^{h-1} \sqsubseteq t^h = 1_{L^n} \), and

3. \( t^1, \ldots, t^{h-1} \) are \( x \)-tight, and

4. for any \( j \in [h] \) there is at most one coordinate \( l \in [n] \) such that \( t^j(l) = 0_L \) and \( t^j(l) = 1_L \).
Reject the proof if any of these checks fail. We now use the verifier from Lemma 9.9 iteratively with input \((t^{i-1}, t^i, p^i)\), for \(i \in [h]\). Reject the proof if the verifier from Lemma 9.9 rejects any input and accept it otherwise. (We cannot use Lemma 9.9 directly in the first step when we want to verify that \(x(t) \leq f(t)\) for all \(t \in \mathcal{L}^n\) such that \(t \sqsubseteq t_1\), as \(0_{\mathcal{L}^n}\) is not necessarily \(x\)-tight. However, the only place where the \(x\)-tightness of \(x\) is used in Lemma 9.9 is when \(\forall t \in \mathcal{L}^n : (t \sqsubseteq a \lor a \sqsubseteq t \sqsubseteq b) \Rightarrow x(t) \leq f(t)\) is shown to imply \(\forall t \in \mathcal{L}^n : t \sqsubseteq b \Rightarrow x(t) \leq f(t)\). By setting \(a = 0_{\mathcal{L}^n}\) and \(b = t_1\) we do not need this part of the proof.)

**Completeness** (That is, if \(x\) is a vertex of \(P(f)\), then there is a proof which the verifier accepts.)

As \(x\) is a vertex of \(P(f)\), there are, by Lemma 9.11 and Lemma 9.12 tuples \(t^0, \ldots, t^h\) which make the verifier not reject the proof in steps 1–4. As \(x \in P(f)\) and all modular lattices \(\mathcal{L}'\) such that \(|\mathcal{L}'| < |\mathcal{L}|\) are well-characterised, there are proofs \(p^1, \ldots, p^h\) so that the verifier will not reject the proof in the last part of the verification algorithm either.

**Soundness** (That is, if there is a proof which the verifier accepts, then \(x \in P(f)\)).

As the proof was not rejected in steps 1–4, the tuples \(t^1, t^2, \ldots, t^h\) satisfies the properties required by Lemma 9.9. Hence, by Lemma 9.9 and the assumption in the lemma, that all modular lattices \(\mathcal{L}'\) such that \(|\mathcal{L}'| < |\mathcal{L}|\) are well-characterised, \(x\) is contained in \(P(f)\).

Another way to state Lemma 9.13 is to say that there is an \(\mathsf{NP}\) algorithm which on input \(x \in \mathbb{R}^{n \times \mathcal{L}}\) answers as follows:

- **Yes** on any vertex of \(P(f)\), and
- **No** on any vectors not contained in \(P(f)\).

Note that it is not important what the algorithm does on vectors contained in \(P(f)\) which are not vertices.

The proof of the following theorem, which is the main result of this section, uses the same main ideas as Theorem 8.19 (the well-characterisedness of the diamonds). The main difference is that we do not have a min–max theorem for modular lattices, however it turns out that a min–max theorem is not actually needed to establish well-characterisedness. In the proof below we have implicitly assumed that the vertices of \(P(f)\) can be encoded using polynomially many bits (measured in \(n\)). This can be shown to be the case by using the same technique as for the diamond case, i.e., using the known relations between the facet complexity and vertex complexity of polyhedrons and the definition of \(P(f)\). We omit the details.

**Theorem 9.14.** Every modular lattice is well-characterised.

**Proof.** Let \(\mathcal{L}\) be a modular lattice. We will prove the theorem by induction on \(|\mathcal{L}|\). The base case, when \(|\mathcal{L}| = 2\), follows as the two element lattice is oracle-tractable. Now assume that all modular lattices \(\mathcal{L}'\) such that \(|\mathcal{L}'| <
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$|\mathcal{L}|$ are well-characterised. We prove that $\mathcal{L}$ is well-characterised. Let $f : \mathcal{L}^n \to \mathbb{Z}$ be a submodular function and let $m$ be some integer.

Let $N = n \cdot (|\mathcal{L}| - 1)$ ($N$ is the dimension of $P(f)$) and let $h = n \cdot \rho(1_{\mathcal{L}})$. The proof consists of a tuple $m \in \mathcal{L}^n$, $N + 1$ vectors $x_1,\ldots,x_{N+1} \in \mathbb{R}^{|n \times A|}$, and for each $i \in [N + 1]$ a sequence $t_i^0,\ldots,t_i^h \in \mathcal{L}^n$ of tuples.

To verify the proof we first find $\lambda = (\lambda_1,\ldots,\lambda_{N+1}) \in \mathbb{R}^{N+1}$ and $y \in \mathbb{R}^{[n \times A]}$ such that

$$y \geq 0, \quad \sum_{i=1}^{N+1} \lambda_i x_i = y, \quad \lambda \geq 0, \quad \text{and} \quad \sum_{i=1}^{N+1} \lambda_i = 1. \quad (9.9)$$

This can be done in time polynomial in $n$. Reject the proof if there are no solutions to $(9.9)$. By Lemma 9.13 we can verify that $x_i \in P(f - m)$ for each $i \in [N + 1]$ (in this verification process the tuples $t_i^0,\ldots,t_i^h$ are used). Reject the proof if any of these vectors are not contained in $P(f - m)$.

Finally accept the proof if and only if $f(m) = m$.

**Completeness** (That is, if $\min_{t \in \mathcal{L}^n} f(t) = m$, then there is a proof which the verifier accepts.)

Let $m$ be a tuple in $\mathcal{L}^n$ such that $\min_{t \in \mathcal{L}^n} f(t) = f(m) = m$. It follows that $f(t) - m \geq 0$ for every $t \in \mathcal{L}^n$ and hence that $0 \in P(f - m)$. As $P(f - m)$ has vertices and the characteristic cone of $P(f - m)$ only contains vectors $c$ such that $c \leq 0$ it follows, from Carathéodory’s theorem (see Section 8.6, in particular Theorem 8.16 for a discussion of this theorem) that there are vertices $x_1,\ldots,x_{N+1}$ of $P(f - m)$ such that

$$\sum_{i=1}^{N+1} \lambda_i x_i \geq 0$$

where $\sum_{i=1}^{N+1} \lambda_i = 1$ and $\lambda_i \geq 0$ for each $i \in [N + 1]$. (So some convex combination of some vertices of $P(f)$ is a vector in which each coordinate is greater than or equal to 0.) By choosing these vertices the coefficients $\lambda_1,\ldots,\lambda_{N+1}$ is a solution to $(9.9)$. As each $x_i$ is a vertex of $P(f)$ there is, by Lemma 9.11 and Lemma 9.12, a chain of $x_i$-tight tuples $t_i^0 \subseteq \cdots \subseteq t_i^h$ which are accepted by the verifier in Lemma 9.13.

**Soundness** (That is, if there is a proof which the verifier accepts, then $\min_{t \in \mathcal{L}^n} f(t) = m$.)

By the soundness of the verifier in Lemma 9.13 it follows that $x_i \in P(f - m)$ for each $i \in [N + 1]$. Hence, the convex combination $y$ in $(9.9)$ is contained in $P(f - m)$ as well. As $y \geq 0$ it follows from Lemma 9.8 that $0 \in P(f - m)$. This means that $0 \leq f(t) - m$ for all $t \in \mathcal{L}^n$ and thus $\min_{t \in \mathcal{L}^n} f(t) \geq m$. As $f(m) = m$ the soundness follows. \(\square\)
Chapter 9. SFM on Modular Lattices

9.4.3 Generalisations

The method in Section 9.4.2 above can be made to work on a larger class of lattices. Let \( L \) be a lattice and let \( \theta \) be a congruence relation\(^2\) on \( L \) such that \( L/\theta \) is modular and non-trivial (i.e., it is not the one element lattice).

In this case there is a modular function \( m : L \to \mathbb{N} \) such that \( m(0_L) = 0 \), \( m(1_L) > 0 \) and \( m \) is monotone (that is, \( x \sqsubseteq y \) implies \( m(x) \leq m(y) \)). We can construct \( m \) from the rank function \( \rho \) of \( L/\theta \) (which is modular as \( L/\theta \) is modular) as follows: \( m(x) = \rho(x/\theta) \).

The function \( m \) is needed in the proof of Lemma 9.11 and in Lemma 9.12.

In the induction performed in the proof of Theorem 9.14 we rely on the property that the class of lattices we are showing the result for is closed under taking intervals. That is, if we want to show the result for some class \( C \) of lattices, then for any \( L \in C \) and \( a, b \in L \), \( a \sqsubseteq b \) the interval \( \{ x \in L \mid a \sqsubseteq x \sqsubseteq b \} \) must be contained in \( C \). These are the only two properties we use of the lattices. By imposing these two restrictions we arrive at the following result.

**Theorem 9.15.** Let \( L \) be a lattice which has non-trivial congruence relation \( \theta \) such that \( L/\theta \) is modular. If every proper interval of \( L \) is well-characterised, then \( L \) is well-characterised.

Theorem 9.15 captures all modular lattices as the identity function homomorphically maps a modular lattice to a non-trivial modular lattice (itself) and any interval of a modular lattice is a modular lattice. Some non-modular lattices are also captured by the theorem, one example is the pentagon.

One might hope that Theorem 9.15 could be extended even further by constructing a non-constant modular function \( m \) for some lattice \( L \) which does not have any congruence such that \( L/\theta \) is modular and non-trivial. Unfortunately, this is not possible: Fleischer and Traynor [61] has showed that if \( m : L \to \mathbb{R} \) is modular, then the relation \( \{(x, y) \in L^2 \mid m(x) = m(y)\} \) contains the smallest congruence \( \theta \) such that \( L/\theta \) is modular. If the only congruence \( \theta \) of \( L \) such that \( L/\theta \) is modular is the trivial \( \theta = L^2 \), then the result implies that any modular function on \( L \) is a constant function.

Another approach which may be useful for generalising Lemma 9.11 is the following idea: in Lemma 9.11 we are assuming, with the aim of reaching a contradiction, that we have a vertex \( x \) of \( P(f) \), two \( x \)-tight tuples \( a, b, a \sqsubseteq b \), two distinct integers \( i, j \in [n] \) such that \( a(i) = a(j) = 0_L \) and \( b(i) = b(j) = 1_L \). Furthermore, there is no \( x \)-tight tuple \( t \) such that \( a \sqsubseteq t \sqsubseteq b \). We let \( c \in \mathbb{R}^{|n| \times L} \) such that \( x \) is the unique solution to \( \max \langle c, y \rangle, y \in P(f) \). If we can show that there exist two vectors \( r^+, r^- \in \mathbb{R}^L \) such that

1. \( r^+ \) is supermodular and \( r^- \) is submodular; and
2. \( r^+(0_L) = r^-(0_L) = 0 \) and \( r^+(1_L) = r^-(1_L) = 1 \); and

\(^2\)See Section 10.3 for a definition of congruence relations for lattices.
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3. \[
\sum_{x \in L} c(i, x) \cdot r^+(x) \geq \sum_{x \in L} c(j, x) \cdot r^-(x) \quad \text{or} \quad (9.10)
\]
\[
\sum_{x \in L} c(j, x) \cdot r^+(x) \geq \sum_{x \in L} c(i, x) \cdot r^-(x), \quad (9.11)
\]

then we can define the vector \(x'\) by
\[
x'(k, x) = x(k, x) \quad \text{if} \ k \notin \{i, j\},
\]
\[
x'(i, x) = x(i, x) + \delta \cdot r^+(x) \quad \text{and},
\]
\[
x'(j, x) = x(j, x) - \delta \cdot r^-(x)
\]
if (9.10) holds and
\[
x'(k, x) = x(k, x) \quad \text{if} \ k \notin \{i, j\},
\]
\[
x'(i, x) = x(i, x) - \delta \cdot r^-(x) \quad \text{and},
\]
\[
x'(j, x) = x(j, x) + \delta \cdot r^+(x)
\]
otherwise (if (9.11) holds). For a sufficiently small \(\delta > 0\) the vector \(x'\) is contained in \(P(f)\). Furthermore, by (9.10) (or (9.11)) it follows that \(\langle x, c \rangle \leq \langle x', c \rangle\), which contradicts our choice of \(c\). From this we conclude that for every vertex \(x\) of \(P(f)\) and \(x\)-tight tuples \(a, b, a \sqsubseteq b\) either there is some \(x\)-tight tuple \(t\) such that \(a \sqsubseteq t \sqsubseteq b\) or there is at most one coordinate \(i \in [n]\) such that \(a(i) = 0_L\) and \(b(i) = 1_L\). So the problem of establishing Lemma 9.11 for a lattice \(L\) can be solved by showing that for every \(c \in \mathbb{R}^{[n] \times L}\) there are vectors \(r^+\) and \(r^-\) which satisfy the conditions 1–3.

Note that if \(L\) is modular, then we can let \(r^+(x) = r^-(x) = \rho(x)/\rho(1_L)\), where \(\rho\) is the rank function of \(L\). As \(\rho(0_L) = 0\) and \(\rho\) is modular condition 1 and 2 are satisfied. Furthermore, as \(r^+ = r^-\) at least one of (9.10) and (9.11) holds. This is essentially what we did in the proof of Lemma 9.11.

9.5 Obstacles to Oracle-pseudo-tractability

There is essentially only one reason for why the oracle-pseudo-tractability proofs of Chapter 8 cannot directly be extended to work for general modular atomistic lattices. The problem is Theorem 8.26 which states that the vertices of \(P_M(f)\) are half-integral. A crucial part of the proof of Theorem 8.26 is Lemma 8.24 which gives a structure result for the vertices of \(P_M(f)\). We do not have such a structure result for the vertices of \(P(f)\) for general modular atomistic lattices. A starting point may be to show that the vertices of \(P(f)\) satisfies some of the properties of unified vectors. In particular, do the vertices of \(P(f)\) satisfy conditions 1, 3, and 4 in Definition 9.1? If yes, then this would be somewhat similar to Lemma 8.24.

If the same algorithmic framework is to be used we would need something similar to the half-integrality result for the modular atomistic case. In
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In particular, something along the lines of “For each modular atomistic lattice \( L \) there is a \( k \in \mathbb{N} \) such that for any submodular \( f : L^n \to \mathbb{Z} \) the polyhedron \( P(f) \) is \( 1/k \)-integral” would be needed. Here “\( 1/k \)-integral” means that if \( \mathbf{x} \) is a vertex of \( P(f) \), then every coordinate of \( \mathbf{x} \) is contained in \( \{1/k \cdot m \mid m \in \mathbb{Z}\} \). We have gained some weak support for this hypothesis by some very limited computational experiments, but it is not enough to state it as a conjecture.

The other parts of the argument in Section 8.7 should work without much changes. In particular, it is sufficient to consider strictly submodular functions as \( t \to \rho(t)(\rho(1\mathbf{L}^n) - \rho(t)) \) is strictly submodular (the proof of Lemma 8.21 works essentially unmodified) and the maximum value of this function grows polynomially with \( n \).

For modular lattices the issues above apply as well. However, slightly more work remains as we have not shown that the greedy algorithm can be used to find an initial vertex of \( P(f) \) which we then can improve upon.
Chapter 10

Structure in Tractable Classes of SFM

10.1 Introduction

In this chapter we will prove that the known classes of lattices which are oracle-tractable (oracle-pseudo-tractable, well-characterised) are closed under various operations. In particular, we will show that these classes are closed under taking sublattices, homomorphic images, finite direct products and Mal’tsev products (homomorphic images and Mal’tsev products will be defined in Section 10.3 below). Classes of lattices (or algebras in general) that are closed under the three first operations are called pseudovarieties. Pseudovarieties should not be confused with varieties which are classes of lattices (or algebras) which are closed under sublattices, homomorphic images and general, not necessarily finite, direct products.

10.2 Sublattices of Modular Lattices

In this section we will show that for any modular lattice $\mathcal{L}$ and sublattice $\mathcal{X}$ of $\mathcal{L}$, if $\mathcal{L}$ is oracle-tractable (oracle-pseudo-tractable, well-characterised), then so is $\mathcal{X}$. This is proved by modifying a construction due to Schrijver [133]. We will also give an algorithm for the more general problem when $\mathcal{S}$ is a sublattice of $\mathcal{L}^n$ and we are given a submodular function $f : \mathcal{S} \to \mathbb{R}$ which we want to minimise in time polynomial in $n$.

As mentioned in Chapter 7 Schrijver [133] proved that given a finite set $V$, for any sublattice $S$ of $2^V$ and submodular function $f : S \to \mathbb{R}$ a minimum of $f$ can be found in time polynomial in $|V|$. (Certain mild additional assumptions are also needed, in particular for each $v \in V$ we need to know the smallest $X_v \in S$ such that $v \in X_v$. We also need to know the smallest set $X$ in $S$.) In this section we adapt Schrijver’s approach to
work for general modular lattices.

Given a modular lattice \( \mathcal{L} \), a sublattice \( \mathcal{S} \) of \( \mathcal{L}^n \), and a submodular function \( f : \mathcal{S} \rightarrow \mathbb{R} \) we want to minimise \( f \) in time polynomial in \( n \). To do this we must have some information about \( \mathcal{S} \). In the algorithm below we need to compute a certain operation, which depends on \( \mathcal{S} \), on the elements of \( \mathcal{L}^n \) efficiently. In particular, given \( x \in \mathcal{L}^n \) we must be able to find the minimal \( x' \in \mathcal{S} \) such that \( x \subseteq x' \) in time polynomial in \( n \). In the approach taken below we also need to be supplied with an upper bound on \( \max_{y \in \mathcal{S}} |f(y)| \). In the case when \( \mathcal{S} = \mathcal{X}^n \) for some sublattice \( \mathcal{X} \) of \( \mathcal{L} \), we do not need this upper bound, we state and prove this latter result as Theorem 10.2.

**Theorem 10.1.** Let \( n \) be a positive integer, \( \mathcal{L} \) a modular lattice, \( \mathcal{S} \) a sublattice of \( \mathcal{L}^n \), and \( f : \mathcal{S} \rightarrow \mathbb{Z} \) a submodular function such that \( \max_{y \in \mathcal{S}} |f(y)| \leq c \) for some \( c \in \mathbb{N} \).

1. If SFM(\( \mathcal{L} \)) is oracle-tractable, then there is an algorithm which finds a minimum of \( f \) in time polynomial in \( n \) and \( \log c \).

2. If SFM(\( \mathcal{L} \)) is oracle-pseudo-tractable, then there is an algorithm which finds a minimum of \( f \) in time polynomial in \( n \) and \( c \).

3. If SFM(\( \mathcal{L} \)) is well-characterised and \( \min_{y \in \mathcal{S}} f(y) = m \), then there is a proof of this fact which can be checked in time polynomial in \( n \) and \( \log c \).

In each case it is assumed that \( c \) is a part of the input to the algorithm.

**Proof.** Let \( f : \mathcal{S} \rightarrow \mathbb{Z} \) be a submodular function and let \( c \) be the upper bound on \( \max_{y \in \mathcal{S}} |f(y)| \). Let \( d = 2c \) and let \( \rho : \mathcal{L} \rightarrow \mathbb{N} \) be the rank function for \( \mathcal{L} \). By abuse of notation we will use \( \rho \) as the rank function for \( \mathcal{L}^n \) as well. As \( \rho \) is a rank function we have \( \rho(x) < \rho(y) \) whenever \( x \varsubsetneq y \). For all \( x, y \in \mathcal{S} \) with \( x \subseteq y \) we have

\[
f(y) + d \cdot \rho(y) \geq f(x) + d \cdot \rho(x). \tag{10.1}
\]

This follows from the properties of the rank function and our choice of \( d \).

For any \( x \in \mathcal{L}^n \) we let \( \overline{x} \) denote the minimal element in \( \mathcal{S} \) which satisfies \( x \subseteq \overline{x} \). Define \( g : \mathcal{L}^n \rightarrow \mathbb{R} \) by

\[g(x) = f(\overline{x}) + d \cdot \rho(\overline{x}).\]

We claim that \( g \) is submodular. Let \( x, y \) be two arbitrary tuples in \( \mathcal{L}^n \), then

\[
g(x) + g(y) = f(\overline{x}) + d \cdot \rho(\overline{x}) + f(\overline{y}) + d \cdot \rho(\overline{y})
\geq f(\overline{x} \cap \overline{y}) + f(\overline{x} \cup \overline{y}) + d \cdot \rho(\overline{x} \cap \overline{y}) + d \cdot \rho(\overline{x} \cup \overline{y})
= f(\overline{x} \cap \overline{y}) + f(\overline{x} \cup \overline{y}) + d \cdot \rho(\overline{x} \cap \overline{y}) + d \cdot \rho(\overline{x} \cup \overline{y})
\geq f(x \cap y) + f(x \cup y) + d \cdot \rho(x \cap y) + d \cdot \rho(x \cup y)
= g(x \cap y) + g(x \cup y).
\]
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where the first inequality follows from the submodularity of \( f \) and the second inequality from (10.1) and Claim A and B below.

**Claim A.** \( \overline{x\uplus y} \supseteq \overline{x\uplus \overline{y}} \).

*Proof.* We have \( \overline{x\uplus y} \supseteq \overline{x\uplus \overline{y}} \), furthermore as \( S \) is a lattice and \( x, y \in S \) we have \( \overline{x\uplus y} \in S \). It follows that the least element in \( S \), greater than or equal to \( x\uplus y \), must be less than or equal to \( \overline{x\uplus y} \). In other words, \( x\uplus y \supseteq x\uplus \overline{y} \).

**Claim B.** \( \overline{x\cap y} \subseteq \overline{x\cap \overline{y}} \).

*Proof.* It is clear that \( x\cap \overline{y} \supseteq x\cap \overline{y} \) and \( \overline{x\cap \overline{y}} \subseteq \overline{x\cap \overline{y}} \). The claim follows.

As \( g \) is submodular on \( L^n \) the function \( h(t) = g(t) - d \cdot \rho(t) \) is submodular as well (as \( \rho \) is modular and \( g \) is submodular this function is submodular). Let \( \overline{t} \in L^n \) be a minimiser of \( h \). For any \( x \in S \) we have

\[
f(x) = g(x) - d \cdot \rho(x) \geq g(t) - d \cdot \rho(t) = f(\overline{t}) + d \cdot \rho(\overline{t}) - d \cdot \rho(t) \geq f(\overline{t}).
\]

The first inequality follows from the fact that \( t \) is a minimiser of \( g(t) - d \cdot \rho(t) \) and the second one from the monotonicity of \( \rho \). We conclude that \( \overline{t} \) minimises \( f \) over \( S \).

We are now ready to prove the three cases of the theorem. As for Case 1, if \( \text{SFM}(L) \) is oracle-tractable, then we can find a tuple \( t \) which minimises \( h \) in time polynomial in \( n \) and \( \log c \). By the argument above \( \overline{t} \) is a minimiser of \( f \). Case 2 is very similar, the only difference being that the running time now is polynomial in \( n \) and \( c \) instead.

We now turn to Case 3. Choose \( t \in L^n \) and \( m \in \mathbb{Z} \) so that

\[
\min_{y \in L^n} h(y) = h(t) = m.
\]

As \( \text{SFM}(L) \) is well-characterised, given \( t \) and \( m \), there are proofs which can be checked in time polynomial in \( n \) and \( \log c \) that (10.2) is true. By the argument above \( \overline{t} \) is a minimiser of \( f \) and hence the minimum value attained by \( f \) is \( f(\overline{t}) \).

When the sublattice is of the form \( X^n \) where \( X \) is some sublattice of \( L \), we can compute an appropriate \( c \) from \( f \). This is captured by the following theorem, which also based on [133].

**Theorem 10.2.** Let \( L \) be a modular lattice such that \( \text{SFM}(L) \) is oracle-tractable (oracle-pseudo-tractable, well-characterised). If \( X \) is a sublattice of \( L \), then \( \text{SFM}(X) \) is oracle-tractable (oracle-pseudo-tractable, well-characterised).

To prove the theorem we show how one can compute a \( d \in \mathbb{Z} \) which is sufficiently large for the algorithm in Theorem 10.1 to work and at the same time not too large to break our time budget. The technique used in the proof below is the same as we used in Section 8.5 to compute an upper bound of \( \max(|f|) \) in polynomial time.
Proof. Let $f : \mathcal{X}^n \to \mathbb{R}$ be submodular. Let
d' = \max \{ f(1_{\mathcal{X}^n}[i = x]) - f(1_{\mathcal{X}^n}[i = y]) \mid i \in [n], x, y \in \mathcal{X}, x \prec y \}
and let $d = \max\{d', 0\}$. Note that we can compute $d$ in time polynomial in $n$. Let $\rho$ be the rank function for $\mathcal{L}^n$. For all $x, y \in \mathcal{X}^n$ with $x \not\leq y$ we claim that

$$f(x) + d \cdot \rho(x) \leq f(y) + d \cdot \rho(y). \quad (10.3)$$

We prove that $x \prec y$ implies $f(x) \leq f(y) + d$, this is sufficient to establish (10.3). As $x \prec y$ we have $x = y \cap 1_{\mathcal{L}^n}[i = x(i)]$ for some $i \in [n]$. We now get

$$f(x) = f(y \cap 1_{\mathcal{X}^n}[i = x(i)])
\leq f(y) + f(1_{\mathcal{X}^n}[i = x(i)]) - f(y \cup 1_{\mathcal{X}^n}[i = x(i)])
= f(y) + f(1_{\mathcal{X}^n}[i = x(i)]) - f(1_{\mathcal{X}^n}[i = y(i)])
\leq f(y) + d.$$

Here the first inequality follows from the submodularity of $f$ and the second equality follows from the fact that $x(i) \subseteq y(i)$. The last inequality follows from our choice of $d$. The constant $d$, which satisfies (10.3), is large enough to make the algorithm in Theorem 10.1 work (in particular (10.1) is satisfied by our $d$). Furthermore, $d$ is not too large compared to $\max(|f|)$, indeed $d \leq 2 \max(|f|)$. We conclude that the running time of the algorithm in Theorem 10.1 is polynomial in $n$. □

10.3 Other Constructions on Lattices

In addition to the sublattice construction of modular lattices, which we proved preserved non-hardness results in the previous section, we will see that two other lattice constructions also preserve non-hardness. We first define the two constructions we will work with, homomorphic images and Mal’tsev products.

**Definition 10.3 (Homomorphism of lattices).** Given two lattices $\mathcal{A} = (A; \cap_A, \cup_A)$ and $\mathcal{B} = (B; \cap_B, \cup_B)$, then $\phi : A \to B$ is said to be a homomorphism from $\mathcal{A}$ to $\mathcal{B}$ if

$$\phi(x \cap_A y) = \phi(x) \cap_B \phi(y) \quad \text{and} \quad \phi(x \cup_A y) = \phi(x) \cup_B \phi(y)$$

for all $x, y \in A$. If $\phi$ is surjective, then $\mathcal{B}$ is a homomorphic image of $\mathcal{A}$.

Given a homomorphism $\phi$ mapping $\mathcal{A} = (A; \cap_A, \cup_A)$ to $\mathcal{B} = (B; \cap_B, \cup_B)$, we can construct an equivalence relation $\theta$ on $A$ as $\theta = \{(x, y) \mid \phi(x) = \phi(y)\}$. The relation $\theta$ is said to be a congruence relation of $\mathcal{A}$. We can now construct the quotient lattice $\mathcal{A}/\theta = (A/\theta; \cap_{A/\theta}, \cup_{A/\theta})$. Here, $A/\theta = \{x/\theta \mid x \in A\}$. 

10.3. Other Constructions on Lattices

Let \( x \in A \) and \( x/\theta \) is the equivalence class containing \( x \). Furthermore, \( \cap A/\theta \) and \( \cup A/\theta \) are defined as \( x/\theta \cap A/\theta y/\theta = (x \cap A y)/\theta \) and \( x/\theta \cup A/\theta y/\theta = (x \cup A y)/\theta \), respectively. It is well-known that if \( \phi \) is surjective, then \( A/\theta \) is isomorphic to \( B \). [27]

The following result was proved for oracle-tractability by Krokhin and Larose [109]. Essentially the same proof can be used to derive the following result.

**Theorem 10.4.** Let \( L = (L; \cap L, \cup L) \) be a finite lattice which is oracle-tractable (oracle-pseudo-tractable, well-characterised). If \( H = (H; \cap H, \cup H) \) is a homomorphic image of \( L \), then also \( H \) is oracle-tractable (oracle-pseudo-tractable, well-characterised).

**Proof.** Let \( \phi : L \to H \) be the surjective homomorphism from \( L \) to \( H \) and let \( f : H^n \to \mathbb{Z} \) be submodular. Define \( g : L^n \to \mathbb{Z} \) as \( g(x) = f(\phi(x)) \) (we are evaluating \( \phi \) componentwise here). It is not hard to show that \( g \) is submodular. Indeed, for any \( x, y \in L^n \) we have

\[
g(x) + g(y) = f(\phi(x)) + f(\phi(y)) \geq f(\phi(x) \cup_H \phi(y)) + f(\phi(x) \cap_H \phi(y)) = f(\phi(x \cup_L y)) + f(\phi(x \cap_L y)) = g(x \cup_L y) + g(x \cap_L y).
\]

Here the inequality is the submodularity of \( f \) and the second equality follows as \( \phi \) is a homomorphism. As \( \phi \) is surjective \( \min_{x \in H^n} f(x) \) coincides with \( \min_{x \in L^n} g(x) \). Furthermore, if \( y \) is a minimiser of \( g \), then \( \phi(y) \) is a minimiser of \( f \).

If \( L \) is oracle-tractable (or oracle-pseudo-tractable), then clearly \( H \) is oracle-tractable (or oracle-pseudo-tractable) as well as we can minimise \( g \) to find the minimum of \( f \). If \( L \) is well-characterised, then \( H \) is well-characterised as well. We simply use the well-characterisedness of \( L \) to obtain a proof of \( \min_{x \in L^n} g(x) = m \) and as the minimum of \( f \) and \( g \) coincide this is also a proof that \( \min_{x \in H^n} f(x) = m \).

Krokhin and Larose [109] also investigated the Mal’tsev product of classes of lattices and proved that it preserves oracle-tractability. Mal’tsev products have been studied extensively in lattice theory [70, 71] and for other types of algebras [114].

**Definition 10.5 (Mal’tsev product).** Let \( X \) and \( Y \) be two classes of lattices. A lattice \( L \) is contained in the Mal’tsev product \( X \circ Y \) if there is a congruence \( \theta \) on \( L \) such that \( L/\theta \in Y \) and every \( \theta \)-class is contained in \( X \).

Note that if \( A \) and \( B \) are classes of lattices and \( L_1 \in A, L_2 \in B \), then \( L_1 \times L_2 \in A \circ B \). (We can define a congruence \( \theta \) on \( L_1 \times L_2 \) by saying that \( (x, y), (x', y') \in L_1 \times L_2 \) are \( \theta \)-related if and only if \( y = y' \). This was also observed in [109].) Hence, Mal’tsev products are more general than direct products. Figure 10.1 contains two examples of Mal’tsev products. In [109] the following result was shown.
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Figure 10.1: Examples of Mal’tsev products. The lattice in (a) is contained in \( \{C_2\} \circ \{M_3\} \) and the lattice in (b) is the pentagon and is contained in \( \{C_2, C_3\} \circ \{C_2\} \). The congruence \( \theta \) is chosen so that elements within an ellipse are \( \theta \)-related and elements not contained in any ellipse are only \( \theta \)-related to themselves. Here \( C_2 \) is the two element chain, \( C_3 \) is the three element chain and \( M_3 \) is the diamond with three atoms. Before the results in Chapter 8 were obtained no non-hardness results were known for the lattice in (a).

**Theorem 10.6.** If \( A \) and \( B \) are oracle-tractable classes of lattices, then \( A \circ B \) is oracle-tractable.

By using essentially the same proof as for the theorem above one obtains the following result.

**Theorem 10.7.** If \( A \) and \( B \) are oracle-tractable (oracle-pseudo-tractable, well-characterised) classes of lattices, then \( A \circ B \) is oracle-tractable (oracle-pseudo-tractable, well-characterised).

**Proof.** Let \( n \) be a positive integer and let \( f : L \to \mathbb{Z} \) be submodular, where \( L = L_1 \times L_2 \times \ldots \times L_n \) and \( L_i \in A \circ B \) for \( i \in [n] \). As \( L_i \in A \circ B \) there are congruence relations \( \theta_1, \ldots, \theta_n \) such that \( L_i/\theta_i, \ldots, L_n/\theta_n \in B \). Furthermore, for each \( i \in [n] \) each \( \theta_i \)-class is contained in \( A \). For \( i \in [n] \) let \( H_i \) denote \( L_i/\theta_i \) and let \( H = H_1 \times \ldots \times H_n \). For a tuple \( x = (x_1, x_2, \ldots, x_n) \in L \) we will use the notation \( x/\theta \) to denote the tuple \( (x_1/\theta_1, x_2/\theta_2, \ldots, x_n/\theta_n) \in H \). Let \( g : H \to \mathbb{Z} \) be defined as

\[
g(a_1/\theta_1, a_2/\theta_2, \ldots, a_n/\theta_n) = \min \{ f(b_1, b_2, \ldots, b_n) \mid \forall i \in [n] : b_i \in a_i/\theta_i \}.
\]

We claim that \( g \) is submodular. Let \( x, y \in L \) such that \( g(x/\theta) = f(x) \) and...
10.3. Other Constructions on Lattices

\( g(y/\theta) = f(y) \). We now get

\[
g(x/\theta) + g(y/\theta) = f(x) + f(y) \\
\geq f(x \sqcup y) + f(x \sqcap y) \\
\geq g((x \sqcup y)/\theta) + g((x \sqcap y)/\theta) \\
= g(x/\theta \sqcup y/\theta) + g(x/\theta \sqcap y/\theta).
\]

Here the first equality follows from our choice of \( x \) and \( y \). The first inequality is the submodularity of \( f \). The second inequality follows from the definition of \( g \) and the fact that \( x \sqcup y \in (x \sqcup y)/\theta \) and \( x \sqcap y \in (x \sqcap y)/\theta \). The final equality follows as \( \theta \) is a congruence relation. Note that it is clear that \( \min_{x \in L} f(x) \) coincides with \( \min_{x \in \mathcal{H}} g(x) \). Hence, it is sufficient to minimise \( g \).

We will first prove the theorem for oracle-tractability and oracle-pseudo-tractability. As for each \( i \in [n] \) each \( \theta_i \)-class is oracle-tractable (oracle-pseudo-tractable) it follows that for a given tuple \((x_1/\theta_1, \ldots, x_n/\theta_n)\) we can compute \( g(x_1/\theta_1, \ldots, x_n/\theta_n) \) in polynomial time (pseudopolynomial time) by minimising \( f \) (which is submodular) over the sublattice \( x_1/\theta_1 \times \ldots \times x_n/\theta_n \) as \( x_i/\theta_i \in A \) for \( i \in [n] \). As \( \mathcal{H}_i \) is oracle-tractable (oracle-pseudo-tractable) it follows that there is some algorithm for minimising \( g \) which runs in polynomial time (pseudopolynomial time). From time to time the algorithm will use the oracle to evaluate \( g \) on some tuple. As each such oracle request can be computed in polynomial time (pseudopolynomial time), as argued above, it follows that the minimum of \( g \) can be computed in polynomial time (pseudopolynomial time). As the minimum of \( g \) coincides with the minimum of \( f \) the algorithm is correct.

We will now show the implication in the theorem when \( A \) and \( B \) are well-characterised. The proof which the verifier will use consists of two parts:

- a pair \((m, p)\) where \( m \) is an integer and \( p \) is some abstract object, a proof; and

- a positive integer \( k \) and a set of 3-tuples

\[
\{ (x_1/\theta, m_1, p_1), (x_2/\theta, m_2, p_2), \ldots, (x_k/\theta, m_k, p_k) \}
\]

where each 3-tuple \((x_i/\theta, m_i, p_i)\) consists of a tuple \( x_i/\theta \in \mathcal{H} \), an integer \( m_i \), and a proof \( p_i \).

As \( \{ x/\theta_i \mid x \in L_i \} \subseteq A \) for \( i \in [n] \) is well-characterised there is a polynomial time verification algorithm \( V \) for the union of these sets of lattices. Furthermore, as \( \{ \mathcal{H}_1, \ldots, \mathcal{H}_n \} \) is well-characterised there is a verification algorithm \( V_H \) for this set of lattices. To verify the proof the verifier proceeds as follows:

1. Verify that \( g(x_i/\theta) = m_i \) for all \((x_i/\theta, m_i, p_i) \in P\) using the proof \( p_i \) and \( V \). Reject the proof if any of these checks fail.
2. Use $p$ and $V_H$ to verify that $\min_{x \in \mathcal{H}} g(x) = m$. During the verification process $V_H$ will evaluate $g$ from time to time. If $V_H$ tries to evaluate $g$ on some tuple $x$ and $x = x_i$ for some $i \in [k]$, then $m_i$ is returned to $V_H$. If there is no such $i$, the proof is rejected.

3. The proof is accepted if and only if $p$ is accepted by $V_H$.

**Completeness.** Let $m = \min_{x \in \mathcal{H}} g(x)$. As $\mathcal{H}_1, \ldots, \mathcal{H}_n$ are well-characterised, there is a proof $p$ such that $V_H$ will accept on input $(m, p)$. For a tuple $x/\theta = (x_1/\theta_1, \ldots, x_n/\theta_n) \in \mathcal{H}$ let $p(x/\theta)$ be a proof which is accepted by $V$ to verify the claim that

$$\min \{ f(y_1, y_2, \ldots, y_n) \mid \forall i \in [n] : y_i \in x_i/\theta_i \}$$

(10.4)

equals the integer $g(x/\theta)$. As $x_i/\theta_i \in A$ for $i \in [n]$ and (10.4) equals $g(x/\theta)$ there is such a proof $p(x/\theta)$. Let $T \subseteq \mathcal{H}$ be the set of all tuples on which $V_H$, with input $p$, evaluates $g$. Choose $P$ to be the set

$$\{ (x/\theta, g(x/\theta), p(x/\theta)) \mid x/\theta \in T \}.$$

By our choice of $P$ the verifier will not reject the proof in Step 1. Furthermore, as $T$ contains all tuples on which $V_H$ evaluates $g$ the verifier will not reject the proof in Step 2. Finally, as $\min_{x \in \mathcal{H}} g(x) = m$, the verifier will not reject the proof in Step 3 either and hence it is accepted.

**Soundness.** As the proof was not rejected in Step 1 and as $V$ is sound it follows that $g(x_i/\theta) = m_i$ for all $(x_i/\theta, m_i, p_i) \in P$. Furthermore, as the proof was not rejected in Step 2 nor in Step 3 and as $V_H$ is sound it follows that $\min_{x \in \mathcal{H}} g(x) = m$.

This concludes the proof of the theorem. □

It is not known if one can impose restrictions on the submodular functions in Theorem 10.7. In particular, as the theorem is stated above, we cannot assume that the submodular functions can be expressed as a sum of predicates. Recall that $\text{Spmod}_L$ denotes the class of all supermodular relations over the lattice $L$. In Section 7.5 we saw that the objective function of $\text{Max CSP}(\text{Spmod}_L)$ is a sum of predicates which are supermodular on $L$. As shown in Theorem 7.7 oracle-tractability (oracle-pseudo-tractability, well-characterisedness) implies containment in $\text{PO}$ (pseudopolynomial-time algorithm, containment in $\text{coNP}$) for $\text{W-Max CSP}(\text{Spmod}_L)$. One could hope that Theorem 10.7 could be modified to something along the lines of:

Let $A$ and $B$ be classes of lattices such that $\text{W-Max CSP}(\text{Spmod}_L)$ is in $\text{PO}$ for any $L \in A \cup B$. Then, $\text{W-Max CSP}(\text{Spmod}_X)$ is in $\text{PO}$ for any lattice $X \in A \circ B$.

However, such an implication is not known to hold. What this means is that tractability results for $\text{Max CSP}(\text{Spmod}_L)$ for some lattice $L$ does not immediately imply tractability for other lattices via a Mal’tsev product construction. Recall that it is known that $\text{W-Max CSP}(\text{Spmod}_{\mathcal{M}_k})$ is in $\text{PO}$.
for all \( k \geq 3 \). Although \( \text{Spmod}_{A_k} \) and \( \text{Spmod}_{C_2} \) (here \( C_2 \) denotes the two element chain) are tractable constraint languages for W-MAX CSP(\( \cdot \)) this does, for example, currently not imply any complexity results for MAX CSP(\( \text{Spmod}_{A_k} \)) where \( A \in \{C_2\} \circ \{M_3\} \) is the lattice in Figure 10.1(a). This should be compared with the results obtained in Chapter 8 which do, via Theorem 10.7, imply oracle-pseudo-tractability for \( A \) and hence that MAX CSP(\( \text{Spmod}_{A_k} \)) is in \( \text{PO} \). On the other hand, the results obtained in Chapter 8 are weaker, compared to the results obtained in [109], in the sense that they only imply a pseudopolynomial-time algorithm for W-MAX CSP(\( \text{Spmod}_{M_k} \)) instead of a polynomial time algorithm.

From Theorem 10.7 we get another proof of Lemma 7.6 (which we restate here).

**Lemma 7.6 (again).** If \( A \) and \( B \) are oracle-tractable (oracle-pseudo-tractable, well-characterised) classes of lattices, then so is \( A \cup B \).

**Proof.** For any \( L = (L; \sqcap, \sqcup) \in A \) we have \( L \in A \circ B \). To see this, let \( \theta \) be the full binary relation on \( L \), i.e., \( \theta = L^2 \). There is only one \( \theta \)-class, namely \( L \), and \( L \in A \). Furthermore \( L/\theta \) is the one element lattice and can thus be assumed to be contained in \( B \) (the one element lattice does not change the complexity of the SFM problem). Similarly, if \( L \in B \), then let \( \theta \) be the equality relation on \( L \). In this case the \( \theta \)-classes are one element and \( L/\theta = L \in B \). The result now follows from Theorem 10.7. \( \Box \)

The following result follows from a more general theorem proved by Mal’tsev. [114] We give a proof of the result we need here.

**Theorem 10.8.** If \( C \) is a class of lattices which is closed under taking sublattices, then \( C \circ C \) is closed under taking sublattices.

**Proof.** Let \( S = (S; \sqcap, \sqcup) \) be a sublattice of \( L = (L; \sqcap, \sqcup) \in C \circ C \). Let \( \theta \) be a congruence relation on \( L \) so that \( L/\theta \in C \) and the congruence classes of \( \theta \) are contained in \( C \). Let \( \phi \) be the homomorphism from \( L \) to \( L/\theta \) associated with \( \theta \).

Now, let \( \theta_S \) be the relation \( \theta \) restricted to \( S \times S \), i.e., \( \theta_S = \theta \cap S^2 \). The image of \( S \) under \( \phi \) is a sublattice of \( L/\theta \), namely \( S/\theta_S \). (For each \( x, y \in \phi(S) \) there are \( x', y' \in S \) such that \( x = \phi(x') \) and \( y = \phi(y') \). Furthermore, \( x \sqcap y = \phi(x') \cap \phi(y') = \phi(x' \cap y') \in \phi(S) \). Closure under \( \sqcup \) can be shown analogously.) As \( L/\theta \in C \) and \( C \) is closed under taking sublattices it follows that \( S/\theta_S \in C \) as well. It remains to prove that every \( \theta_S \)-class is contained in \( C \). For every \( x \in S \) we have that \( x/\theta_S \) is a sublattice of \( x/\theta \). From

- for every \( x \in L \), \( x/\theta \in C \); and

- \( C \) is closed under taking sublattices

it now follows that \( x/\theta_S \in C \) for every \( x \in S \). \( \Box \)
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For a class of finite lattices $\mathcal{C}$ we will be interested in the class of lattices which can be generated from the lattices in $\mathcal{C}$ by repeatedly taking sublattices, homomorphic images and Mal’tsev products. By the results in the previous sections one could guess that if $\mathcal{C}$ is non-hard in some sense, then such an iterated construction gives rise to new non-hard classes of lattices. We will make this intuition more precise in the current section.

As a start we will state a characterisation result for the lattices which can be constructed by such an iterated application of the constructions available to us. To do this we introduce a function $f$ which will be applied in an iterated fashion.

Let $\mathcal{V}$ be the class of all classes of finite lattices. Define the function $f: \mathcal{V} \to \mathcal{V}$ so that for any $X \in \mathcal{V}$ we have

- $X \subseteq f(X)$,
- if $L \in X$ and $S$ is a sublattice of $L$, then $S \in f(X)$,
- if $L \in X$ and $H$ is a homomorphic image of $L$, then $H \in f(X)$,
- $X \circ X \subseteq f(X)$,

and no more lattices are contained in $f(X)$. Let $f^1(X) = f(X)$ and for an integer $i > 1$ let $f^i(X) = f(f^{i-1}(X))$.

**Lemma 10.9.** For a class of finite lattices $\mathcal{C}$,

$$\bigcup_{i=1}^{\infty} f^i(\mathcal{C})$$

is the smallest class of finite lattices which contains $\mathcal{C}$ and is closed under taking sublattices, homomorphic images and Mal’tsev products.

To simplify the notation a bit we will write $\text{MPVAR}(\mathcal{C})$ instead of $(10.5)$ in the sequel (MPVAR stands for “Mal’tsev pseudovariety”).

**Proof.** Let $D = \text{MPVAR}(\mathcal{C})$. We claim that $D$ is a fixed point of $f$, i.e., $f(D) = D$.

Assume, for the sake of contradiction, that this is not the case. Then $D \not\subseteq f(D)$ and there is some lattice $L \in f(D)$ such that $L \not\in D$. However, as $L \in f(D)$ the lattice $L$ can be constructed from some lattices $X_1, X_2, \ldots, X_m$ in $D$ by taking sublattices, homomorphic images or Mal’tsev products. As $X_1, X_2, \ldots, X_m \in D$ it follows that there is some integer $n$ such that $X_1, X_2, \ldots, X_m \in f^n(\mathcal{C})$. But this means that $L \in f^{n+1}(\mathcal{C})$ and as $f^{n+1}(\mathcal{C}) \subseteq D$ we have a contradiction.

As $D$ is a fixed point of $f$, it follows that $D$ is closed under taking sublattices, homomorphic images, and Mal’tsev products. Conversely, any class of finite lattices which is closed under taking sublattices, homomorphic
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images, and Mal’tsev products, and contains \( C \) is a fixed point of \( f \) and contains \( D \).

We will show that the class of lattices known to be oracle-tractable (oracle-pseudo-tractable, well-characterised) are all of the form \( \text{MPVAR}(C) \) for some class \( C \) (here \( C \) may depend on the non-hardness notion).

**Theorem 10.10.** Let \( C \) be a class of lattices which is closed under taking sublattices. If \( C \) is oracle-tractable (oracle-pseudo-tractable, well-characterised), then so is \( \text{MPVAR}(C) \).

**Proof.** We will prove the theorem for the case when \( C \) is oracle-tractable. The two other cases of non-hardness are proved analogously. As \( C \) is closed under taking sublattices it follows from Theorem 10.8 that any lattice obtained as a sublattice from a Mal’tsev product of some lattices in \( C \) can in fact be obtained by a Mal’tsev product of some lattices in \( C \). By Theorem 10.7 it follows that the Mal’tsev product of two oracle-tractable classes of lattices is oracle-tractable.

Furthermore, by Theorem 10.4 any homomorphic image of an oracle-tractable lattice is oracle-tractable. By a general result in universal algebra, if \( \mathcal{L}' \) is a sublattice of a homomorphic image of some lattice \( \mathcal{L} \), then \( \mathcal{L}' \) is a homomorphic image of a sublattice of \( \mathcal{L} \). (This result applies to general algebras, not only lattices. See, e.g., [27, Lemma 9.2] for a proof.)

By these two observations it follows that for any class of lattices \( C \) which is closed under taking sublattices the class

\[
\{ \mathcal{H} \mid \mathcal{L} \in C \text{ and } \mathcal{H} \text{ is a homomorphic image of } \mathcal{L} \} \cup (C\circ C)
\]

is closed under taking sublattices. Hence, by Lemma 10.9 it follows that for any lattice \( \mathcal{L} \in \text{MPVAR}(C) \) there is a finite sequence of homomorphic image and Mal’tsev product constructions ending with \( \mathcal{L} \) and starting with lattices contained in \( C \) (note that we do not need to take sublattices). It follows that \( \text{MPVAR}(C) \) is oracle-tractable.

To state the non-hardness results for classes of lattices we need to define the classes we are starting from.

**Definition 10.11** (Classes of lattices). We define the following classes of lattices:

- \( D_{\text{fin}} \) is the class of all finite distributive lattices, and
- \( M_{\text{fin}} \) is the class of all finite modular lattices.

We are now ready to prove the results we get by combining Theorem 10.10 and the known non-hardness results for SFM.

**Theorem 10.12.** The class \( \text{MPVAR}(D_{\text{fin}}) \) is oracle-tractable.

**Proof.** It is known that \( D_{\text{fin}} \) is oracle-tractable [109, 133]. The result now follows from Theorem 10.10.

\[\square\]
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<table>
<thead>
<tr>
<th>Known complexity</th>
<th>Definition</th>
<th>Class denoted by</th>
</tr>
</thead>
<tbody>
<tr>
<td>oracle-tractable</td>
<td>MPVAR(D_{fin})</td>
<td>O</td>
</tr>
<tr>
<td>oracle-pseudo-tractable</td>
<td>MPVAR(D_{fin} \cup {M_k \mid k \in \mathbb{N}, k \geq 3})</td>
<td>P</td>
</tr>
<tr>
<td>well-characterised</td>
<td>MPVAR(M_{fin})</td>
<td>W</td>
</tr>
</tbody>
</table>

Table 10.1: Our current knowledge of the tractability of SFM. The class of lattices obtained from D_{fin} by iterating homomorphic images and Mal’tsev products was shown to be oracle-tractable in [109]. The other results are from this thesis. As mentioned after Theorem 10.14 it might be possible to enlarge the class of well-characterised lattices by using the results in Section 9.4.3.

**Theorem 10.13.** The class

\[ \text{MPVAR}(D_{fin} \cup \{M_k \mid k \in \mathbb{N}, k \geq 3\}) \]

is oracle-pseudo-tractable.

**Proof.** Let C denote the class D_{fin} \cup \{M_k \mid k \in \mathbb{N}, k \geq 3\}. By the known results for D_{fin} [133], Corollary 8.31, and Lemma 7.6 it follows that C is oracle-pseudo-tractable. Note that C is closed under taking sublattices. The result now follows from Theorem 10.10. \( \square \)

**Theorem 10.14.** The class MPVAR(M_{fin}) is well-characterised.

**Proof.** By Theorem 9.14 and Lemma 7.6 it follows that M_{fin} is well-characterised. As a sublattice of a modular lattice is modular the result follows from Theorem 10.10. \( \square \)

We note that it might be possible to derive a more general theorem by using Theorem 9.15 instead of Theorem 9.14 in the result above. Our current knowledge of the tractability of SFM over finite lattices is summarised in Table 10.1.

It is natural to ask if any of the three classes of lattices in Table 10.1 collapse and if some of them contains or is identical to some well-known class of lattices. It is clear that \( O \subseteq P \subseteq W \), which is not surprising. However, note that we do not have an implication which says that if some lattice \( L \) is oracle-pseudo-tractable, then \( L \) is also well-characterised. So the second inclusion, \( P \subseteq W \), is not obvious a priori.

It is known that the diamonds are not contained in \( O \). [109] Hence, as the diamonds are contained in \( P \) it follows that \( O \nsubseteq P \). It is not known whether \( P = W \) or not. However, the subspaces of the vector space \( \mathbb{Z}_2^3 \) (diagrammed in Figure 9.1) is a plausible candidate for a lattice contained in \( W \), but not in \( P \). We have not been able to prove this, though. A result which we can prove is that \( W \) does not contain all finite lattices.
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Given a finite field $F$ and an $n$-dimensional vector space $V$ over $F$ an affine subspace $A$ of $V$ is a subset $A \subseteq V$ such that if $x_1, x_2, \ldots, x_m \in A$, then

$$\sum_{i=1}^{m} a_i \cdot x_i \in A$$

whenever $\sum_{i=1}^{m} a_i = 1$. When the affine subspaces of a vector space are ordered under inclusion they form a lattice. [13, Section I.8] We denote this lattice by $A(F; n)$.

In [109] it was shown that no diamond is contained in the class generated from $D_{\text{fin}} \cup \{M_k \mid k \in \mathbb{N}\}$ by taking homomorphic images and Mal’tsev products. By using the same technique we can show that $A(\mathbb{Z}_2; 2)$ (diagrammed in Figure 10.2) is not contained in $W = \text{MPVAR}(D_{\text{fin}})$. It is not hard to see that $A(\mathbb{Z}_2; 2)$ is not modular. Indeed, note that $A(\mathbb{Z}_2; 2)$ has a rank function, i.e., there is a function $\rho : A(\mathbb{Z}_2; 2) \to \mathbb{N}$ which satisfies $\rho(\emptyset) = 0$ and $\rho(x) = \rho(y) + 1$ for all $x, y \in A(\mathbb{Z}_2; 2)$ such that $y \prec x$. Now,

$$4 = \rho(\{00, 01\}) + \rho(\{10, 11\})$$
$$\neq \rho(\{00, 01\} \cup \{10, 11\}) + \rho(\{00, 01\} \cap \{10, 11\})$$
$$= 3$$

as $\{00, 01\} \cup \{10, 11\} = \mathbb{Z}_2^2$ and $\{00, 01\} \cap \{10, 11\} = \emptyset$. Hence, $\rho$ is not modular and thus $A(\mathbb{Z}_2; 2)$ is not a modular lattice.

We first state a general lemma which is proved with the same techniques.
as was used in [109]. We will then use this lemma to show that $A(\mathbb{Z}_2;2)$ is not contained in $W$.

**Lemma 10.15.** Let $X$ be a set of finite lattices and let $L$ be a lattice such that no lattice in $X$ has $L$ as a sublattice. If $L$ is simple and satisfies the following property:

for every lattice $L'$, if $L$ is a homomorphic image of $L'$, then $L$ is a sublattice of $L'$;

then $L \not\in \text{MPVAR}(X)$.

**Proof.** Assume, for the sake of contradiction, that $L \in \text{MPVAR}(X)$. By Lemma 10.9 there is a minimal integer $i$ such that there is a lattice $S \in f^i(X)$ which has $L$ as a sublattice. There are now two possibilities, either $S$ is a homomorphic image of some lattice in $f^{i-1}(X)$ or $S \in f^{i-1}(X) \circ f^{i-1}(X)$.

In the first case there is some lattice $H \in f^{i-1}(X)$ which has $S$ as a homomorphic image. However, this implies that $L$ is a homomorphic image of some sublattice of $H$. (This implication is true for general algebras, not only lattices. [27, Lemma 9.2] We used the same argument in the proof of Theorem 10.10.) By the assumption in the lemma this implies that $L$ is a sublattice of $H$, which contradicts the minimality of $i$.

Hence, we can conclude that $S \in f^{i-1}(X) \circ f^{i-1}(X)$. It follows that there is a congruence $\theta$ on $S$ such that $S/\theta \in f^{i-1}(X)$ and every $\theta$-class is contained in $f^{i-1}(X)$. It is not hard to check that $\theta \cap L^2$ (that is, $\theta$ restricted to $L$) is a congruence relation on $L$. As $L$ is simple the congruence relation $\theta \cap L^2$ is either the equality relation or the full binary relation on $L$. In the first case there is a sublattice of $S/\theta$ which is isomorphic to $L$ and hence there is some lattice in $f^{i-1}(X)$ which has $L$ as a sublattice. In the second case some $\theta$-class contains a sublattice isomorphic to $L$ and hence $f^{i-1}(X)$ contains a lattice which has $L$ as a sublattice. In either case the minimality of $i$ is contradicted. We conclude that $L \not\in \text{MPVAR}(X)$. $\square$

We will now show that $A(\mathbb{Z}_2;2)$ is simple and then, in Corollary 10.17, we show that $A(\mathbb{Z}_2;2) \not\in W$.

**Lemma 10.16.** The lattice $A(\mathbb{Z}_2;2)$ is simple.

**Proof.** To simplify the notation somewhat let $L = A(\mathbb{Z}_2;2)$. Let $\rho$ be the rank function of $L$. Assume, for the sake of contradiction, that $\theta$ is a non-trivial congruence relation.

First assume that $(x,0_L) \in \theta$ for some $x \in L \setminus \{0_L,1_L\}$. We can assume, without loss of generality, that $\rho(x) = 1$ (as any congruence class is an interval). For any $x \in L$ such that $\rho(x) = 1$ there are distinct $y_1, y_2, y_3 \in L$ such that $\rho(y_1) = \rho(y_2) = \rho(y_3) = 2$ and $x \cup y_1 = x \cup y_2 = x \cup y_3 = 1_L$. As $0_L \cup y_i = y_i$ for all $i \in [3]$ we must have $(y_i,1_L) \in \theta$ for all $i \in [3]$. This implies that $y_1, y_2,$ and $y_3$ are all $\theta$-related to each other. However, $y_1 \cap y_2 \cap y_3 = 0_L$ which means that $(0_L,1_L) \in \theta$, contradicting the non-triviality of $\theta$. 


10.4. Classes of Non-hard Lattices

Similarly, there cannot be any \( x \in \mathcal{L} \setminus \{0_{\mathcal{L}}, 1_{\mathcal{L}}\} \) such that \((x, 1_{\mathcal{L}}) \in \theta\). Hence, there are \( x, y \in \mathcal{L} \) such that \( \rho(x) = 1, \rho(y) = 2 \) and \((x, y) \in \theta\). However, for any such pair there is \( z \in \mathcal{L} \) with \( \rho(z) = 2 \) such that \( x \sqcup z = z \) and \( y \sqcap z = 1_{\mathcal{L}} \). As we do not have \((1_{\mathcal{L}}, z) \in \theta\) this leads to a contradiction.

\[
\square
\]

Corollary 10.17. The lattice \( A(\mathbb{Z}_2; 2) \) is not contained in MPVAR(\( M_{\text{fin}} \)).

Proof. By Lemma 10.16 \( A(\mathbb{Z}_2; 2) \) is simple. By using [92, Theorem 2.47] one can check that if \( A(\mathbb{Z}_2; 2) \) is a homomorphic image of some lattice \( \mathcal{L} \), then \( A(\mathbb{Z}_2; 2) \) is a sublattice of \( \mathcal{L} \). The result now follows from Lemma 10.15 together with the observations that \( A(\mathbb{Z}_2; 2) \) is not modular and that \( M_{\text{fin}} \) is closed under taking sublattices.

Let \( \mathcal{L} \) denote the lattice of subspaces of \( \mathbb{Z}_2^3 \) (diagrammed in Figure 9.1). It was mentioned above that \( \mathcal{L} \) is a plausible candidate for a lattice contained in \( W \) but not in \( P \). It is clear that \( \mathcal{L} \in W \), as \( \mathcal{L} \) is modular. Unfortunately, it is not possible to use the same argument as in Corollary 10.17 to show \( \mathcal{L} \) is not contained in \( P \). The problem is that [92, Theorem 2.47] is not applicable, so one cannot conclude that \( \mathcal{L} \) is a sublattice of a lattice \( \mathcal{L}' \) whenever \( \mathcal{L} \) is a homomorphic image of \( \mathcal{L}' \). As this is needed in Theorem 10.15 the argument breaks down.
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Chapter 11

Hard CSPs Have Hard Gaps

In the remaining two chapters of this part of the thesis we will not study the SFM problem, but instead study the complexity of Max CSP(Γ) directly, for various choices of Γ.

In this chapter we show that if a certain conjecture regarding the complexity of CSP(Γ) is true and CSP(Γ) is NP-hard, then it is NP-hard to distinguish completely satisfiable instances of Max CSP(Γ) from those where some constant fraction of the constraints can be satisfied (in particular if it follows from known results that CSP(Γ) is NP-hard, then there is no ptas for Max CSP(Γ) unless P = NP).

This result holds even if the number of occurrences of each variable is bounded by a constant. We use our result to answer some open questions.

11.1 Introduction

In this chapter we study the family of all constraint languages Γ such that it is currently known that CSP(Γ) is NP-complete. We prove that each constraint language in this family makes Max CSP(Γ) have a hard gap at location 1, even when the number of variable occurrences in an instance is bounded by a sufficiently large constant (depending on Γ), see Theorem 11.9.

“Hard gap at location 1” means that it is NP-hard to distinguish instances of Max CSP(Γ) in which all constraints are satisfiable from instances where at most an ε-fraction of the constraints are satisfiable (for some constant ε which depends on Γ). This property immediately implies approximation hardness (in particular, no ptas) for the problem, even when restricted to satisfiable instances (Corollary 11.15). We note that, for the boolean domain and without the bounded occurrence restriction, Theorem 11.9 follows from a result of Khanna et al. [102, Theorem 5.14].
Interestingly, the PCP theorem is equivalent to the fact that, for some constraint language $\Gamma$ over some finite set $D$, $\text{Max CSP}(\Gamma)$ has a hard gap at location 1 [8, 52, 140]; clearly, $\text{CSP}(\Gamma)$ cannot be polynomial time solvable in this case. Theorem 11.9 means that $\text{Max CSP}(\Gamma)$ has a hard gap at location 1 for any constraint language such that $\text{CSP}(\Gamma)$ is known to be $\text{NP}$-complete. Moreover, if the above mentioned conjecture holds, then $\text{Max CSP}(\Gamma)$ has a hard gap at location 1 whenever $\text{CSP}(\Gamma)$ is not in $\text{P}$. Another equivalent reformulation of the PCP theorem states that the problem $\text{Max 3-SAT}$ has a hard gap at location 1 [8, 140], and our proof consists of a gap preserving reduction from this problem through a version of the algebraic argument from [25].

We also use our main result to give partial answers to two open questions. The first one was posed by Engebretsen et al. [55] and concerns the approximability of a finite group problem while the second was posed by Feder et al. [59] and concerns the hardness of $\text{CSP}(\Gamma)$ with the restriction that each variable occurs at most a constant number of times, under the assumption that $\text{CSP}(\Gamma)$ is $\text{NP}$-complete.

As mentioned in Chapter 7 Raghavendra [127] has proved almost tight inapproximability results for $\text{Max CSP}(\Gamma)$ for every $\Gamma$, assuming the UGC. We note that one cannot apply Raghavendra’s result to obtain the hardness result we get in this chapter. In particular, the results in [127] does not tell us anything about the complexity of telling satisfiable instances from instances where an $\epsilon$-fraction of the constraints are satisfiable, for any $\epsilon < 1$. Furthermore, our results give explicit methods for characterising the class of constraint languages that are “hard”. We also do not need any more assumptions than $\text{P} \neq \text{NP}$ to obtain our results (the UGC is used in [127]).

Here is an overview of this chapter: in Section 11.2 we define some concepts we need. In Section 11.3 we prove two lemmas which will be useful later on. In Section 11.4 we define some concepts from universal algebra and connect them with the constraint satisfaction problem. Finally, in Section 11.5 we prove the main result and show how it can be used to answer the two open problems.

### 11.2 Preliminaries

Throughout this chapter, $\text{Max CSP}(\Gamma)-k$ will denote the problem $\text{Max CSP}(\Gamma)$ restricted to instances where the number of occurrences of each variable is bounded by $k$. For our hardness results we will write that $\text{Max CSP}(\Gamma)-B$ is hard (in some sense) with the meaning that there is a $k$ such that $\text{Max CSP}(\Gamma)-k$ is hard in this sense.

**Definition 11.1** (Hard to approximate). *We say that a problem $\Pi$ is hard to approximate if there exists a constant $c > 1$ such that $\Pi$ is $\text{NP}$-hard to approximate within $c$ (so the existence of a polynomial-time approximation algorithm for $\Pi$ with performance ratio $c$ implies $\text{P} = \text{NP}$).*
The following notion has been defined in a more general setting by Petrak [124].

Definition 11.2 (Hard gap at location $\alpha$). Max CSP($\Gamma$) has a hard gap at location $\alpha \leq 1$ if there exists a constant $\epsilon < \alpha$ and a polynomial-time reduction from an NP-complete problem $\Pi$ to Max CSP($\Gamma$) such that,

- Yes instances of $\Pi$ are mapped to instances $I = (V,C)$ such that $\text{opt}(I) \geq \alpha|C|$, and
- No instances of $\Pi$ are mapped to instances $I = (V,C)$ such that $\text{opt}(I) \leq \epsilon|C|$.

Note that if a problem $\Pi$ has a hard gap at location $\alpha$ (for any $\alpha$) then $\Pi$ is hard to approximate. This simple observation has been used to prove inapproximability results for a large number of optimisation problems. See, e.g., [7, 9, 140] for surveys on inapproximability results and the related PCP theory.

11.3 Proof Techniques

In this section we show two lemmas which relates hardness at gap location 1 to pp-definitions and cores.

Lemma 11.3. If a finite constraint language $\Gamma$ can pp-define a relation $R$ and Max CSP($\Gamma \cup \{R\}$)-$k$ has a hard gap at location 1, then Max CSP($\Gamma$)-$k'$ has a hard gap at location 1 for some integer $k'$.

Proof. Let $N$ be the minimum number of relations that are needed in a pp-definition of $R$ using relations from $\Gamma$.

Given an instance $I = (V,C)$ of Max CSP($\Gamma \cup \{R\}$)-$k$, we construct an instance $I' = (V',C')$ of Max CSP($\Gamma$)-$k'$ (where $k'$ will be specified below). We will use the set $V''$ to store auxiliary variables during the reduction so we initially let $V''$ be the empty set. For a constraint $c = (Q,s) \in C$, there are two cases to consider:

1. If $Q \neq R$, then add $N$ copies of $c$ to $C'$.

2. If $Q = R$, then add the implementation of $R$ to $C'$ where any auxiliary variables in the implementation are replaced with fresh variables which are added to $V''$.

Finally, let $V' = V \cup V''$. It is clear that there exists an integer $k'$, independent of $I$, such that $I'$ is an instance of Max CSP($\Gamma'$)-$k'$.

If all constraints are simultaneously satisfiable in $I$, then all constraints in $I'$ are also simultaneously satisfiable. On the other hand, if $\text{opt}(I) \leq \epsilon|C|$ then

$$\text{opt}(I') \leq \epsilon N|C| + (1 - \epsilon)(N - 1)|C|$$
$$= (\epsilon + (1 - \epsilon)(1 - 1/N))|C'|.$$
The inequality holds because each constraint in \( I \) introduces a group of \( N \) constraints in \( I' \) and, as \( \text{opt}(I) \leq \epsilon|C| \), at most \( \epsilon|C| \) such groups are completely satisfied. In all other groups (there are \((1-\epsilon)|C|\) such groups) at least one constraint is not satisfied. Furthermore, \( \epsilon + (1-\epsilon)(1-1/N) < 1 \) so we can conclude that Max CSP(\( \Gamma' \))-\( k' \) has a hard gap at location 1. \( \square \)

The following simple lemma connects cores with hardness at gap location 1.

**Lemma 11.4.** If \( \Gamma' \) is the core of \( \Gamma \), then, for any \( k \), Max CSP(\( \Gamma' \))-\( k \) has a hard gap at location 1 if and only if Max CSP(\( \Gamma \))-\( k \) has a hard gap at location 1.

**Proof.** Let \( \pi \) be the retraction of \( \Gamma \) such that \( \Gamma' = \{ \pi(R) \mid R \in \Gamma \} \), where \( \pi(R) = \{ \pi(t) \mid t \in R \} \). Given an instance \( I = (V,C) \) of Max CSP(\( \Gamma \))-\( k \), we construct an instance \( I' = (V,C') \) of Max CSP(\( \Gamma' \))-\( k' \) by replacing each constraint \((R,s) \in C \) by \((\pi(R),s)\).

From a solution \( s \) to \( I \), we construct a solution \( s' \) to \( I' \) such that \( s'(x) = \pi(s(x)) \). Let \((R,s) \in C \) be a constraint which is satisfied by \( s \). Then, there is a tuple \( x \in R \) such that \( s(x) = x \) so \( \pi(x) \in \pi(R) \) and \( s'(x) = \pi(s(x)) = \pi(x) \in \pi(R) \). Conversely, if \((\pi(R),s) \) is a constraint in \( I' \) which is satisfied by \( s' \), then there is a tuple \( x \in R \) such that \( s'(x) = \pi(s(x)) = \pi(x) \in \pi(R) \), and \( s(s) = x \in R \). We conclude that \( m(I,s) = m(I',s') \).

It is not hard to see that we can do this reduction in the other direction too, i.e., given an instance \( I' = (V',C') \) of Max CSP(\( \Gamma' \))-\( k' \), we construct an instance \( I \) of Max CSP(\( \Gamma \))-\( k \) by replacing each constraint \((\pi(R),s) \in C' \) by \((R,s)\). By the same argument as above, this direction of the equivalence follows, and we conclude that the lemma is valid. \( \square \)

An analogous result holds for the CSP problem, i.e., if \( \Gamma' \) is the core of \( \Gamma \), then CSP(\( \Gamma \)) is in \( \textbf{P} \) (\( \textbf{NP} \)-complete) if and only if CSP(\( \Gamma' \)) is in \( \textbf{P} \) (\( \textbf{NP} \)-complete); see [89] for a proof.

### 11.4 Constraint Satisfaction and Algebra

In this section we will present some definitions and basic results we need from universal algebra, in addition to the concepts of clones, co-clones and polymorphisms described in Section 2.2. For a more thorough treatment of universal algebra in general we refer the reader to [27, 38]. The articles [25, 37] contain presentations of the relationship between universal algebra and constraint satisfaction problems. The three definitions below closely follow the presentation in [25].

**Definition 11.5 (Finite algebra).** A finite algebra is a pair \( \mathcal{A} = (A;F) \) where \( A \) is a finite non-empty set and \( F \) is a set of finitary operations on \( A \).

We will only make use of finite algebras so we will write algebra instead of finite algebra. An algebra is said to be non-trivial if it has more than
one element. In Chapter 10 we defined homomorphisms and subalgebras for lattices. We will now generalise these definitions to algebras.

**Definition 11.6** (Homomorphism of algebras). Given two algebras \( A = (A; F_A) \) and \( B = (B; F_B) \) such that \( F_A = \{ f^A_i \mid i \in I \} \), \( F_B = \{ f^B_i \mid i \in I \} \) and both \( f^A_i \) and \( f^B_i \) are \( n_i \)-ary for all \( i \in I \), then \( \phi : A \to B \) is said to be an homomorphism from \( A \) to \( B \) if

\[
\phi(f^A_i(a_1, a_2, \ldots, a_{n_i})) = f^B_i(\phi(a_1), \phi(a_2), \ldots, \phi(a_{n_i}))
\]

for all \( i \in I \) and \( a_1, a_2, \ldots, a_{n_i} \in A \). If \( \phi \) is surjective, then \( B \) is a homomorphic image of \( A \).

Given a homomorphism \( \phi \) mapping \( A = (A; F_A) \) to \( B = (B; F_B) \), we can construct an equivalence relation \( \theta \) on \( A \) as \( \theta = \{ (x, y) \mid \phi(x) = \phi(y) \} \). The relation \( \theta \) is said to be a congruence relation of \( A \). We can now construct the quotient algebra \( A/\theta = (A/\theta; F_A/\theta) \). Here, \( A/\theta = \{ x/\theta \mid x \in A \} \) and \( x/\theta \) is the equivalence class containing \( x \). Furthermore, \( F_A/\theta = \{ f/\theta \mid f \in F_A \} \) and \( f/\theta \) is defined such that \( f/\theta(x_1/\theta, x_2/\theta, \ldots, x_n/\theta) = f(x_1, x_2, \ldots, x_n)/\theta \).

**Definition 11.7** (Subalgebra). Let \( A = (A; F_A) \) be an algebra and \( B \subseteq A \). If for each \( f \in F_A \) and any \( b_1, b_2, \ldots, b_n \in B \), we have \( f(b_1, b_2, \ldots, b_n) \in B \), then \( B = (B; F_A|_B) \) is a subalgebra of \( A \).

The operations in \( \text{Pol}(\text{Inv}(F_A)) \) are the term operations of \( A \). If all term operations are surjective, then the algebra is said to be surjective. Note that \( \text{Inv}(F_A) \) is a core if and only if \( A \) is surjective [25, 89]. If \( F \) consist of all the idempotent term operations of \( A \), then the algebra \( (A; F) \) is called the full idempotent reduct of \( A \), and we will denote this algebra by \( A^c \). Given a set of relations \( \Gamma \) over the domain \( D \) we say that the algebra \( A^c = (D; \text{Pol}(\Gamma)) \) is associated with \( \Gamma \). An algebra \( B \) is said to be a factor of the algebra \( A \) if \( B \) is a homomorphic image of a subalgebra of \( A \). A non-trivial factor is a factor which is a non-trivial algebra, i.e., it has at least two elements.

We continue by describing some connections between constraint satisfaction problems and universal algebra. The following theorem concerns the hardness of CSP for certain constraint languages.

**Theorem 11.8** ([25]). Let \( \Gamma \) be a core constraint language. If \( A^c_\Gamma \) has a non-trivial factor whose term operations are only projections, then \( \text{CSP}(\Gamma) \) is \( \text{NP} \)-hard.

The algebraic CSP conjecture [25] states that, for all other core languages \( \Gamma \), the problem \( \text{CSP}(\Gamma) \) is tractable. (This conjecture is stronger than Conjecture 1.7 as the latter only says that \( \text{CSP}(\Gamma) \) is either in \( \text{P} \) or is \( \text{NP} \)-complete, it does not say anything about when the two cases occur.)

The main result of this chapter is the following theorem which states that \( \text{Max CSP}(\Gamma) \) - \( B \) has a hard gap at location 1 whenever the condition which makes \( \text{CSP}(\Gamma) \) hard in Theorem 11.8 is satisfied.
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**Theorem 11.9.** Let $\Gamma$ be a core constraint language. If $A^\Gamma_c$ has a non-trivial factor whose term operations are only projections, then $\text{Max CSP}(\Gamma)$ has a hard gap at location 1.

The proof of this result can be found in Section 11.5. Note that if the algebraic CSP conjecture is true then Theorem 11.9 describes all constraint languages $\Gamma$ for which $\text{Max CSP}(\Gamma)$ has a hard gap at location 1 because, obviously, $\Gamma$ cannot have this property when CSP($\Gamma$) is tractable.

### 11.5 Proofs

In this section, we prove the main result of this chapter, Theorem 11.9. We also give two applications of this theorem. Let $3\text{SAT}_0$ denote the relation $\{(0,0,0)\}$. We also introduce three slight variations of $3\text{SAT}_0$, let $3\text{SAT}_1 = \{(0,1,0), (1,0,0)\}$, $3\text{SAT}_2 = \{(1,1,0), (0,1,0)\}$, and $3\text{SAT}_3 = \{(1,1,1), (0,1,1)\}$. To simplify the notation we let $\Gamma_{3\text{SAT}} = \{3\text{SAT}_0, 3\text{SAT}_1, 3\text{SAT}_2, 3\text{SAT}_3\}$. It is not hard to see that the problem $\text{Max CSP}(\Gamma_{3\text{SAT}})$ is precisely $\text{Max 3Sat}$. It is well-known that this problem, even when restricted to instances in which each variable occurs at most a constant number of times, has a hard gap at location 1, see e.g., [140, Theorem 7]. We state this as a lemma.

**Lemma 11.10** ([140]). $\text{Max CSP}(\Gamma_{3\text{SAT}})$ has a hard gap at location 1.

To prove Theorem 11.9 we will utilise expander graphs.

**Definition 11.11** (Expander graph). A $d$-regular graph $G = (V,E)$ is an expander graph if, for any $S \subseteq V$, the number of edges between $S$ and $V \setminus S$ is at least $\min(\|S\|,\|V \setminus S\|)$.

Expander graphs are frequently used for proving properties of $\text{Max CSP}$, cf. [46, 123]. Typically, they are used for bounding the number of variable occurrences. A concrete construction of expander graphs has been provided by Lubotzky et al. [113].

**Theorem 11.12.** A polynomial-time algorithm $T$ and a fixed integer $N$ exist such that, for any $k > N$, $T(k)$ produces a $14$-regular expander graph with $k(1 + o(1))$ vertices.

There are four basic ingredients in the proof of Theorem 11.9. The first three are Lemma 11.3, Lemma 11.10, and the use of expander graphs to bound the number of variable occurrences. We also use an alternative characterisation (Lemma 11.13) of constraint languages satisfying the conditions of the theorem. This is a slight modification of a part of the proof of Proposition 7.9 in [25]. The implication below is in fact an equivalence and we refer the reader to [25] for the details. Given a function $f : D^n \to D$, and a relation $R \in R_D$, the full preimage of $R$ under $f$, denoted by $f^{-1}(R)$, is the relation $\{x \in D^n \mid f(x) \in R\}$ (as usual, $f(x)$ denotes that $f$ should be
applied componentwise to $x$). For any $a \in D$, we denote the unary constant relation containing only $a$ by $c_a$, i.e., $c_a = \{a\}$. Let $C_D$ denote the set of all constant relations over $D$, that is, $C_D = \{c_a \mid a \in D\}$.

Lemma 11.13. Let $\Gamma$ be a core constraint language. If the algebra $A^C_{\Gamma}$ has a non-trivial factor whose term operations are only projections, then there is a subset $B$ of $D$ and a surjective mapping $\phi : B \rightarrow \{0, 1\}$ such that the relational clone $\langle \Gamma \cup C_D \rangle$ contains the relations $\phi^{-1}(3\text{SAT}_0)$, $\phi^{-1}(3\text{SAT}_1)$, $\phi^{-1}(3\text{SAT}_2)$, and $\phi^{-1}(3\text{SAT}_3)$.

Proof. Let $A'$ be the subalgebra of $A^C_{\Gamma}$ such that there is a surjective homomorphism $\phi$ from $A'$ to a non-trivial algebra $B$ whose term operations are only projections. We can assume, without loss of generality, that the set $\{0, 1\}$ is contained in the universe of $B$. It is easy to see that any relation is invariant under any projection. Since $B$ only has projections as term operations, the four relations $3\text{SAT}_0$, $3\text{SAT}_1$, $3\text{SAT}_2$ and $3\text{SAT}_3$ are invariant under the term operations of $B$. It is known (see [25]) that the full preimages of those relations under $\phi$ are invariant under the term operations of $A'$ and therefore they are also invariant under the term operations of $A^C_{\Gamma}$. By the observation that $A^C_{\Gamma} = A_{\Gamma \cap C_D}$ and Theorem 2.8, this implies $\{\phi^{-1}(3\text{SAT}_0), \phi^{-1}(3\text{SAT}_1), \phi^{-1}(3\text{SAT}_2), \phi^{-1}(3\text{SAT}_3)\} \subseteq \langle \Gamma \cup C_D \rangle$.

We are now ready to present the proof of Theorem 11.9. Let $\Omega$ be the subalgebra of $\Omega' = \langle \Gamma \rangle$ such that $\text{MAX CSP}(\Omega')-B$ has a hard gap at location 1.

Since $\Gamma$ is a core, its unary polymorphisms form a permutation group $S$ on $D$. We can without loss of generality assume that $D = \{1, \ldots, p\}$. It is known (see Proposition 1.3 of [138]) and possible to check with Theorem 2.8 that $\Gamma$ can pp-define the following relation: $R_S = \{(g(1), \ldots, g(p)) \mid g \in S\}$.

Then it can also pp-define the relations $EQ_i$ for $1 \leq i \leq p$ where $EQ_i$ is the restriction of the equality relation on $D$ to the orbit in $S$ which contains $i$. We have

$$EQ_i(x, y) \iff \exists z_1, \ldots, z_{i-1}, z_{i+1}, \ldots, z_p :$$

$$R_S(z_1, \ldots, z_{i-1}, x, z_{i+1}, \ldots, z_p) \land$$

$$R_S(z_1, \ldots, z_{i-1}, y, z_{i+1}, \ldots, z_p).$$

By Lemma 11.13, there exists a subset (in fact, a subalgebra) $B$ of $D$ and a surjective mapping $\phi : B \rightarrow \{0, 1\}$ such that the relational clone $\langle \Gamma \cup C_D \rangle$ contains $\phi^{-1}(\Gamma_{3\text{SAT}}) = \{\phi^{-1}(R) \mid R \in \Gamma_{3\text{SAT}}\}$. For $0 \leq i \leq 3$, let $R_i$ be the full preimage of $3\text{SAT}_i$ under $\phi$. Since $R_i \in \langle \Gamma \cup C_D \rangle$, we can show that there exists a $(p+3)$-ary relation $R'_i$ in $\langle \Gamma \rangle$ such that

$$R_i = \{(x, y, z) \mid (1, 2, \ldots, p, x, y, z) \in R'_i\}.$$
Indeed, since \( R_i \in (\Gamma \cup C_D) \), \( R_i \) can be defined by the pp-formula
\[
R_i(x, y, z) \iff \exists t: \psi(t, x, y, z)
\]
(here \( t \) denotes a tuple of variables) where \( \psi \) is a conjunction of atomic formulae involving predicates from \( \Gamma \cup C_D \) and variables from \( t \) and \( \{x, y, z\} \). Note that, in \( \psi \), no predicate from \( C_D \) is applied to one of \( \{x, y, z\} \) because these variables can take more than one value in \( R_i \). We can without loss of generality assume that every predicate from \( C_D \) appears in \( \psi \) exactly once. Indeed, if such a predicate appears more than once, then we can identify all variables to which it is applied, and if it does not appear at all then we can add a new variable to \( t \) and apply this predicate to it. Now assume without loss of generality that the predicate \( c_i \), \( 1 \leq i \leq p \), is applied to the variable \( t_i \) in \( \psi \), and \( \psi = \psi_1 \land \psi_2 \) where \( \psi_1 = \bigwedge_{i=1}^{p} c_i(t_i) \) and \( \psi_2 \) contains only predicates from \( \Gamma \setminus C_D \). Let \( t' \) be the list of variables obtained from \( t \) by removing \( t_1, \ldots, t_p \). It now is easy to check that the \( (p+3) \)-ary relation \( R'_i \) defined by the pp-formula \( \exists t': \psi_2(t', x, y, z) \) has the required property.

Choose \( R'_i \) to be an inclusion-wise minimal relation in \( (\Gamma) \) such that
\[
R_i = \{(x, y, z) \mid (1, 2, \ldots, p, x, y, z) \in R'_i\}
\]
and let \( \Gamma' = \{R'_i \mid 0 \leq i \leq 3\} \cup \{EQ_1, \ldots, EQ_p\} \). Note that we have \( \Gamma' \subseteq (\Gamma) \).

We will need a more concrete description of \( R'_i \), so we now show that
\[
R'_i = \{(g(1), g(2), \ldots, g(p), g(x), g(y), g(z)) \mid g \in S, (x, y, z) \in R_i\}.
\]
(11.1)
The set on the right-hand side of the above equality must be contained in \( R'_i \) because \( R'_i \) is invariant under all operations in \( S \). On the other hand, if a tuple \( b = (b_1, \ldots, b_p, d, e, f) \) belongs to \( R'_i \), then there is a permutation \( g \in S \) such that \( (b_1, \ldots, b_p) = (g(1), \ldots, g(p)) \) (otherwise, the intersection of this relation with \( R_{2q} \times D^3 \in (\Gamma) \) would give a smaller relation with the required property). Now note that the tuple \( (1, \ldots, p, g^{-1}(d), g^{-1}(e), g^{-1}(f)) \) also belongs to \( R'_i \) implying, by the choice of \( R'_i \), that \( (g^{-1}(d), g^{-1}(e), g^{-1}(f)) \in R_i \). Therefore, the relation \( R'_i \) is indeed as described above.

By Lemma 11.10, there is \( l \) such that \( \text{Max CSP}(\Gamma_{3\text{SAT}})\)-l has a hard gap at location \( 1 \). By Lemma 11.4, \( \text{Max CSP}(\phi^{-1}(\Gamma_{3\text{SAT}}))\)-l has the same property (because \( \Gamma_{3\text{SAT}} \) is the core of \( \phi^{-1}(\Gamma_{3\text{SAT}}) \)). To complete the proof, we will now reduce \( \text{Max CSP}(\phi^{-1}(\Gamma_{3\text{SAT}}))\)-l to \( \text{Max CSP}(\Gamma')\)-l' where \( l' = \max\{14p + 1, l\} \) (recall that \( p = |D| \) is a constant). Take an arbitrary instance \( I = (V, C) \) of \( \text{Max CSP}(\phi^{-1}(\Gamma_{3\text{SAT}}))\)-l, and build an instance \( I' = (V', C') \) of \( \text{Max CSP}(\Gamma') \) as follows: introduce new variables \( u_1, \ldots, u_p \), and replace each constraint \( R_i(x, y, z) \) in \( I \) by \( R'_i(u_1, \ldots, u_p, x, y, z) \). Note that every variable, except the \( u_i \)'s, in \( I' \) appears at most \( l \) times. We will now use expander graphs to construct an instance \( I'' = (V' \cup V'', C*) \) of \( \text{Max CSP}(\Gamma')\)-l', where \( V'' \) and \( C* \) are specified below.

Let \( q \) be the number of constraints in \( I \) and let \( q' = \max\{N, q\} \), where \( N \) is the constant in Theorem 11.12. Let \( G = (W, E) \) be an expander
graph (constructed in polynomial time by the algorithm in Theorem 11.12 with input $q'$) such that $W = \{w_1, w_2, \ldots, w_m\}$ and $m \geq q$. The expander graph $T(q')$ has $q'(1 + o(1))$ vertices. Hence, there is a constant $a$ such that $G$ has at most $aq$ vertices. For each $1 \leq j \leq p$, we introduce $m$ fresh variables $w_1^j, w_2^j, \ldots, w_m^j$ into $V''$. For each edge $\{w_i, w_k\} \in E$ and $1 \leq j \leq p$, introduce $p$ copies of the constraint $EQ_j(w_i^j, w_k^j)$ into $C''$. Let $C_1, C_2, \ldots, C_q$ be an enumeration of the constraints in $C'$. Replace $u_j$ by $w_i^j$ in $C_i$ for all $1 \leq i \leq q$. Finally, let $C^*$ be the union of the (modified) constraints in $C'$ and the equality constraints in $C''$. It is clear that each variable occurs in $I''$ at most $I'' = \max\{14p + 1, l\}$ times (as $G$ is 14-regular).

Clearly, a solution $s$ to $I$ satisfying all constraints can be extended to a solution to $I''$, also satisfying all constraints, by setting $s(w_i^j) = \bar{s}$ for all $1 \leq i \leq m$ and all $1 \leq j \leq p$.

On the other hand, if $m(I, s) \leq \epsilon|C|$ for some $\epsilon < 1$, then let $s'$ be an optimal solution to $I''$. We will prove that there is a constant $\epsilon' < 1$ (which depends on $\epsilon$ but not on $I$) such that $m(I'', s') \leq \epsilon'|C^*|$. We first prove that, for each $1 \leq j \leq p$, we can assume that all variables in $W = \{w_1^j, w_2^j, \ldots, w_m^j\}$ have been assigned the same value by $s'$ and that all constraints in $C''$ are satisfied by $s'$. We show that given a solution $s'$ to $I''$, we can construct another solution $s_2$ such that $m(I'', s_2) \geq m(I'', s')$ and $s_2$ satisfies all constraints in $C''$.

Let $a^j \in D$ be a value that at least $m/p$ of the variables in $W$ have been assigned by $s'$. We construct the solution $s_2$ as follows: $s_2(w_i^j) = a^j$ for all $i$ and $j$, and $s_2(x) = s'(x)$ for all other variables.

If there is some $j$ such that $X = \{x \in W^j \mid s'(x) \neq a^j\}$ is non-empty, then, since $G$ is an expander graph, there are at least $p \cdot \min(|X|, |W^j \setminus X|)$ constraints in $C''$ which are not satisfied by $s'$. Note that by the choice of $X$, we have $|W^j \setminus X| \geq m/p$ which implies $p \cdot \min(|X|, |W^j \setminus X|) \geq |X|$. By changing the value of the variables in $X$, we will make at most $|X|$ non-equality constraints in $C^*$ unsatisfied because each of the variables in $W^j$ occurs in at most one non-equality constraint in $C^*$. In other words, when the value of the variables in $X$ are changed we gain at least $|X|$ in the measure as some of the equality constraints in $C''$ will become satisfied, furthermore we lose at most $|X|$ by making at most $|X|$ constraints in $C'$ unsatisfied. We conclude that $m(I', s_2) \geq m(I', s')$. Thus, we may assume that all equality constraints in $C''$ are satisfied by $s'$.

We will now show that we can assume that $s'(w_1^j), s'(w_2^j), \ldots, s'(w_m^j)$ are distinct (and hence, as $s'$ is equal on the $W^j$'s it follows that $s'(w_1^j), \ldots, s'(w_m^j)$ are distinct for $1 \leq i \leq m$ as well). If $s'(w_1^j), s'(w_2^j), \ldots, s'(w_m^j)$ are not distinct, then it follows by (11.1) that no constraint in $C'$ is satisfied by $s'$. Hence, we can construct a new assignment $s_3 : V' \cup V'' \rightarrow D$ such that $s_3(w_i^j) = j$ for all $i \in [m]$ and $j \in [p]$ and $s_3(x) = s'(x)$ for any $x \in V'$. It follows that $m(I'', s_3) \geq m(I'', s')$. Thus, we may assume that there is a permutation $g$ on $[p]$ such that $s'(w_i^j) = g(j)$.

By using (11.1) again we can actually assume that $g \in S$. It follows that
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$m(I'', g^{-1} \circ s') \geq m(I'', s')$ and hence we can assume that $s'(w^i) = j$ for $i \in [m]$ and $j \in [p]$.

Since the expander graph $G$ is 14-regular and has at most $\frac{14a}{2}aq$ vertices, it has at most $\frac{14a}{2}aq$ edges. Hence, the number of equality constraints in $C''$ is at most $7aqp$, and $|C''|/|C'| \leq 7aqp$. We can now bound $m(I'', s_2)$ as follows:

\[
m(I'', s_2) \leq \text{opt}(I') + |C''| \\
\leq \frac{\epsilon |C'| + |C''|}{|C'| + |C''|} (|C'| + |C''|) \\
\leq \epsilon + \frac{7aqp}{1 + 7aqp}.
\]

Here the first inequality follows from (11.1), $s'(w^i) = j$ for $i \in [m], j \in [p]$, and that $s'|_V'$ is an assignment to $I'$. The last inequality follows as $\frac{\epsilon |C'| + |C''|}{|C'| + |C''|}$ is maximised when $|C''|$ attains its maximum value which is $7aqp$. Since $|C'| = |C' + C''|$, it remains to set $\epsilon' = \frac{\epsilon}{1 + 7aqp}$. \(\square\)

We finish this section by using Theorem 11.9 to answer, at least partially, two open questions. The first one concerns the complexity of CSP($\Gamma$)-$B$. In particular, the following conjecture has been made by Feder et al. [59].

**Conjecture 11.14.** For any fixed $\Gamma$ such that CSP($\Gamma$) is $\text{NP}$-complete there is an integer $k$ such that CSP($\Gamma$)-$k$ is $\text{NP}$-complete.

Under the assumption that the algebraic CSP conjecture (that all problems CSP($\Gamma$) not covered by Theorem 11.8 are tractable) holds, an affirmative answer follows immediately from Theorem 11.9. So for all constraint languages $\Gamma$ such that CSP($\Gamma$) is currently known to be $\text{NP}$-complete it is also the case that CSP($\Gamma$)-$B$ is $\text{NP}$-complete.

The second result concerns the approximability of equations over non-abelian groups. Petrank [124] has noted that hardness at gap location 1 implies the following: suppose that we restrict ourselves to instances of MAX CSP($\Gamma$) such that there exist solutions that satisfy all constraints, i.e. we concentrate on satisfiable instances. Then, there exists a constant $c > 1$ (depending on $\Gamma$) such that no polynomial-time algorithm can approximate this problem within $c$. We get the following result for satisfiable instances:

**Corollary 11.15.** Let $\Gamma$ be a core constraint language and let $A$ be the algebra associated with $\Gamma$. Assume there is a factor $B$ of $A^c$ such that $B$ only have projections as term operations. Then, there exists a constant $c > 1$ such that MAX CSP($\Gamma$)-$B$ restricted to satisfiable instances cannot be approximated within $c$ in polynomial time.

We will now use this observation for studying a problem concerning groups. Let $G = (G, \cdot)$ denote a finite group with identity element $1_G$. An equation over a set of variables $V$ is an expression of the form $w_1 \cdot \ldots \cdot w_k = 1_G$, where $w_i$ (for $1 \leq i \leq k$) is either a variable, an inverted variable, or a group constant. Engebretsen et al. [55] have studied the following problem:
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Definition 11.16 (Max Eq). Max Eq, where $G$ is a finite group, is the optimisation problem with

Instance: A tuple $(V,E)$ where $V$ is a set of variables and $E$ is a multiset of equations over $V$.

Solution: An assignment $s : V \rightarrow G$ to the variables.

Measure: Number of equations in $E$ which are satisfied by $s$.

In Chapter 4 we used inapproximability results for this problem for abelian groups (under the name Max $E_k$-Lin-$G$). We will need a certain restriction of the problem defined above. The problem Max $Eq_G[3]$ is the same as Max Eq except for the additional restrictions that each equation contains exactly three variables and no equation contains the same variable more than once. Engebretsen et al.’s main result was the following inapproximability result:

Theorem 11.17 (Theorem 1 in [55]). For any finite group $G$ and constant $\epsilon > 0$, it is NP-hard to approximate Max $Eq_G[3]$ within $|G| - \epsilon$.

Engebretsen et al. left the approximability of Max $Eq_G[3]$ for satisfiable instances as an open question. We will give a partial answer to the approximability of satisfiable instances of Max Eq.

It is not hard to see that for any integer $k$, the equations with at most $k$ variables over a finite group can be viewed as a constraint language. For a group $G$, we denote the constraint language which corresponds to equations with at most three variables by $\Gamma_G$. Hence, for any finite group $G$, the problem Max CSP($\Gamma_G$) is no harder than Max Eq.

Goldmann and Russell [69] have shown that CSP($\Gamma_G$) is NP-hard for every finite non-abelian group $G$. This result was extended to more general algebras by Larose and Zádori [111]. They also showed that for any non-abelian group $G$, the algebra $A = (G; Pol(\Gamma_G))$ has a non-trivial factor $B$ such that $B$ only has projections as term operations. We now combine Larose and Zádori’s result with Theorem 11.9:

Corollary 11.18. For any finite non-abelian group $G$, Max $Eq_G$ has a hard gap at location 1.

Thus, there is a constant $c$ such that no polynomial-time algorithm can approximate satisfiable instances of Max $Eq_G$ better than $c$. There also exists a constant $k$ (depending on the group $G$) such that the result holds for instances with variable occurrence bounded by $k$. 
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Single Relation $\text{Max CSP}$

In this chapter we show that for any relation $R$, $\text{Max CSP}(\{R\})$ is either trivial (one can satisfy every constraint without looking at the instance) or admits no PTAS (unless $P = \text{NP}$). This result holds even if the number of occurrences of each variable is bounded by a constant. To prove the result we make use of the main result from Chapter 11. We also give some applications of the result.

12.1 Introduction

$\text{Max CSP}(\Gamma)$ when $\Gamma$ consists of a single relation contains some of the best-studied examples of $\text{Max CSP}$ such as $\text{Max Cut}$ and $\text{Max DiCut}$. It was proved in [94] that, for any non-empty relation $R$, the problem $\text{Max CSP}(\{R\})$ is either trivial (i.e., mapping all variables in any instance to the same fixed value always satisfies all constraints) or $\text{NP}$-hard. We strengthen this result by proving approximation hardness (and hence the non-existence of PTAS) instead of $\text{NP}$-hardness (see Theorem 12.10), even with a bound on the number of variable occurrences.

We note that the status of the analogous problem for CSP is very different. A full complexity classification of single-relation CSP is not known. In fact, Feder and Vardi [60] have proved that by providing such a classification, one has also classified the CSP problem for all constraint languages thus resolving the Feder-Vardi dichotomy conjecture (Conjecture 1.7). No result of this kind is known for $\text{Max CSP}$.

For some Boolean $\text{Max CSP}$ problems, e.g., for $\text{Max Cut}$, a stronger version of Theorem 12.10 is known (see, e.g., [81]). By “stronger” we mean that the results in [81] give better bounds on the performance ratio of any polynomial-time approximation algorithm under the assumption that $P \neq \text{NP}$. If one is willing to assume the UGC, then, as mentioned in Chapter 7, Raghavendra has proved almost tight inapproximability results for $\text{Max CSP}(\Gamma)$ for every $\Gamma$. [127]
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Here is an overview of this chapter: in Section 12.2 we define some concepts we need. In Section 12.3 we describe the proof techniques we will use. Section 12.4 contains the proof of the main result. In Section 12.5 we use the main result to generalise some results from [107, 108].

12.2 Preliminaries

We will use the notations Max CSP(\(\Gamma\))-k and Max CSP(\(\Gamma\))-B in the same way as they were used in Chapter 11. We will also use the notion of “hard to approximate” as defined in Definition 11.1. The following result is well-known (see, e.g., [35, Proposition 2.3]).

**Lemma 12.1.** Let \(D\) be a finite set. For every constraint language \(\Gamma \subseteq R_D\), Max CSP(\(\Gamma\)) belongs to APX. Moreover, if \(a\) is the maximum arity of any relation in \(\Gamma\), then there is a polynomial time approximation algorithm with performance ratio \(|D|^a\).

The algorithm in Lemma 12.1 simply assigns values uniformly at random to the variables. One can prove that this method achieves the performance ratio \(|D|^a\). We will use the following known result several times.

**Lemma 12.2.** Let \(k\) be a positive integer and let \(N_k\) be the disequality relation on \([k]\) (so \(N_k(x,y)\) if and only if \(x \neq y\)). The problem Max CSP(\(\{N_k\}\)) is hard to approximate for every \(k \geq 2\).

**Proof.** Max CSP(\(\{N_k\}\)) is precisely the Max \(k\)-Cut problem, which is known to be APX-complete [9, Problem GT33] and hence it is hard to approximate. \(\square\)

There is another characterisation of the algebras in Theorem 11.8 which corresponds to tractable constraint languages which we will need in this chapter. To state the characterisation we need the following definition.

**Definition 12.3 (Weak Near-Unanimity Function).** An operation \(f : D^n \rightarrow D\), where \(n \geq 2\), is a weak near-unanimity function if \(f\) is idempotent and
\[
f(x, y, y, \ldots, y) = f(y, x, y, y, \ldots, y) = \ldots = f(y, \ldots, y, x)
\]
for all \(x, y \in D\).

Hereafter we will use the acronym wnuf for weak near-unanimity functions. We say that an algebra \(A\) admits a wnuf if there is a wnuf among the term operations of \(A\). We also say that a constraint language \(\Gamma\) admits a wnuf if there is a wnuf among the polymorphisms of \(\Gamma\). By combining a theorem by Maróti and McKenzie [115, Theorem 1.1] with a result by Bulatov and Jeavons [24, Proposition 4.14], we get the following:

**Theorem 12.4.** Let \(A\) be an idempotent algebra. The following are equivalent:
• There is a non-trivial factor $B$ of $A$ such that $B$ only has projections as term operations.

• The algebra $A$ does not admit any unaf.

12.3 Proof Techniques

In this chapter we will focus on proving that problems are hard to approximate (in the sense of Definition 11.1). To do this we will use $AP$-reductions and $L$-reductions. The use of $AP$-reductions is justified by Lemma 12.5 below. As the existence of an $L$-reduction implies the existence of an $AP$-reduction if the problems are in $APX$ (this is Lemma 2.5) we are free to use $L$-reductions when we want to as the problems we are working with here are contained in $APX$ (Lemma 12.1).

Lemma 12.5. If $\Pi_1 \leq_{AP} \Pi_2$ and $\Pi_1$ is hard to approximate, then $\Pi_2$ is hard to approximate.

Proof. Let $c > 1$ be the constant such that it is $NP$-hard to approximate $\Pi_1$ within $c$. Let $(F, G, \alpha)$ be the $AP$-reduction which reduces $\Pi_1$ to $\Pi_2$. We will prove that it is $NP$-hard to approximate $\Pi_2$ within

$$r = \frac{1}{\alpha}(c - 1) + 1 - \epsilon'$$

for any $\epsilon' > 0$ such that $r > 1$.

Let $I_1$ be an instance of $\Pi_1$. Then, $I_2 = F(I_1)$ is an instance of $\Pi_2$. Given an $r$-approximate solution to $I_2$ we can construct an $(1 + (r - 1)\alpha + o(1))$-approximate solution to $I_1$ using $G$. Hence, we get an $1 + (r - 1)\alpha + o(1) = c - \alpha\epsilon' + o(1)$ approximate solution to $I_1$, and when the instances are large enough this is strictly smaller than $c$. \(\Box\)

The basic reduction technique in our approximation hardness proofs is based on strict implementations. This technique have been used before when studying Max CSP and other CSP-related problems [44, 93, 102].

Definition 12.6 (Implementation). A collection of constraints $C_1, \ldots, C_m$ over a tuple of variables $x = (x_1, \ldots, x_p)$ called primary variables and $y = (y_1, \ldots, y_q)$ called auxiliary variables is an $\alpha$-implementation of the $p$-ary relation $R$ for a positive integer $\alpha \leq m$ if the following conditions are satisfied:

1. for any assignment to $x$ and $y$, at most $\alpha$ constraints from $C_1, \ldots, C_m$ are satisfied; and
2. for any $x$ such that $x \in R$, there exists an assignment to $y$ such that exactly $\alpha$ constraints are satisfied; and
3. for any $x, y$ such that $x \not\in R$, at most $(\alpha - 1)$ constraints are satisfied.
Definition 12.7 (Strict implementation). An $\alpha$-implementation is a strict implementation if for every $x$ such that $x \notin R$ there exists $y$ such that exactly $(\alpha - 1)$ constraints are satisfied.

Note that pp-definitions (see Section 2.2) and $\alpha$-implementations with $\alpha = m$ from Definition 12.7 are the same concept. (In some papers such implementations are called “perfect implementations”.)

It will sometimes be convenient for us to view relations as predicates instead. In this case an $n$-ary relation $R$ over the domain $D$ is a function $r : D^n \to \{0, 1\}$ such that $r(x) = 1 \iff x \in R$. Most of the time we will use predicates when we are dealing with strict implementations and relations when we are working with pp-definitions, because pp-definitions is nothing else than a conjunction of constraints whereas strict implementations may naturally be seen as a sum of predicates. We will write strict $\alpha$-implementations in the following form

$$g(x) + (\alpha - 1) = \max_y \sum_{i=1}^{m} g_i(x_i)$$

where $x = (x_1, \ldots, x_p)$ are the primary variables, $y = (y_1, \ldots, y_q)$ are the auxiliary variables, $g(x)$ is the predicate which is implemented, and each $x_i$ is a tuple of variables from $x$ and $y$.

We say that a collection of relations $\Gamma$ strictly implements a relation $R$ if, for some $\alpha \in \mathbb{Z}$, there exists a strict $\alpha$-implementation of $R$ using relations only from $\Gamma$. It is not difficult to show that if $R$ can be obtained from $\Gamma$ by a series of strict implementations, then it can also be obtained by a single strict implementation (for the boolean case, this is shown in [44, Lemma 5.8]).

The following lemma indicates the importance of strict implementations for Max CSP. It was first proved for the boolean case, but without the assumption on bounded occurrences, in [44, Lemma 5.17]. A proof of this lemma in our setting can be found in [50, Lemma 3.4] (the lemma is stated in a slightly different form but the proof establishes the required AP-reduction).

Lemma 12.8. If $\Gamma$ strictly implements a predicate $f$, then, for any integer $k$, there is an integer $k'$ such that Max CSP($\Gamma \cup \{f\}$)-$k \leq_{AP}$ Max CSP($\Gamma$)-$k'$.

Lemma 12.8 will be used as follows in our proofs of approximation hardness: if $\Gamma'$ is a fixed finite collection of predicates each of which can be strictly implemented by $\Gamma$, then we can assume that $\Gamma' \subseteq \Gamma$. For example, if $\Gamma$ contains a binary predicate $f$, then we can assume, at any time when it is convenient, that $\Gamma$ also contains $f'(x, y) = f(y, x)$, since this equality is a strict 1-implementation of $f'$.

We will need the following lemma which connects cores and inapproximability.
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**Lemma 12.9** (Lemma 2.11 in [93]). Let $\Gamma'$ be the core of $\Gamma$. For every $k$, there exists $k'$ such that $\text{Max CSP}(\Gamma'-k) \leq_{\text{AP}} \text{Max CSP}(\Gamma-k')$.

The lemma is stated in a slightly different form in [93] but the proof establishes the required $\text{AP}$-reduction. Compared to Lemma 11.4, this lemma connects cores with inapproximability in another way.

### 12.4 Single Relation Max CSP

Let $R \in R_D$ be a binary relation. As $R$ is binary it can be viewed as a digraph $G = (V, E)$ with vertex set $V = D$ and edge set $E = R$. We will mix freely between these two notations.

Let $G = (D, E)$ be a digraph, $R = E$, and let $\text{Aut}(G)$ denote the automorphism group of $G$. If $\text{Aut}(G)$ is transitive (i.e., contains a single orbit), then we say that $G$ is vertex-transitive. If $D$ can be partitioned into two sets, $A$ and $B$, such that for any $x, y \in A$ (or $x, y \in B$) we have $(x, y) \notin R$, then $R$ (and $G$) is bipartite. The directed cycle of length $n$ is the digraph $G$ with vertex set $V = \{0, 1, \ldots, n-1\}$ and edge set $\{(x, x+1) \mid x \in V\}$, where the addition is modulo $n$. Analogously, the undirected cycle of length $n$ is the graph $H$ with vertex set $V$ and edge set $\{(x, x+1) \mid x \in V\} \cup \{(x+1, x) \mid x \in V\}$ (also in this case the additions are modulo $n$). The undirected path with two vertices will be denoted by $P_2$.

In this section, we will prove the main result of this chapter which is the following theorem:

**Theorem 12.10.** Let $R \in R_D^{(n)}$ be non-empty. If $(d, \ldots, d) \in R$ for some $d \in D$, then $\text{Max CSP}(\{R\})$ is solvable in linear time. Otherwise, $\text{Max CSP}(\{R\})$ is hard to approximate.

**Proof.** The tractability part of the theorem is trivial. It was shown in [93] that any non-empty non-valid relation of arity $n \geq 2$ strictly implements a binary non-empty non-valid relation. Hence, by Lemma 12.8, it is sufficient to prove the hardness part for binary relations. We now view the relation as a digraph. The proof for vertex-transitive digraphs is presented in Section 12.4.1, and for the remaining digraphs in Section 12.4.2.  

#### 12.4.1 Vertex-transitive Digraphs

We will now tackle non-bipartite vertex-transitive digraphs and prove that they give rise to Max CSP problems which are hard at gap location 1. To do this, we make use of the algebraic framework which we used and developed in Section 11.5.

We will also use a theorem by Barto, Kozik, and Niven [10] on the complexity of $\text{CSP}(G)$ for digraphs $G$ without sources and sinks. A vertex $v$ in a digraph is a source if there is no incoming edge to $v$. Similarly, a vertex $v$ is a sink if there is no outgoing edge from $v$. 
Chapter 12. Single Relation

198

Max CSP

Theorem 12.11 ([10]). If \( G \) is a core digraph without sources and sinks which does not retract to a disjoint union of directed cycles, then \( G \) admits no \( \text{wnuf} \).

From this result we derive the following corollary.

Corollary 12.12. Let \( H \) be a vertex-transitive core digraph which is non-empty, non-valid, and not a directed cycle. Then, \( \text{Max CSP}(\{H\})-B \) has a hard gap at location 1.

Proof. Let \( v \) and \( u \) be two vertices in \( H \). As \( H \) is vertex-transitive the in- and out-degrees of \( u \) and \( v \) must coincide, and hence the in- and out-degrees of \( v \) must be the same. Hence, \( H \) does not have any sources or sinks. Furthermore, as \( H \) is vertex-transitive and a core it follows that it is connected. The result now follows from Theorem 12.11, Theorem 12.4, and Theorem 11.9. \( \square \)

The next two lemmas will help us deal with the remaining vertex-transitive graphs, i.e., those that retract to a directed cycle.

Lemma 12.13. If \( G \) is an undirected cycle of length \( k \geq 2 \), then \( \text{Max CSP}(\{G\})-B \) is hard to approximate.

Proof. If \( k \) is even, then the core of \( G \) is isomorphic to \( P_2 \) and the result follows from Lemmas 12.9, 12.5 combined with Lemma 12.2.

From now on, assume that \( k \) is odd, and \( k \geq 3 \). We will show that we can strictly implement the inequality relation \( N \) on the domain \( \{0, 1, \ldots, k-1\} \).

We use the following strict implementation

\[
N(z_1, z_{k-1}) + (k - 3) = \max_{z_2, z_3, \ldots, z_{k-2}} G(z_1, z_2) + G(z_2, z_3) + \ldots + G(z_{k-3}, z_{k-2}) + G(z_{k-2}, z_{k-1}).
\]

It is not hard to see that if \( z_1 \neq z_{k-1} \), then all \( k - 2 \) constraints on the right hand side can be satisfied. If \( z_1 = z_{k-1} \), then \( k - 3 \) constraints are satisfied by the assignment \( z_i = z_1 + i - 1 \), for all \( i \) such that \( 1 < i < k-1 \) (the addition and subtraction are modulo \( k \)). Furthermore, no assignment can satisfy all constraints. To see this, note that such an assignment would define a path \( z_1, z_2, \ldots, z_{k-1} \) in \( G \) with \( k - 2 \) edges and \( z_1 = z_{k-1} \). This is impossible since \( k - 2 \) is odd and \( k - 2 < k \).

The lemma now follows from Lemmas 12.8, 12.5, and 12.2. \( \square \)

Lemma 12.14. If \( G = (V,E) \) is a digraph such that \( (x,y) \in E \Rightarrow (y,x) \notin E \), then \( \text{Max CSP}(\{H\})-B \leq_{\text{AP}} \text{Max CSP}(\{G\})-B \), where \( H \) is the undirected graph obtained from \( G \) by replacing every edge in \( G \) by two edges in opposing directions in \( H \).

Proof. \( H(x,y) + (1 - 1) = G(x,y) + G(y,x) \) is a strict implementation of \( H \) and the result follows from Lemma 12.8. \( \square \)
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**Lemma 12.15.** If \( G \) is a non-empty non-valid vertex-transitive digraph, then \( \text{Max CSP}(\{G\}) - B \) is hard to approximate.

*Proof.* By Lemmas 12.9 and 12.5, it is enough to consider cores. For directed cycles, the result follows from Lemmas 12.13 and 12.14, and, for all other digraphs, from Corollary 12.12. \( \square \)

**12.4.2 General Digraphs**

We now deal with digraphs that are not vertex-transitive.

**Lemma 12.16.** If \( G = (V,E) \) is a bipartite digraph which is neither empty nor valid, then \( \text{Max CSP}(\{G\}) - B \) is hard to approximate.

*Proof.* If there are two edges \((x,y), (y,x) \in E\), then the core of \( G \) is isomorphic to \( P_2 \) and the result follows from Lemmas 12.5 and 12.9 together with Lemma 12.2. If no such pair of edges exist, then Lemmas 12.5 and 12.14 reduce this case to the previous case where there are two edges \((x,y), (y,x) \in E\). \( \square \)

We will use a technique known as *domain restriction* [50] in the sequel. The following lemma was proved in [50, Lemma 3.5] (the lemma is stated in a slightly different form there, but the proof together with [9, Lemma 8.2] and Lemma 12.1 implies the existence of the required \( AP \)-reduction).

**Lemma 12.17.** If \( D' \subseteq D \) and \( D' \in \Gamma \), then \( \text{Max CSP}(\Gamma|_{D'}) - B \leq_{AP} \text{Max CSP}(\Gamma) - B \).

We are now ready to present the three lemmas that are the building blocks of the main lemma in this section, Lemma 12.22. Let \( G = (V,E) \) be a digraph. For a set \( X \subseteq V \), we define \( X^+ = \{j \mid (i,j) \in E, i \in X\} \) and \( X^- = \{i \mid (i,j) \in E, j \in X\} \). When we use Lemma 12.17 we will typically have \( D' = \Omega^+ \) where \( \Omega \) is some orbit of \( \text{Aut}(G) \). This is justified by Lemma 12.19 and Lemma 12.21 below.

**Lemma 12.18.** If a constraint language \( \Gamma \) contains two unary predicates \( S,T \) such that \( S \cap T = \emptyset \), then \( \Gamma \) strictly implements \( S \cup T \).

*Proof.* Let \( U = S \cup T \). Then \( U(x) + (1 - 1) = S(x) + T(x) \) is a strict implementation of \( U(x) \). \( \square \)

**Lemma 12.19.** If \( G = (D,E) \) is a digraph and there is a pp-definition of \( X \subseteq V, X \neq \emptyset \) using \( G \), then \( G \) strictly implements \( X^+ \) and \( X^- \).

*Proof.* Assume that \( D = \{1,2,\ldots,p\} \). Let

\[
X(x_1) \iff \exists x_2, \ldots, x_m, y_1, \ldots, y_m : \bigwedge_{i=1}^{m} G(x_i, y_i) \tag{12.1}
\]

be a pp-definition of \( X \) (here some of the \( x_i \)'s and \( y_i \)'s may refer to the same variable).
We construct a strict implementation of $X^+$; the other case can be proved in a similar way. We claim that $X^+$ can be strictly implemented as follows:

$$X^+(x) + (m + 1 - 1) = \max_{x,y} \left( G(x_1, x) + \sum_{i=1}^m G(x_i, y_i) \right)$$  \hspace{1cm} (12.2)

where $x = (x_1, x_2, \ldots, x_m)$ and $y = (y_1, y_2, \ldots, y_m)$. Assume first that $x \in X^+$. Choose $x_1 \in X$ such that $G(x_1, x) = 1$. As (12.1) is a pp-definition of $X$ and $x_1 \in X$, it follows that we can choose $x_2, x_3, \ldots, x_m$ and $y$ so that the RHS of (12.2) is $m + 1$.

Now consider the case when $x \not\in X^+$. Note that if the RHS of (12.2) is $m + 1$, then, as (12.1) is a pp-definition of $X$, it follows that $x_1 \in X$ and hence $x \in X^+$, which is a contradiction. Hence, we can conclude that the RHS of (12.2) is $< m + 1$. However, even though $x \not\in X^+$, because $X \not= \emptyset$, we can choose $x$ and $y$ so that the RHS of (12.2) is $m$. \hspace{1cm} \Box

Lemma 12.20. If $H = (D, E)$ is a digraph and there is a pp-definition of $X \subseteq D$ using $H$, then, for every $k$, there is a $k'$ such that Max CSP($\{H|_X\}$-$k \leq_{AP}$ Max CSP($\{H\}$)-k').

Proof. Let $D = \{1, 2, \ldots, p\}$. Let $I = (V, C)$ be an arbitrary instance of Max CSP($\{H|_X\}$-$k$) and let $V = \{v_1, \ldots, v_n\}$. We construct an instance $I' = (V' \cup V; C' \cup C)$ of Max CSP($\{H\}$) as follows: for each variable $v_i \in V$ add $k$ copies of the implementation of $X(v_i)$ to $C'$ and any auxiliary variables used in the implementation are added to $V'$. It is clear that there is an integer $k'$, which is independent of $I$, such that $I'$ is an instance of Max CSP($\{H\}$)-k'.

We prove that Max CSP($\{H|_X\}$-$k \leq_{L}$ Max CSP($\{H\}$)-k'). It follows from Lemma 2.5 that this is sufficient to establish the lemma as both problems are in APX (Lemma 12.1).

Let $s'$ be a solution to $I'$. For an arbitrary variable $v_i \in V$, if $s(v_i) \not\in X$, then at least $k$ constraints in the implementations of $X(v_i)$ are not satisfied by $s'$. Hence, we can create a new solution, $s''$, which is identical to $s'$ but where $s''(v_i) \in X$ (we may also need to change the value assigned to some of the auxiliary variables in the implementation of $X(v_i)$). As $v_i$ occurs at most $k$ times in $I$ it follows that $m(I', s') \leq m(I', s'')$. Let us summarise this argument: for any solution $s'$ we can construct another solution $P(s')$ such that $P(s')(v_i) \in X$ for all $v_i \in V$ and $m(I', s') \leq m(I', P(s'))$. Note that for any solution $s'$ to $I'$ the solution $P(s')$ can be seen as a solution to both $I$ and $I'$.

Let $l$ be the number of constraints used in the implementation of $X$. By a straightforward probabilistic argument we have $\text{OPT}(I) \geq 1/p^2 \cdot |C|$. Using this fact, the argument above, and the inequality $|V| \leq 2|C|$ we can bound
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the optimum of $I'$ as follows:

$$\text{opt}(I') \leq \text{opt}(I) + kl \cdot |V|$$
$$\leq \text{opt}(I) + 2kl \cdot |C|$$
$$\leq \text{opt}(I) + 2kp^2l \cdot \text{opt}(I)$$
$$= (1 + 2kp^2l) \text{opt}(I).$$

Since $P(s')$ satisfies all constraints in $C'$, we have

$$\text{opt}(I) - m(I, P(s')) = \text{opt}(I') - m(I', P(s')) \leq \text{opt}(I') - m(I', s').$$

This establishes the required $L$-reduction and the lemma follows.

Lemma 12.21. Let $H = (D, E)$ be a core digraph and let $\Omega$ be an orbit in $\text{Aut}(G)$, then $\Omega$ can be pp-defined using $H$.

Proof. Assume, without loss of generality, that $D = \{1, 2, \ldots, p\}$ and $1 \in \Omega$. We claim that

$$\Omega(x_1) \iff \exists x_2, x_3, \ldots, x_p : \bigwedge_{(i,j) \in E} H(x_i, x_j). \quad (12.3)$$

Note that if the RHS of (12.3) is satisfied, then the function $i \mapsto x_i$ (that is, the function which maps $D$ to $D$ such that $i$ is mapped to the value assigned to $x_i$) is a homomorphism of $H$. (To see this note that if $(i, j) \in E$, then $(x_i, x_j) \in E$ so edges are mapped to edges.) As $H$ is a core any homomorphism from $H$ to $H$ is an automorphism. It follows that $x_1 \in \Omega$.

Conversely, if $x_1 \in \Omega$, then, as $\Omega$ is an orbit in $H$ and $1 \in \Omega$, there is an automorphism $\rho$ in $\text{Aut}(G)$ such that $\rho(1) = x_1$. Now, as $\rho$ is an automorphism the assignment $x_i = \rho(i)$ satisfies the RHS of (12.3).

Lemma 12.22. Let $H = (V, E)$ be a non-empty non-valid digraph with at least two vertices which is not vertex-transitive. Then Max CSP($\{H\}$)-B is hard to approximate.

Proof. The proof is by induction on the number of vertices, $|V|$. If $|V| = 2$ then the result follows from Lemma 12.16. Now assume that $|V| > 2$ and the lemma holds for all digraphs with a smaller number of vertices. Note that if $H$ is not a core then the core of $H$ has fewer vertices. The core may be vertex-transitive, but in this case the result follows from Lemma 12.15. If the core of $H$ is not vertex-transitive, then result follows from the induction hypothesis. So we can assume that $H$ is a core.

We claim that either (a) Max CSP($\{H\}$)-B is hard to approximate, or (b) there exists a proper subset $X$ of $V$ such that $|X| \geq 2$, $H|_X$ is non-empty, $H|_X$ is non-valid and for every $k$ there exists a $k'$ such that Max CSP($\{H|_X\}$)-$k \leq_{AP} \text{Max CSP}($$\{H\}$)-$k'$. Since the core of $H|_X$ has fewer vertices than $H$, the lemma will follow from this claim, the induction hypothesis, and Lemma 12.15.
We first establish the following claim.

**Claim. For any orbits** $\Omega_1, \Omega_2 \subseteq V$ **such that there is** $x \in \Omega_1$ **and** $y \in \Omega_2$ **with** $(x, y) \in E$, **it follows that** $\Omega_2 \subseteq \Omega_1^+$.

**Proof.** Let $\Omega_1, \Omega_2, x$ and $y$ be as in the statement of the claim. Let $z$ be an arbitrary vertex in $\Omega_2$. Since $\Omega_2$ is an orbit of $H$, there is an automorphism $\rho \in \text{Aut}(H)$ such that $\rho(y) = z$, so $(\rho(x), z) \in E$.

Furthermore, $\Omega_1$ is an orbit of $\text{Aut}(H)$ so $\rho(x) \in \Omega_1$. Since $z$ was chosen arbitrarily, we conclude that $\Omega_2 \subseteq \Omega_1^+$.

As $H$ is non-empty there are orbits $\Omega_1$ and $\Omega_2$ so that $x \in \Omega_1, y \in \Omega_2$ and $(x, y) \in E$. By the claim above it follows that $\Omega_2 \subseteq \Omega_1^+$.

If $H|_{\Omega_1}$ is non-empty, then we get the result from Lemma 12.21 and Lemma 12.20 and the induction hypothesis, since $|\Omega_1| = 1$ because then $H$ would contain a loop. Assume that $H|_{\Omega_1}$ is empty. As $H|_{\Omega_1}$ is empty, we get that $\Omega_1^+$ is a proper subset of $V$. If $H|_{\Omega_1^+}$ is non-empty, then $|\Omega_1^+| > 1$ and the result follows from Lemma 12.21 (we can pp-define $\Omega_1$), Lemma 12.19 (we can strictly implement $\Omega_1^+$), Lemma 12.8 (strictly implemented relations can freely be added to the constraint language) and Lemma 12.17 (we can restrict our domain to a unary relation).

Hence, we assume that $H|_{\Omega_1^+}$ is empty.

Note that $\Omega_1^+ \cap \Omega_2^+ = \emptyset$ since $\Omega_2 \subseteq \Omega_1^+$ and $H|_{\Omega_1^+}$ is empty. If $\Omega_1^+ \cup \Omega_2^+ \neq V$, then we can use the same sequence of lemmas as above namely, Lemmas 12.21, 12.19, 12.8 and 12.17 together with Lemma 12.18 to get the result we are looking for. This works because $H|_{\Omega_1^+ \cup \Omega_2^+}$ is non-empty.

Hence, we can assume without loss of generality that $\Omega_1^+ \cup \Omega_2^+ = V$, and since $\Omega_1^+ \cap \Omega_2^+ = \emptyset$, we have a partition of $V$ into the sets $\Omega_1^+$ and $\Omega_2^+$. Using the same argument as for $\Omega_1^+$, we can assume that $H|_{\Omega_2^+}$ is empty. Therefore, $\Omega_1^+, \Omega_2^+$ is a partition of $V$ and $H|_{\Omega_1^+}$ and $H|_{\Omega_2^+}$ are both empty. This implies that $H$ is bipartite and we get the result from Lemma 12.16. 

We will now give a simple corollary to Theorem 12.10 which nevertheless is interesting.

**Corollary 12.23.** Let $\Gamma$ be a constraint language such that $\text{Aut}(\Gamma)$ contains a single orbit. If $\Gamma$ contains a non-empty $k$-ary, $k > 1$, relation $R$ which is not $d$-valid for all $d \in D$, then $\text{Max CSP}(\Gamma)$-B is hard to approximate. Otherwise, $\text{Max CSP}(\Gamma)$ is tractable.

**Proof.** If a relation $R$ with the properties described above exists, then $\text{Max CSP}(\Gamma)$ is hard to approximate by Theorem 12.10 (note that $R$ cannot be $d$-valid for any $d$). Otherwise, every $k$-ary, $k > 1$, relation $S \in \Gamma$ is $d$-valid for all $d \in D$. If $\Gamma$ contains a unary relation $U$ such that $U \subseteq D$, then $\text{Aut}(\Gamma)$ would contain at least two orbits which contradict our assumptions. It follows that $\text{Max CSP}(\Gamma)$ is trivially solvable. 

Note that the constraint languages considered in Corollary 12.23 may be seen as a generalisation of vertex-transitive graphs.
12.5 **MAX CSP and Non-supermodularity**

In this section, we will prove two results whose proofs make use of Theorem 12.10. The first result (Theorem 12.28) concerns the hardness of approximating $\text{Max CSP}(\Gamma)$ for $\Gamma$ which contains all at most binary relations which are 2-monotone (see Section 12.5.1 for a definition) on some partially ordered set which is not a lattice order. The other result, Theorem 12.30, states that $\text{Max CSP}(\Gamma)$ is hard to approximate if $\Gamma$ contains all at most binary supermodular predicates on some lattice and in addition contains at least one predicate which is not supermodular on the lattice.

These results are interesting as $\text{Max CSP}(\Gamma)$ has been conjectured to be tractable if and only if the core of $\Gamma$ is supermodular on some finite lattice (this was discussed a bit in Section 7.5). Hence, with the second result above we know that for any finite lattice $L$ if the family of all supermodular predicates is tractable for $\text{Max CSP}(\cdot)$, then it is a maximal tractable constraint language for $\text{Max CSP}(\cdot)$. That is, if one adds any relation to the constraint language, then the problem gets hard to approximate.

These results strengthens earlier published results [107, 108] in various ways (e.g., they apply to a larger class of constraint languages or they give approximation hardness instead of NP-hardness). In Section 12.5.1 we give a few preliminaries which are needed in this section while the new results are contained in Section 12.5.2.

12.5.1 Preliminaries

The set of all supermodular predicates on a lattice $\mathcal{L}$ will be denoted by $\mathsf{Spmod}_L$. Recall that a constraint language $\Gamma$ is said to be supermodular on a lattice $\mathcal{L}$ if every predicate in $\Gamma$ is supermodular on $\mathcal{L}$. In other words $\Gamma$ is supermodular if $\Gamma \subseteq \mathsf{Spmod}_L$ for some lattice $\mathcal{L}$. We will sometimes use an alternative way of characterising supermodularity:

**Theorem 12.24** ([51]). An $n$-ary function $f$ is supermodular on a lattice $\mathcal{L}$ if and only if it satisfies the supermodular inequality for all $(a_1, a_2, \ldots, a_n), (b_1, b_2, \ldots, b_n) \in \mathcal{L}^n$ such that

1. $a_i = b_i$ with one exception, or
2. $a_i = b_i$ with two exceptions, and, for each $i$, the elements $a_i$ and $b_i$ are comparable in $\mathcal{L}$.

The following definition first occurred in [35].

**Definition 12.25** (Generalised 2-monotone). Given a poset $\mathcal{P} = (D, \sqsubseteq)$, a predicate $f$ is said to be generalised 2-monotone on $\mathcal{P}$ if

$$f(x) = 1 \iff ((x_{i_1} \sqsubseteq a_{i_1}) \land \ldots \land (x_{i_s} \sqsubseteq a_{i_s})) \lor ((x_{j_1} \sqsupseteq b_{j_1}) \land \ldots \land (x_{j_s} \sqsupseteq b_{j_s}))$$

where $x = (x_1, x_2, \ldots, x_n)$ and $a_{i_1}, \ldots, a_{i_s}, b_{j_1}, \ldots, b_{j_s} \in D$, and either of the two disjuncts may be empty.
For brevity, we will use the word 2-monotone instead of generalised 2-monotone. It is not hard to verify that 2-monotone predicates on some lattice are supermodular on the same lattice. It has been shown that for any lattice \( \mathcal{L} \) if \( \Gamma \) consists of all 2-monotone predicates over \( \mathcal{L} \), then W-MAX CSP(\( \Gamma \)) is in \( \text{PO} \). \([35]\) In this section we will show that if the poset \( \mathcal{P} \) is not a lattice order, then the 2-monotone predicates over \( \mathcal{P} \) makes Max CSP(\( \cdot \)) hard to approximate.

The following theorem follows from \([50, \text{Remark 4.7}]\). The proof in \([50]\) uses the corresponding unbounded occurrence case as an essential stepping stone; see \([44]\) for a proof of this latter result.

**Theorem 12.26** (Max CSP on a boolean domain). Let \( \mathcal{D} = \{0, 1\} \) and \( \Gamma \subseteq R_{\mathcal{D}} \) be a core. If \( \Gamma \) is not supermodular on any lattice on \( \mathcal{D} \), then Max CSP(\( \Gamma \)) is hard to approximate. Otherwise, Max CSP(\( \Gamma \)) is tractable.

### 12.5.2 Results

The following theorem is a combination of results proved in \([35]\) and \([107]\).

**Theorem 12.27.**

- If \( \Gamma \) consists of 2-monotone relations on a lattice, then Max CSP(\( \Gamma \)) can be solved in polynomial time.
- Let \( \mathcal{P} = (\mathcal{D}, \sqsubseteq) \) be a poset which is not a lattice. If \( \Gamma \) contains all at most binary 2-monotone relations on \( \mathcal{P} \), then Max CSP(\( \Gamma \)) is hard.

We strengthen the second part of the above result as follows:

**Theorem 12.28.** Let \( \mathcal{P} = (\mathcal{D}, \sqsubseteq) \) be a partial order, which is not a lattice order, on \( \mathcal{D} \). If \( \Gamma \) contains all at most binary 2-monotone relations on \( \mathcal{P} \), then Max CSP(\( \Gamma \)) is hard.

**Proof.** Since \( \mathcal{P} \) is a non-lattice partial order, there exist two elements \( a, b \in \mathcal{D} \) such that either \( a \sqcap b \) or \( a \sqcup b \) does not exist. We will give a proof for the first case; the other case is analogous.

Let \( g(x, y) = 1 \iff (x \sqsubseteq a) \land (y \sqsubseteq b) \). The predicate \( g \) is 2-monotone on \( \mathcal{P} \) so \( g \in \Gamma \). We have two cases to consider: (a) \( a \) and \( b \) have no common lower bound, and (b) \( a \) and \( b \) have at least two greatest common lower bounds. In the first case \( g \) is not valid. To see this, note that if there is an element \( c \in \mathcal{D} \) such that \( g(c, c) = 1 \), then \( c \sqsubseteq a \) and \( c \sqsubseteq b \), and this means that \( c \) is a common lower bound for \( a \) and \( b \), a contradiction. Hence, \( g \) is not valid, and the theorem follows from Theorem 12.10.

In case (b) we will use the domain restriction technique from Lemma 12.17 together with Theorem 12.10. In case (b), there exist two distinct elements \( c, d \in \mathcal{D} \), such that \( c, d \sqsubseteq a \) and \( c, d \sqsubseteq b \). Furthermore, we can assume that there is no element \( z \in \mathcal{D} \) distinct from \( a, b, c \) such that \( c \sqsubseteq z \sqsubseteq a, b \), and,
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similarly, we can assume there is no element $z' \in D$ distinct from $a, b, d$ such that $d \subseteq z' \subseteq a, b$.

Let $f(x) = 1 \iff (x \sqsupseteq c) \land (x \sqsubseteq d)$. This predicate is 2-monotone on $\mathcal{P}$. Note that there is no element $z \in D$ such that $f(z) = 1$ and $g(z, z) = 1$, but we have $f(a) = f(b) = g(a, b) = 1$. By restricting the domain to $D' = \{ x \in D \mid f(x) = 1 \}$ with Lemma 12.17, the result follows from Theorem 12.10.

The following result was proved in [108].

**Theorem 12.29.** Let $\Gamma$ contain all at most binary 2-monotone predicates on some diamond $M$. If $\Gamma \not\subseteq \text{Spmod}_A$, then $\text{Max CSP}(\Gamma)$ is $\text{NP}$-hard.

By modifying the original proof of Theorem 12.29, we can strengthen the result in three ways: our result applies to arbitrary lattices, we prove inapproximability results instead of $\text{NP}$-hardness, and we prove the result for bounded occurrence instances.

**Theorem 12.30.** Let $\Gamma$ contain all at most binary 2-monotone predicates on an arbitrary lattice $\mathcal{L}$. If $\Gamma \not\subseteq \text{Spmod}_\mathcal{L}$, then $\text{Max CSP}(\Gamma)$-B is hard to approximate.

**Proof.** Let $f \in \Gamma$ be a predicate such that $f \not\in \text{Spmod}_\mathcal{L}$. We will first prove that $f$ can be assumed to be at most binary. By Theorem 12.24, there is a unary or binary predicate $f' \not\in \text{Spmod}_\mathcal{L}$ which can be obtained from $f$ by substituting all but at most two variables by constants. We present the initial part of the proof with the assumption that $f'$ is binary, the case when $f'$ is unary can be dealt with in the same way. Denote the constants by $a_3, a_4, \ldots, a_n$ and assume that $f'(x, y) = f(x, y, a_3, a_4, \ldots, a_n)$.

Let $k \geq 5$ be an integer and assume that $\text{Max CSP}(\Gamma \cup \{ f' \})$-k is hard to approximate. We will prove that $\text{Max CSP}(\Gamma)$-k is hard to approximate by exhibiting an $L$-reduction from $\text{Max CSP}(\Gamma \cup \{ f' \})$-k to $\text{Max CSP}(\Gamma)$-k.

Given an instance $I = (V, C)$ of $\text{Max CSP}(\Gamma \cup \{ f' \})$-k, where $C = \{ C_1, C_2, \ldots, C_q \}$, we construct an instance $I' = (V', C')$ of $\text{Max CSP}(\Gamma)$-k as follows:

1. For any constraint $(f', v) = C_j \in C$, introduce the constraint $(f, v')$ into $C'$, where $v' = (v_1, v_2, y_1^j, \ldots, y_n^j)$. Add the fresh variables $y_1^j, y_2^j, \ldots, y_n^j$ to $V'$. Add two copies of the constraints $y_i^j \subseteq a_i$ and $a_i \subseteq y_i^j$ for each $i \in \{3, 4, \ldots, n\}$ to $C'$.

2. For other constraints, i.e., $(g, v) \in C$ where $g \neq f'$, add $(g, v)$ to $C'$.

It is clear that $I'$ is an instance of $\text{Max CSP}(\Gamma)$-k. If we are given a solution $s'$ to $I'$, we can construct a new solution $s''$ to $I'$ by letting $s''(y_i^j) = a_i$ for all $i, j$ and $s''(x) = s'(x)$, otherwise. Denote this transformation by $P$, so $s'' = P(s')$. It is not hard to see that $m(I', P(s')) \geq m(I', s')$.

By a simple probabilistic argument there is a constant $c$, which is independent of $I$, such that $\text{opt}(I') \geq c|C|$. (This can be proved in the same
way as we proved Lemma 4.10.) Furthermore, due to the construction of $I'$ and the fact that $m(I', P(s')) \leq m(I, s')$, we have

$$\text{OPT}(I') \leq \text{OPT}(I) + 4(n-2)|C|$$

$$\leq \text{OPT}(I) + \frac{4(n-2)}{c} \cdot \text{OPT}(I)$$

$$\leq \text{OPT}(I) \cdot \left(1 + \frac{4(n-2)}{c}\right).$$

Let $s'$ be an $r$-approximate solution to $I'$. As $m(I', s') \leq m(I', P(s'))$, we get that $P(s')$ also is an $r$-approximate solution to $I'$. Furthermore, since $P(s')$ satisfies all constraints introduced in Step 1, we have

$$\text{OPT}(I) - m(I, P(s')|v) = \text{OPT}(I') - m(I', P(s')) \leq \text{OPT}(I') - m(I', s').$$

We conclude that Max CSP$(\Gamma \cup \{f'\})$-k L-reduces to Max CSP$(\Gamma)$-k and hence Max CSP$(\Gamma)$-k is hard to approximate if Max CSP$(\Gamma \cup \{f'\})$-k is hard to approximate.

We will now prove that Max CSP$(\Gamma)$-B is hard to approximate under the assumption that $f$ is at most binary. We say that the pair $(a, b)$ witnesses the non-supermodularity of $f$ if $f(a) + f(b) \not< f(a \wedge b) + f(a \vee b)$.

**Case 1:** $f$ is unary. As $f$ is not supermodular on $L$, there exist elements $a, b \in L$ such that $(a, b)$ witnesses the non-supermodularity of $f$.

Note that $a$ and $b$ cannot be comparable because we would have $\{a \wedge b, a \vee b\} = \{a, b\}$, and so $f(a \wedge b) + f(a \vee b) = f(a) + f(b)$ contradicting the choice of $(a, b)$. We can now assume, without loss of generality, that $f(a) = 1$. Let $z_* = a \wedge b$ and $z^* = a \vee b$. Note that the two predicates $u(x) = 1 \iff x \subseteq z^*$ and $u'(x) = 1 \iff z_* \subseteq x$ are 2-monotone and, hence, contained in $\Gamma$. By using Lemma 12.17, it is therefore sufficient to prove approximation hardness for Max CSP$(\Gamma|_{D'})$-B, where $D' = \{x \in D \mid z_* \subseteq x \subseteq z^*\}$. We now split the proof into two subcases.

**Subcase 1a:** $f(a) = 1$ and $f(b) = 1$. At least one of $f(z^*) = 0$ and $f(z_*) = 0$ must hold.

Assume that $f(z_*) = 0$, the other case can be handled in a similar way. Let $g(x, y) = 1 \iff [(x \subseteq a) \land (y \subseteq b)]$ and note that $g$ is 2-monotone so $g \in \Gamma$.

Let $d$ be an arbitrary element in $D'$ such that $g(d, d) = 1$. From the definition of $g$ we know that $d \subseteq a, b$ so $d \subseteq z_*$ which implies that $d = z_*$. Furthermore, we have $g(a, b) = 1, f(a) = f(b) = 1,$ and $f(z_*) = 0$. Let $D'' = \{x \in D' \mid f(x) = 1\}$. By applying Theorem 12.10 to $g|_{D''}$, we see that Max CSP$(\Gamma|_{D''})$-B is hard to approximate. Now Lemma 12.17 implies the result for Max CSP$(\Gamma|_{D'})$-B, and hence for Max CSP$(\Gamma)$-B.

**Subcase 1b:** $f(a) = 1$ and $f(b) = 0$. In this case $f(z^*) = 0$ and $f(z_*) = 0$.

If there is a $d \in D'$ such that $b \subseteq d \subseteq z^*$ and $f(d) = 1$, then we get $f(a) = 1, f(d) = 1, a \subseteq d \subseteq z^*$ and $f(z^*) = 0$, so this case can be handled by Subcase 1a. Assume that such an element $d$ does not exist.
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Let \( h \) instead of Max CSP. Case 2: \( f \) is binary. We now assume that Case 1 does not apply. By Theorem 12.24, there exist \( a_1, a_2, b_1, b_2 \) such that

\[
f(a_1, a_2) + f(b_1, b_2) \leq f(a_1 \cup b_1, a_2 \cup b_2) + f(a_1 \cap b_1, a_2 \cap b_2)
\]

where \( a_1, b_1 \) are comparable and \( a_2, b_2 \) are comparable. Note that we cannot have \( a_1 \subseteq b_1 \) and \( a_2 \subseteq b_2 \), because then the right hand side of (12.4) is equal to \( f(b_1, b_2) + f(a_1, a_2) \) which is a contradiction. Hence, we can without loss of generality assume that \( a_1 \subseteq b_1 \) and \( b_2 \subseteq a_2 \).

As in Case 1, we will use Lemma 12.17 to restrict our domain. In this case, we will consider the subdomain \( D' = \{ x \in D \mid z \subseteq x \subseteq z^* \} \) where \( z_+ = a_1 \cap b_2 \) and \( z' = a_2 \cup b_1 \). As the two predicates \( u_{z_+}(x) \) and \( u_{z'}(x) \), defined by \( u_{z_+}(x) = 1 \iff x \subseteq z_+ \) and \( u_{z'}(x) = 1 \iff x \subseteq z', \) are 2-monotone predicates and members of \( \Gamma \), Lemma 12.17 tells us that it is sufficient to prove hardness for Max CSP(\( \Gamma' \))-B where \( \Gamma' = \Gamma|_{D'} \).

We define two functions, \( t_i : \{0, 1\} \rightarrow \{a_i, b_i\} \) for \( i = 1, 2 \), as follows:

- \( t_1(0) = a_1 \) and \( t_1(1) = b_1 \);
- \( t_2(0) = b_2 \) and \( t_2(1) = a_2 \).

Hence, \( t_1(0) \) is the least element of \( a_i \) and \( b_i \) and \( t_1(1) \) is the greatest element of \( a_i \) and \( b_i \).

Our strategy will be to \( L \)-reduce a certain boolean Max CSP problem to Max CSP(\( \Gamma' \))-B. Define three boolean predicates as follows:

\[
g(x, y) = f(t_1(x), t_2(y)), \quad c_0(x) = 1 \iff x = 0, \quad \text{and} \quad c_1(x) = 1 \iff x = 1.
\]

From (12.4) it follows that the possibilities for \( g \) are quite restricted; the different cases are listed in Table 12.1. One can verify that Max CSP(\( \{c_0, c_1, g\} \))-B is hard to approximate for each possible choice of \( g \), by using Theorem 12.26.

The following two 2-monotone predicates (on \( D' \)) will be used in the reduction

\[
h_i(x, y) = 1 \iff [(x \subseteq z_+) \land (y \subseteq t_i(0))] \lor [(z^* \subseteq x) \land (t_i(1) \subseteq y)]
\]

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>x</strong></td>
<td><strong>y</strong></td>
<td><strong>t_1(x)</strong></td>
<td><strong>t_2(y)</strong></td>
<td><strong>g(x, y)</strong></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>( a_1 )</td>
<td>( b_2 )</td>
<td>0 0 0 0 1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>( a_1 )</td>
<td>( a_2 )</td>
<td>1 1 0 1 1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>( b_1 )</td>
<td>( b_2 )</td>
<td>1 0 1 1 1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>( b_1 )</td>
<td>( a_2 )</td>
<td>1 0 0 0 0</td>
</tr>
</tbody>
</table>

Table 12.1: The five different possibilities for \( g \) in Theorem 12.30.
for $i = 1, 2$. The predicates $h_1$, $h_2$ are 2-monotone, so they belong to $\Gamma'$. We will also use the following predicates

- $L_d(x) = 1 \iff x \subseteq d$,
- $G_d(x) = 1 \iff d \subseteq x$, and
- $N_{d,d'}(x) = 1 \iff (x \subseteq d) \lor (d' \subseteq x)$

for arbitrary $d, d' \in D'$. These predicates are 2-monotone.

Let $w$ be an integer such that $\text{MAX CSP}((g, c_0, c_1)) - w$ is hard to approximate; such an integer exists according to Theorem 12.26. Let $I = (V, C)$, where $V = \{x_1, x_2, \ldots, x_n\}$ and $C = \{C_1, \ldots, C_m\}$, be an instance of $\text{MAX CSP}((g, c_0, c_1)) - w$. We will construct an instance $I'$ of $\text{MAX CSP}(\Gamma') - w'$, where $w' = 4w + 8$, as follows:

1. for every $C_i \in C$ such that $C_i = ((x_j, x_k), g)$, introduce
   - (a) two fresh variables $y^j_i$ and $y^k_i$,
   - (b) the constraint $f(y^j_i, y^k_i)$,
   - (c) $w + 2$ copies of the constraints $L_{a_i}(y^j_i), G_{a_i}(y^j_i), N_{a_i, b_i}(y^j_i)$,
   - (d) $w + 2$ copies of the constraints $L_{b_2}(y^j_i), G_{b_2}(y^j_i), N_{b_2, a_2}(y^j_i)$, and
   - (e) $w + 1$ copies of the constraints $h_1(x_j, y^j_i), h_2(x_k, y^j_i)$; and

2. for every $C_i \in C$ such that $C_i = c_0(x_j)$, introduce the constraint $L_{z_i}(x_j)$; and

3. for every $C_i \in C$ such that $C_i = c_1(x_j)$, introduce the constraint $G_{z^*}(x_j)$.

We can assume that there are no constraints of the form $((x_j, x_j), g)$ in $C$ as any such constraint can either be removed or replaced by $(x_j, c_0)$ or $(x_j, c_1)$.

The intuition behind this construction is as follows: due to the bounded occurrence property and the quite large number of copies of the constraints in Steps 1c, 1d and 1e, all of those constraints will be satisfied in “good” solutions. The elements 0 and 1 in the boolean problem corresponds to $z_0$ and $z_1$, respectively. This may be seen in the constraints introduced in Steps 2 and 3. The constraints introduced in Step 1c essentially force the variables $y^j_i$ to be either $a_1$ or $b_1$, and the constraints in Step 1d work in a similar way. The constraints in Step 1e work as bijective mappings from the domains $\{a_1, b_1\}$ and $\{a_2, b_2\}$ to $\{z_0, z_1\}$, respectively. For example, $h_1(x_j, y^j_i)$ will set $x_j$ to $z_0$ if $y^j_i$ is $a_1$, otherwise if $y^j_i$ is $b_1$, then $x_j$ will be set to $z_1$. Finally, the constraint introduced in Step 1b corresponds to $g(x_j, x_k)$ in the original problem.

It is clear that $I'$ is an instance of $\text{MAX CSP}(\Gamma') - w'$. Let $s'$ be a solution to $I'$. If, for some $i \in [m]$ and $j \in [n]$ we have $s'(y^j_i) \notin \{a_1, b_1, a_2, b_2\}$, then
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at least $w + 2$ constraints from Step 1c or Step 1d are not satisfied by $s'$. Let $s''$ be an assignment which is identical to $s'$ except that $s''$ satisfies all constraints from Step 1c and Step 1d. For each variable of the form $y^i_j$ we change in $s''$ we satisfy at least $w + 2$ new constraints from 1c and 1d. We may make at most $w + 2$ constraints from Step 1b and Step 1e unsatisfied in the process, but the end result is that $m(I', s'') \geq m(I', s')$. By a similar argument, we can assume that all constraints from Step 1e are satisfied by $s''$ (here we use the bounded occurrence property of $I$).

Given such a solution $s''$ to $I'$, we can construct a solution $s = G(I, s'')$ to $I$ by, for every $x \in V$, letting $s(x) = 0$ if $s''(x) = z_*$ and $s(x) = 1$, otherwise. Let $c'$ be the constant from Lemma 12.1 such that $\text{opt}(I) \geq |C|/c'$. It follows that

$$\text{opt}(I') \leq \text{opt}(I) + (8w + 14)|C| \leq \text{opt}(I) + \frac{(8w + 14)}{c'} \cdot \text{opt}(I) \leq \text{opt}(I) \cdot \left(1 + \frac{(8w + 14)}{c'} \right).$$

Furthermore, note that for any solution $s'$ to $I'$ we have

$$\text{opt}(I) - m(I, G(I, s'')) = \text{opt}(I') - m(I', s'') \leq \text{opt}(I') - m(I', s').$$

This implies that $\text{Max CSP}([c_0, c_1, g])$-w $L$-reduces to $\text{Max CSP}(\Gamma')$-w and as $\text{Max CSP}([c_0, c_1, g])$-w is hard to approximate it follows that $\text{Max CSP}(\Gamma')$-w is hard to approximate as well. \hfill $\square$
Part IV

Future Work
Chapter 13

Future Work

In this thesis we have investigated the complexity of two optimisation problems related to the CSP, MAX SOL and MAX CSP. There are, of course, lots of open problems. I would like to take this opportunity to discuss some possible approaches to further progress on these topics and mention some of the open problems.

13.1 Fractional Polymorphisms

Both MAX SOL and MAX CSP are (essentially) special cases of VCSP. For VCSP there is an algebraic characterisation of the expressibility of a valued constraint language, resembling the polymorphisms and the associated algebras one has for constraint languages for CSP. The concept corresponding to polymorphisms in the CSP case is called fractional polymorphisms in the VCSP case. It is known that the fractional polymorphisms associated with a valued constraint language decides the computational complexity of the corresponding VCSP [33]. The submodularity condition that we investigated in Chapters 8–10 is in fact a fractional polymorphism. General fractional polymorphisms may be seen as a substantial generalisation of submodular functions.

I believe that studying MAX SOL and MAX CSP from the VCSP perspective will be fruitful for the progress of the area. In particular, by finding new classes of fractional polymorphisms which imply tractability one obtains new classes of tractable constraint languages.

Another, related approach, is to try to come up with an analogue to the algebraic CSP dichotomy conjecture (the conjecture that Theorem 11.8 captures all NP-hard cases for CSP) for the VCSP case. By using fractional polymorphisms it may be possible to show that various constructions preserve tractability. In particular, taking homomorphic images, some appropriate generalisation of Mal’tsev products and (perhaps in some way restricted) subalgebra constructions are candidates for preserving tractabil-
ity for general fractional polymorphisms. This is very much in line with what we did in Chapter 10 for submodular functions.

13.2 Combining Soft and Crisp Constraints

Raghavendra’s result [127], which was mentioned in Section 7.1, is very impressive. (Recall that Raghavendra proved almost tight approximability results for $\text{VCSP}(\Gamma)$ for all $\Gamma$ such that there is no $f \in \Gamma$ and tuple $t$ such that $f(t) = -\infty$. ) When one formulates $\text{Max Sol}$ as a $\text{VCSP}$ one ends up with a valued constraint language with such “crisp” constraints, i.e., there will be cost functions which maps tuples to $-\infty$. Hence, Raghavendra’s result does not apply in this case. On the other hand, all the work done on the complexity of $\text{CSP}$, when seen in the $\text{VCSP}$ setting, does only apply to valued constraint languages where the cost functions have range $\{0, -\infty\}$.

Is it possible to combine the semidefinite programming approach of [127] with the approaches used for results on $\text{CSP}$ to gain an understanding of the complexity of $\text{VCSP}$ with a combination of “soft” and “crisp” constraints? In particular, how can the approximability of $\text{VCSP}$ be dealt with?

13.3 SFM on Diamonds in Polynomial Time

In Chapter 8 we constructed a pseudopolynomial-time algorithm for the SFM problem on diamonds. It would be desirable to have a polynomial-time algorithm instead, i.e., showing that $\mathcal{M}_k$ is oracle-tractable for every $k \geq 3$. One possible approach may be to use some kind of scaling technique, see, e.g., [84, 87].

13.4 Is $P(f)$ $1/k$-integral?

In Section 9.5 we mentioned that one approach of establishing oracle-pseudo-tractability for modular atomistic lattices was to show that for each modular atomistic lattice $\mathcal{L}$ there is some integer $k(\mathcal{L})$ such that if $f : \mathcal{L}^n \to \mathbb{Z}$ is submodular, then $P(f)$ is $1/k(\mathcal{L})$-integral. Recall that by “$1/k(\mathcal{L})$-integral” we mean that if $x$ is a vertex of $P(f)$, then each coordinate of $x$ is contained in $\{1/k(\mathcal{L}) \cdot m : m \in \mathbb{Z}\}$.

13.5 Avoiding the Ellipsoid Algorithm

The algorithms constructed in Chapters 8–10 used the Ellipsoid algorithm as a subroutine. Unfortunately, even though the Ellipsoid algorithm runs in polynomial time it is considered to be too slow to be practically useful. (The algorithm for diamonds in Chapter 8 actually consists of a nested application of the Ellipsoid algorithm. Usually, one layer of the Ellipsoid
algorithm is considered to be too inefficient to be used in practise.) Can one come up with a combinatorial algorithm, i.e., one that does not use the Ellipsoid algorithm, for the problems we considered in Chapters 8–10? For the submodular set function case the first polynomial time algorithm was also based on the Ellipsoid algorithm and then, almost twenty years later, several combinatorial algorithms were developed. No combinatorial algorithms are known for submodular function minimisation over other lattices, except the ones which can be constructed by repeatedly taking homomorphic images, Mal’tsev products and sublattices of distributive lattices, i.e., MPVAR(Dfin).

13.6 SFM over Sublattices

Krokhin and Larose [109] asked if it is true for general finite lattices that if $S$ is a sublattice of $L$ and SFM($L$) is oracle-tractable, does it follow that SFM($S$) is oracle-tractable? In Chapter 10 we showed that this holds for all modular lattices. Somewhat related to this issue is our observation in Chapter 10 that if one starts with a class of lattices which is closed under taking sublattices, then the class obtained by repeatedly taking homomorphic images and Mal’tsev products also is closed under taking sublattices. However, in general it is an open problem if any of the non-hardness notions are closed under taking sublattices.

The open problem in this area is to show that SFM($L$) is oracle-tractable for all finite lattices $L$. Such a result would of course immediately give an affirmative answer to Krokhin and Larose’s question.

13.7 Approximability Thresholds for Hard CSPs

In Chapter 11 we showed that Max CSP($\Gamma$) has a hard gap at location 1 whenever $\Gamma$ satisfies a certain condition which makes CSP($\Gamma$) NP-hard. However, we paid no attention to the constant which we prove inapproximability for. The following is thus an open problem: given a constraint language $\Gamma$, what is the largest constant $c(\Gamma)$ such that it is NP-hard to tell completely satisfiable instances from instances were at most a $c(\Gamma)$-fraction of the constraints are satisfiable for Max CSP($\Gamma$)?

For some constraint languages good bounds are known. One example is Max 3SAT for which Johan Håstad showed that it is NP-hard to tell satisfiable instances from those where only a $(7/8 + \epsilon)$-fraction of the constraints are satisfiable, for an arbitrary small $\epsilon > 0$. [81] This result is tight as a random assignment satisfies a $7/8$-fraction in expectation. Another example is the so-called Not-Two constraint language for which a conditional tight approximability result is know [119]. We note that Raghavendra’s result [127], which gives tight approximability results for many VCSPs under the assumption of the UGC, is not applicable in the case when one wants
to tell completely satisfiable instances from instances were only a fraction
of the constraints are satisfiable.
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