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On Multiple Description Coding of Sources with Memory

Daniel Persson and Thomas Eriksson

Abstract—We propose a framework for multiple description coding (MDC) of sources with memory. A new source coding method for lossless transmission of correlated sources, power series quantization (PSQ), was recently suggested. PSQ uses a separate linear or non-linear predictor for each quantizer region, and has shown increased performance compared to several common quantization schemes for sources with memory. We propose multiple description PSQ as a special case within our framework. The suggested scheme is shown to increase performance compared with previous state-of-the-art MDC methods.

Index Terms—Channel-optimized quantization, packet erasure channel, memory-based quantization.

I. INTRODUCTION

In this paper we consider transmission of a source with memory, linear or non-linear, over a lossy channel, which is relevant for e.g., speech, audio, and video transmission.

Efficient encoding of sources with memory may be provided by vector quantization (VQ) [1], but the exponential increase with dimension of codebook size, and thus also of storage and search complexity, renders VQ inconvenient for some applications. Another way of exploiting signal memory upon transmission is memory-based quantizers, that incorporate knowledge of previously quantized and transmitted data in the encoding process [2]. A memory-based VQ system always performs better than traditional VQ with the same vector dimension and codebook size, since attention is given also to inter-vector correlation.

Previous memory-based quantization alternatives are e.g., finite-state vector quantization (FSVQ) [3], differential pulse code modulation (DPCM) [2], predictive vector quantization (PVQ) [4], [5], vector predictive quantization [6], [7], safety-net quantization [8], and Gaussian mixture modeling (GMM) [9].

For transmission over a channel without losses, a new source coding method, power series quantization (PSQ) [10], that utilizes codebooks of arbitrary functions of previously quantized data, expressed as power series expansions, outperformed the VQ, FSVQ, PVQ, and safety-net PVQ methods in terms of compression, with only a small increase in memory requirement and computational complexity. This has inspired us to try to extend the same method to also work under degraded channel conditions. Contrary to DPCM and PVQ, PSQ views prediction and quantization as one single problem.

All memory-based quantizers experience difficulties during transmission over lossy channels. Since these methods use previously quantized data for encoding, and since the encoder in general has no knowledge of which errors occur on the channel, the encoder and decoder will be unsynchronized, and errors will propagate.

Over the past years, several techniques for combating packet losses have been proposed, e.g., automatic repeat-request (ARQ), layered coding, error concealment (EC), forward error correction (FEC), and multiple description coding (MDC) [11]–[13]. Though adequate for many applications, ARQ may cause time delays, and layered coding requires the base layer to be received without errors. FEC can only correct a certain number of bits, but performance drops rapidly thereafter. With FEC, the source and channel coding efforts are separate. For infinite VQ dimension and infinite channel block length, it is optimal to design source and channel coders individually [14]. However, for reasons of computational complexity and delay requirements, only finite VQ dimensions and block lengths are considered in practice, and in this setting, joint source-channel approaches increase performance compared to separate efforts.

MDC is a joint source-channel coding method where each description provides acceptable quality separately, and all descriptions together render the source well. Error concealment may be seen as a special action at the memory-based MDC decoder, namely the decoder treatment when all descriptions are lost. MDC has a well-established history in source coding. In [15], an achievable MDC rate-distortion region for general memoryless sources was found. This region was proved to be tight for the memoryless Gaussian source and squared error criterion in [16]. It has however been proven [17] that the achievable region in [15] is not tight in general. Inner and outer bounds of the rate-distortion region were established in [18] for a general stationary source with memory and mean squared error distortion measure. Further it is shown that the bounds become tight at high resolution.

An MDC scalar quantizer was proposed in [19], entropy-constrained scalar quantization was assessed in [20], and multiple description vector quantization (MDVQ) was presented in [21]. Transform MDC was investigated in [22]–[25], multiple description lattice quantizers were described in, e.g., [26]–[28], and filter banks for MDC was explored in [29].
Memory-based MDC methods have also been considered. Trellis-coded multiple description quantization was investigated in [30], [31], and [32]. Differential pulse code modulation systems based on channel-splitting were devised in [33] and [34]. In [35], multiple description linear predictive vector quantization (MDPVQ) was suggested, and it was shown that this scheme increases performance compared to the method in [34]. Linear PVQ outperformed FSVQ in terms of compression, number of floating point operations, and memory requirement in [10]. A further motivation for the method in [35] is the success of linear predictor-based real-world schemes, e.g., adaptive DPCM for speech coding [36], and inter-frame prediction in video coding [37]. The linear predictor of [35] is however a constraint, and the scheme cannot handle non-linear effects.

A. Goal and outline

A framework for MDC of sources with memory is established. Error concealment falls out as a special case of the treatment. Within the framework a multiple description power series quantization (MDPSQ) strategy is proposed. A low-complexity optimal MDPSQ encoder index search algorithm, as well as an off-line codebook optimization procedure, are derived. The proposed system generalizes [35] to sources with non-linear memory. We evaluate MDPSQ for a Gaussian-Markov source, a non-linear synthetic source, as well as for a real-world application, namely line spectral frequencies (LSF) coding [38].

In previous research [39], we have derived an optimal PSQ-based coder for noisy channels without memory, that outperformed both channel-optimized VQ and PVQ. Different from our previous paper [39], this paper deals with packet erasure channels, using the multiple description coder. Moreover, the transmission of several source vectors in the same packet in this paper is modeled in terms of channels with memory, which is an extension of the treatment of memoryless channels in [39].

The remainder of this paper is organized as follows. In Section II, the problem we want to solve is specified. Section III describes our MDC framework for sources with memory. MDPSQ is addressed in Section IV. The system is simulated in Section V, and the paper is finally concluded in Section VI.

II. PROBLEM SPECIFICATION

For clarity of the presentation of the material in this paper, we begin by stating which problem we want to solve. The listed conditions describe a relevant standard setting.

A. The source produces discrete time, continuous amplitude, and zero mean vectors, with linear or non-linear inter-vector correlation.
B. The channel and source are independent.
C. The packet erasures are independent.
D. The encoder does not access any information about the channel.
E. The decoder has full information about the channel realizations.
F. One source vector is encoded and decoded at a time, and how this encoding and decoding influence future quantization is not considered.

A framework for MDC of sources with memory is established. Error concealment falls out as a special case of the treatment. Within the framework a multiple description power series quantization (MDPSQ) strategy is proposed. A low-complexity optimal MDPSQ encoder index search algorithm, as well as an off-line codebook optimization procedure, are derived. The proposed system generalizes [35] to sources with non-linear memory. We evaluate MDPSQ for a Gaussian-Markov source, a non-linear synthetic source, as well as for a real-world application, namely line spectral frequencies (LSF) coding [38].

In previous research [39], we have derived an optimal PSQ-based coder for noisy channels without memory, that outperformed both channel-optimized VQ and PVQ. Different from our previous paper [39], this paper deals with packet erasure channels, using the multiple description coder. Moreover, the transmission of several source vectors in the same packet in this paper is modeled in terms of channels with memory, which is an extension of the treatment of memoryless channels in [39].

The remainder of this paper is organized as follows. In Section II, the problem we want to solve is specified. Section III describes our MDC framework for sources with memory. MDPSQ is addressed in Section IV. The system is simulated in Section V, and the paper is finally concluded in Section VI.

III. MDC FOR SOURCES WITH MEMORY

The source described in (A) in Section II produces discrete time, continuous amplitude, and zero mean vectors \( x_n \), \( n = 1, \ldots, N \), with linear or non-linear correlation, see Fig. 1. We regard a multiple description strategy, where the signal vector \( x_n \) is quantized at time \( n \), see (F) in Section II, by choosing a central codebook index \( i_{0,n} \in \{1, \ldots, M_0\} \), \( M_0 \leq M \), a side codebook 1 index \( i_{1,n} \in \{1, \ldots, \sqrt{M}\} \), and a side codebook 2 index \( i_{2,n} \in \{1, \ldots, \sqrt{M}\} \). Using less than all possible codebook entries \( M \) for the central index is a means for introducing redundancy on a lossy channel. As stated in (G) in Section II, we consider equal rate side descriptions, which means that the side codebooks contain the same number of code vectors \( \sqrt{M} \). The central and side codebooks are related by maps \( i_{1,n} = f_1(i_{0,n}) \), \( i_{2,n} = f_2(i_{0,n}) \), and \( i_{0,n} = f_0(i_{1,n}, i_{2,n}) \), for \( i_{1,n} = 1, \ldots, \sqrt{M}, i_{2,n} = 1, \ldots, \sqrt{M} \), and \( i_{0,n} = 1, \ldots, M_0 \). Indices actually chosen by the encoder at time \( n \) are \( i_{0,n}^{*}, i_{1,n}^{*}, \) and \( i_{2,n}^{*} \). We introduce a vector of all sent central indices until and including time \( n \)

\[
i_{0,n}^{*} = [i_{0,1}^{*}, \ldots, i_{0,n}^{*}]. \tag{1}
\]

The central index \( i_{0,n}^{*} \) is communicated only through transmission of \( i_{1,n}^{*} \) and \( i_{2,n}^{*} \) to the decoder, see Fig. 1. Each packet only contains indices from one of the two descriptions, i.e., side indices \( i_{1,n}^{*} \) and \( i_{2,n}^{*} \) are always transported in different packets. The packetization is synchronized in time so that indices \( i_{1,n-1}^{*} \) and \( i_{1,n}^{*} \) are transmitted in the same packet if and only if indices \( i_{2,n-1}^{*} \) and \( i_{2,n}^{*} \) are transmitted in the same packet. Moreover, the indexes are packetized in sequence, so that \( i_{0,n}^{*} \) is packetized before \( i_{0,n}^{*} \) if \( n^\prime < n \). Packets containing description 1 indices and packets containing description 2 indices may be sent over the same physical channel, which is referred to as time diversity, or over two separate channels, where each channel only conveys packets pertaining to one description, which is referred to as path diversity.

As seen in Fig. 1, four possible loss situations \( l_n \) may occur at the decoder for the central index \( i_{0,n}^{*} \) at time \( n \). The decoder

![Fig. 1. Overview of the MDC system.](image-url)
has full information of the loss situation, as stated in (E), i.e., \( l_n \), as well as a quantizer index, are always delivered at the decoder:

**Central quantizer**, \( l_n = 0 \): Both \( i^*_1, n \) and \( i^*_2, n \) are delivered.

**Side quantizer 1**, \( l_n = 1 \): Only \( i^*_1, n \) is delivered.

**Side quantizer 2**, \( l_n = 2 \): Only \( i^*_2, n \) is delivered.

**Error concealment**, \( l_n = 3 \): Neither \( i^*_1, n \) nor \( i^*_2, n \) is delivered. We introduce an index \( i^*_3, n = 1 \) for the error concealment case for consistency with the other loss situations. This notation will simplify the equations greatly in later developments. Observe that there is only one possible index in the case of error concealment, and \( i^*_3, n = 1 \) for all \( n \).

In the following, we will for simplicity refer to loss situation \( l_n \) instead of describing what happens to the two packets that communicate \( i^*_1, n \) and \( i^*_2, n \) at time \( n \). The vector of all loss situations until and including time \( n \) is

\[
\mathbf{l}_n = [l_1, \ldots, l_n]
\]

and the vector of received indices until and including time \( n \) is

\[
\mathbf{j}_n = [i^*_1, 1, \ldots, i^*_n, n].
\]

The decoder handles one source vector at a time, ignores future quantization, has knowledge of the arrival status of each packet, see (F) and (E) in Section II, and the reconstruction is

\[
\mathbf{x}_n = \mathbf{x}_n(l_n, j_n).
\]

Moreover, as was specified in (D) in Section II, at time \( n \), the encoder has knowledge about the source vector \( x_n \), and chosen indices \( i^n_{0, n-1} \), but not the channel realizations \( l_n \). We may thus write the distortion measure as

\[
D_n(i_0, n) = E_{x_n, x^n_{0, n-1}}[D(x_n, \tilde{x}_n)]
\]

\[
= E_{x_n, x^n_{0, n-1}}[\|x_n - \tilde{x}_n\|^2],
\]

where \( D(x_n, \tilde{x}_n) \) is the distance measure, chosen in (6) to be the squared Euclidean distance according to (H) in Section II. The optimal encoder can thus be written as

\[
i^*_0, n = \arg\min_{i_0, n \in \{1, \ldots, M_0\}} D_n(i_0, n)
\]

\[
= \arg\min_{i_0, n \in \{1, \ldots, M_0\}} E_{x_n|x^n_{0, n-1}}[\|x_n - \tilde{x}_n\|^2].
\]

Observe that while choosing \( i^*_0, n \), the side indexes are also defined by the maps \( i^*_1, n = f(i^*_0, n) \) and \( i^*_2, n = f(i^*_0, n) \). According to (B) and (D) in Section II, the source and encoder are independent of the channel

\[
P(I_n|x_n, i^n_{0, n-1}) = P(I_n)
\]

and we may rewrite (8) as

\[
i^*_0, n = \arg\min_{i_0, n \in \{1, \ldots, M_0\}} E_{x_n}[\|x_n - \tilde{x}_n\|^2].
\]

We consider independent packet losses, see (C). Note that though this channel is independent on the inter-packet level, there is memory on the intra-packet level, i.e., a packet may carry several consecutive side indices, whose loss statuses are then correlated. When the packets carrying the side indices \( i^*_1, n \) and \( i^*_2, n \) at time \( n \) are the same as the packets carrying the side indices \( i^*_1, n-1 \) and \( i^*_2, n-1 \) at time \( n-1 \), \( l_n \) and \( l_{n-1} \) are identical, and when the packets carrying the side indices \( i^*_1, n \) and \( i^*_2, n \) at time \( n \) are different from the packets carrying the side indices \( i^*_1, n-1 \) and \( i^*_2, n-1 \) at time \( n-1 \), \( l_n \) and \( l_{n-1} \) are independent.

**IV. MULTIPLE DESCRIPTION POWER SERIES QUANTIZATION (MDPSQ)**

In this section, a new method, MDPSQ, is proposed, using the framework in Section III. Before MDPSQ is described, we review VQ, PVQ, and PSQ for a lossless channel [10], within the framework of Section III, as an introduction.

**A. VQ for a lossless channel**

When the channel is lossless, the index \( i^*_0, 0 \) arrives correctly to the decoder for all \( n \). In the case of VQ, the decoder uses a codebook \( c_m \), \( m = 1, \ldots, M \), that is fixed in time, and the decoder reconstruction of \( x_n \) at time \( n \) (4) is

\[
\hat{x}_n(i^*_0, n) = c_{i^*_0}. n.
\]

Using the codebook and (11), the encoder in (10) can be rewritten as

\[
i^*_0, n = \arg\min_{m \in \{1, \ldots, M\}} \|x_n - c_m\|^2.
\]

**B. PVQ for a lossless channel**

In traditional PVQ, a prediction \( h(\tilde{y}_n) \), where \( \tilde{y}_n \) is a vector containing previously quantized samples, is first subtracted from the vector to be transmitted, and the residual is thereafter quantized by standard memoryless VQ using a codebook \( u_m \), \( m = 1, \ldots, M \). This is equivalent to usage of a decoder codebook

\[
c^{(n)}_m = u_m + h(\tilde{y}_n), \quad m = 1, \ldots, M.
\]
Since the term \( h(\tilde{y}_n) \) contains previously quantized information, PVQ is classified as a memory-based method. Including the term \( h(\tilde{y}_n) \) in (13) also makes the PVQ codebook time-dependent, which is a major difference from the VQ codebook in Section IV-A. We also observe that the set of all possible VQ codebooks is a subset of the set of all codebooks (13). The PVQ decoder reconstruction of \( x_n \) at time \( n \) (4) is

\[
\tilde{x}_n(i^*_0,n) = u_{i^*_0,n} + h(\tilde{y}_n). \tag{14}
\]

Using the codebook (13) and the decoder (14), the encoder in (10) can be rewritten as

\[
i^{*}_0,n = \arg \min_{m \in \{1, ..., M\}} \| x_n - (u_{i^*_0,n} + h(\tilde{y}_n)) \|^2_2. \tag{15}
\]

C. Power series quantization (PSQ) for a lossless channel

The main difference between PVQ and PSQ is that whereas PVQ uses the same predictor \( h(\tilde{y}_n) \) for all quantization regions, see (13) and (14), PSQ uses a separate predictor, linear or nonlinear, in each region of the quantizer. The PSQ predictor functions are expressed as power series expansions. Since a power series expansion can describe almost all reasonably smooth functions, it can be shown that the PSQ can describe any type of nonlinear or linear memory. We write the PSQ decoder codebook

\[
c^{(n)}_m = A_m \tilde{y}_n, \quad m = 1, ..., M, \tag{16}
\]

where the matrices \( A_m \) contain the power series expansion coefficients, and \( \tilde{y}_n \) contains previously quantized scalar samples, powers thereof, as well as multiplications of such powers. Each column of \( A_m \) corresponds to a power series expansion coefficient. The number of columns in \( A_m \) is determined by the power series expansion order, the number of previously quantized source vectors used for quantization at the present time, as well as the dimension of these vectors. At the decoder side, the reconstruction of \( x_n \) at time \( n \) (4) is

\[
\tilde{x}_n = A_{i^*_0,n} \tilde{y}_n. \tag{17}
\]

Consider for example the decoding at time \( n \) using one vector memory

\[
x_{n-1} = [\tilde{x}_{n-1,1}, \tilde{x}_{n-1,2}]^T, \tag{18}
\]

where \( \tilde{x}_{n-1,1} \) and \( \tilde{x}_{n-1,2} \) are scalar vector components. If we use a second order power series expansion, we can write

\[
\tilde{y}_n = [1, \tilde{x}_{n-1,1}, \tilde{x}_{n-1,2}, (\tilde{x}_{n-1,1})^2, (\tilde{x}_{n-1,2})^2, \tilde{x}_{n-1,1} \tilde{x}_{n-1,2}]^T. \tag{19}
\]

Equations (17) and (19) define a recursion, and we may thus write \( \tilde{y}_n = \tilde{y}_n(i^*_0,n-1) = \tilde{y}_n(x_1, ..., x_{n-1}) \) and \( \tilde{x}_n = \tilde{x}_n(i^*_0,n) = \tilde{x}_n(x_1, ..., x_{n-1}, i^*_0,n) \). A key observation is that (16) has more degrees of freedom than the PVQ codebook (13), for the same codebook size \( M \). PSQ based on a first order power series expansion, with one vector memory

\[
\tilde{y}_n = \begin{bmatrix} 1 \\ \tilde{x}_{n-1} \end{bmatrix} \tag{20}
\]

is regarded in this paper for handling nonlinear correlation in the source sequence, since this previously has showed good performance in applications [10]. Using (16) and (17), the encoder in (10) can be rewritten as

\[
i^{*}_0,n = \arg \min_{m \in \{1, ..., M\}} \| x_n - A_m \tilde{y}_n \|^2_2. \tag{21}
\]

For a more thorough introduction to PSQ, we refer the reader to [10].

D. MDPSQ coder

The PSQ scheme in Section (IV-C) is now expanded in order to tackle transmission of a source with memory over a channel with packet erasures, which is the general situation described in Section III. The decoder codebooks are

\[
c^{(n)}_m = A_{i^*_m,n} \tilde{y}_n, \tag{22}
\]

where \( m = 1, ..., M \) if \( l_n = 0 \), \( m = 1, ..., \sqrt{M} \) if \( l_n = 1, 2 \), \( m = 1 \) if \( l_n = 3 \), and \( \tilde{y}_n = \tilde{y}_n(i^*_n-1,l_n-1) \) now is a function of the loss situations and the received indices, see Fig. 2. Our decoder reconstruction (4) is

\[
\tilde{x}_n = A_{i^*_m,n} \tilde{y}_n. \tag{23}
\]

Encoding is most often performed online, and has to be reasonably fast. Evaluating all expectations in (10) for each \( n \) would result in a coder whose complexity increases in time. Our goal in this section is to formulate the encoder (10) as a low-complexity algorithm where calculations for encoding at time \( n + 1 \) can be reused in a recursive manner for encoding at time \( n \). We begin by making the necessary developments of (10), in order to be able to state the algorithm at the end of the section

\[
i^{*}_0,n = \arg \min_{i^*_0,n \in \{1, ..., M\}} \left[ E_{i^*_0,n} \left[ x_n \right] x_n \right] \]

\[
\quad - 2x_n^T E_{i^*_0,n} \left[ x_n \right] E_{i^*_0,n} \left[ x_n^T x_n \right] \right]. \tag{24}
\]

The first term in (24) is the same for all choices of \( i^*_0,n \), and is neglected. We will now find efficient ways of calculating the expectations in (24).

s(i^*_0,n): We introduce

\[
v_n(l_n, j_n) = E_{i^*_0,n} \left[ x_n \right] x_{i^*_0,n} \tag{25}
\]

\[
= E_{i^*_0,n} \left[ A_{i^*_m,n} \tilde{y}_n \right] \tag{26}
\]

\[
= A_{i^*_m,n} E_{i^*_0,n} \left[ \tilde{y}_n \right] \tag{27}
\]

\[
= A_{i^*_m,n} E_{i^*_0,n} \left[ \tilde{y}_n \right] \left[ \begin{array}{c} 1 \\ \tilde{x}_{n-1} \end{array} \right] \tag{28}
\]

\[
= A_{i^*_m,n} E_{i^*_0,n} \left[ \tilde{y}_n \right] \left[ \begin{array}{c} 1 \\ \tilde{x}_{n-1} \end{array} \right] \left[ \begin{array}{c} 1 \\ E_{i^*_0,n} \left[ x_{i^*_0,n} \right] \end{array} \right] \tag{29}
\]

\[
= A_{i^*_m,n} E_{i^*_0,n} \left[ \tilde{y}_n \right] \left[ \begin{array}{c} 1 \\ \tilde{x}_{n-1} \end{array} \right] \left[ \begin{array}{c} 1 \\ E_{i^*_0,n} \left[ x_{i^*_0,n} \right] \end{array} \right] \tag{30}
\]

\[
= A_{i^*_m,n} E_{i^*_0,n} \left[ \tilde{y}_n \right] \left[ \begin{array}{c} 1 \\ \tilde{x}_{n-1} \end{array} \right] \left[ \begin{array}{c} 1 \\ v_{i^*_0,n-1, l_{i^*_0,n-1}} \end{array} \right] \tag{31}
\]
where we have used (22) to obtain (26). The fact that matrix multiplication is a linear map, and that \( l_n \) is given, results in (27), (20) is used to obtain (28), and standard manipulation of the probabilities results in (29). If \( i_0,n-1 \) and \( i_0,n \) are carried by the same packet pair, i.e., if \( l_{n-1} \) and \( l_n \) are identical, we can write (30). Otherwise \( i_0,n \) and \( i_0,n' \) for \( n' < n \) are carried by different packet pairs, which means that \( l_{n-2} \) and \( l_{n-1} \) are independent of \( l_n \), in which case (30) also holds. Equation (25) is employed for achieving (31). Thus, we have derived a recursive way to calculate \( v_n \) from \( v_{n-1} \). We evaluate (31) by treating the cases where \( l_n \) and \( l_{n-1} \) are identical and independent separately:

- In the case where \( l_n \) and \( l_{n-1} \) are identical we can rewrite (31) as
  \[
  v_n(l_n, j_n) = A^{(l_n)}_{i_{0,n}} \left[ v_{n-1}(l_{n-1}, j_{n-1}) \right].
  \]
  \( (32) \)

- In the case where \( l_n \) and \( l_{n-1} \) are independent we can rewrite (31) as
  \[
  v_n(l_n, j_n) = A^{(l_n)}_{i_{0,n}}
  \times \left[ v_{n-1}(l_{n-1}, j_{n-1}) \right].
  \]
  \( (33) \)

The term \( s(i_{0,n}) \) in (24) can finally be rewritten as
\[
 s(i_{0,n}) = E_{i_{0,n}}[v_n(l_n, j_n)].
\]
(34)

\( r(i_{0,n}) \): We introduce
\[
W_n(l_n, j_n) = E_{i_{0,n}}[x_n x_n^T]
\]
(35)

\[
= E_{i_{0,n}}[A^{(l_n)}_{i_{0,n}} \tilde{y}_n (A^{(l_n)}_{i_{0,n}})^T]
\]
(36)

\[
= A^{(l_n)}_{i_{0,n}} E_{i_{0,n}}[\tilde{y}_n (A^{(l_n)}_{i_{0,n}})^T]
\]
(37)

\[
= A^{(l_n)}_{i_{0,n}} E_{i_{0,n}} [1 \quad \tilde{x}_n (\tilde{x}_n - x_n) - 1]
\]
(38)

\[
= A^{(l_n)}_{i_{0,n}} E_{i_{0,n}} [1 \quad \tilde{x}_n (\tilde{x}_n - x_n) - 1]
\]
(39)

\[
= A^{(l_n)}_{i_{0,n}} E_{i_{0,n}} [1 \quad \tilde{x}_n (\tilde{x}_n - x_n) - 1]
\]
(40)

\[
= A^{(l_n)}_{i_{0,n}} E_{i_{0,n}} [1 \quad \tilde{x}_n (\tilde{x}_n - x_n) - 1]
\]
(41)

where we have used (22) to obtain (36). The fact that matrix multiplication is a linear map, and that \( l_n \) is given, results in (37), (20) is used to obtain (38), and standard manipulations of the probabilities results in (39). If \( i_{0,n-1} \) and \( i_{0,n} \) are carried by the same packet pair, i.e., if \( l_{n-1} \) and \( l_n \) are identical, we can write (40). Otherwise \( i_{0,n} \) and \( i_{0,n'} \) for \( n' < n \) are carried by different packet pairs, which means that \( l_{n-2} \) and \( l_{n-1} \) are independent of \( l_n \), in which case (40) also holds. Thus, we have derived a recursive way to calculate \( W_n \) from \( W_{n-1} \).

We now evaluate (41) by treating the cases where \( l_n \) and \( l_{n-1} \) are identical and independent separately:

- In the case where \( l_n \) and \( l_{n-1} \) are identical we can rewrite (41) as
  \[
  W_n(l_n, j_n) = A^{(l_n)}_{i_{0,n}}
  \times \left[ v_{n-1}(l_{n-1}, j_{n-1}) \right].
  \]
  \( (42) \)

- In the case where \( l_n \) and \( l_{n-1} \) are independent we can rewrite (41) as
  \[
  W_n(l_n, j_n) = A^{(l_n)}_{i_{0,n}} E_{i_{0,n}} [1 \quad \tilde{x}_n (\tilde{x}_n - x_n) - 1]
  \]
  \( (43) \)

The term \( r(i_{0,n}) \) in (24) can finally be rewritten as
\[
 r(i_{0,n}) = E_{i_{0,n}} [x_n x_n^T]
\]
(44)

\[
= E_{i_{0,n}} [\tilde{x}_n x_n^T]
\]
(45)

\[
= tr[E_{i_{0,n}} x_n x_n^T]
\]
(46)

\[
= tr[E_{i_{0,n}} E_{i_{0,n-1}} x_n x_n^T]
\]
(47)

\[
= tr[E_{i_{0,n}} W_n(l_n, j_n)]
\]
(48)

where we have used that trace, denoted by \( tr \), is a linear map in order to obtain (46), and (35) is used to obtain (48). We finally summarize our low-complexity encoder in Algorithm 1. The MDPSQ encoder is more computationally demanding than the MDPVQ encoder since it uses one predictor per quantization region. MDPSQ complexity can however be significantly reduced by only considering certain non-zero entries in the power series expansion matrices. By limiting the power series coefficients of order 1 to zero, MDVQ is achieved as a special case of MDPSQ. If the codebook power series matrices are such that coefficients of order 1 at the same matrix position are equal, MDPVQ is achieved. Strategies with less than \( M_0 \) different predictors, as well as safety-net MDPVQ, can be implemented by similar methodologies. Also, it should be noted that the MDPSQ encoder is highly parallelizable.
Algorithm 1 Encoder procedure.

1: Initialization: Set \( n = 0 \), \( x_0 \), and \( v_0 \) to all zero vectors, and \( W_0 \) to an all zero matrix.
2: Set \( n = n + 1 \). The vector \( x_n \) arrives from the source to the encoder.
3: Calculate \( v_n(l_n, j_n) \) and \( W_n(l_n, j_n) \) for \( l_n = 0, \ldots, 3 \) and \( j_{0:n} = 1, \ldots, M_0 \). Use (32) and (42) if \( l_n \) and \( l_{n-1} \) are identical or (33) and (43) if \( l_n \) and \( l_{n-1} \) are independent.
4: Calculate \( s(i_{0:n}) \) and \( r(i_{0:n}) \) for \( i_{0:n} = 1, \ldots, M_0 \) using (34) and (48).
5: Decide \( i_{0:n}^* \) using (24). Also store \( v_n(l_n, j_n) \) and \( W_n(l_n, j_n) \) for \( i_{0:n}^* \) and \( l_n = 0, \ldots, 3 \) for usage at time \( n + 1 \).
6: Stop if \( n = N \), or otherwise go to step 2.

Algorithm 2 Sample iterative codebook optimization.

1: Initialization: Set \( n = 0 \), \( x_0 \), and \( v_0 \) to all zero vectors, and \( W_0 \) to an all zero matrix.
2: Set \( n = n + 1 \). The vector \( x_n \) arrives from the source to the encoder.
3: An optimal index \( i_{0:n}^* \) is chosen by the encoder using the power series expansion codebooks with the coefficient matrices \( A_m^{(k)}(n) \).
4: The coefficient matrices \( A_m^{(k)}(n+1) \) are calculated using (49). The descent direction in (49) is given by (53) in the case when \( l_n \) and \( l_{n-1} \) are identical and by (54) in the case when \( l_n \) and \( l_{n-1} \) are independent.
5: Stop if \( n = N \), or otherwise go to step 2.

E. MDPSQ codebook optimization

It is crucial that the codebooks are well adapted to the source and channel. In this section, we propose a sample iterative algorithm to run off-line in order to minimize the distortion in (24) with respect to the codebooks.

The power series expansion coefficient matrices are now considered to be functions of time \( n \), and the matrix notation is accordingly changed slightly to \( A_m^{(k)}(n) \), where \( k = 0, 1, \ldots, 3 \) indicates loss situation, \( m \) is codebook index \( (m = 1, \ldots, M_0 \) if \( k = 0, m = 1, \ldots, \sqrt{M} \) if \( k = 1, 2 \), and \( m = 1 \) if \( k = 3 \)) as before, and \( n = 0, \ldots, N \) is the time index. At each time instant \( n \), \( x_n \) is first encoded to \( i_{0:n}^* \) using \( A_m^{(k)}(n) \). Thereafter, for minimization of the distortion in (24), the new coefficient matrices at time \( n + 1 \) are given by

\[
A_m^{(k)}(n+1) = A_m^{(k)}(n) - \mu(n)\nabla A_m^{(k)}(n) \bar{D}_n(i_{0:n}^*) \tag{49}
\]

for all \( m \) and \( k \), where \( \mu(n) \) is a scalar step size. Observe that the gradient is only taken with respect to \( A_m^{(k)}(n) \) for the codebook update at time \( n + 1 \), and codebooks at times before \( n \) are ignored. We rewrite the descent direction in (49) as

\[
\nabla A_m^{(k)}(n) \bar{D}_n(i_{0:n}^*) = \nabla A_m^{(k)}(n) E_{l_n} \left[ \| x_n - \tilde{x}_n \|_2^2 \right] \tag{50}
\]

\[
= \nabla A_m^{(k)}(n) \left( E_{l_n} \left[ x_n^T x_n \right] - 2 x_n^T E_{l_n} \tilde{x}_n + E_{l_n} \tilde{x}_n^T \tilde{x}_n \right)
\]

\[
= - \nabla A_m^{(k)}(n) \left( 2 x_n^T s(i_{0:n}^*) - r(i_{0:n}^*) \right) \tag{51}
\]

The development differs depending on whether \( l_n \) and \( l_{n-1} \) are identical or independent:

- In the case where \( l_n \) and \( l_{n-1} \) are identical we can use (32), (34), (42), and (48) to rewrite (52) as (53).
- In the case where \( l_n \) and \( l_{n-1} \) are independent we use (33), (34), (43), and (48) to rewrite (52) as (54).

We summarize the sample iterative codebook optimization in Algorithm 2. This optimization is such that indices which are chosen more often are given more attention in the training. Our sample-iterative algorithm minimizes the distortion in (6) or equivalently in (24), which changes at each time \( n \), on a vector-by-vector basis, and there is no distortion measure that is valid for all times \( n \), for which we could assess convergence.

The computational complexity for codebook training is not very high compared to the encoder, since the same quantities that are used in the encoding are also used for codebook training. Codebook training is typically performed offline.

An MDC problem may be stated in two ways, either with Lagrange multipliers, or in terms of probabilities, for giving the priorities to side and central distortions. We may run our system for a certain loss probability, but use another probability in the encoder and codebook training, to favor either side or central distortion. This yields the Lagrange probability approaches equivalent. It is not the first time that MDC is expressed in terms of probabilities, see [35] for example.

V. EXPERIMENTS

In this section, the simulation performances of MDPSQ and other MDC systems are compared.

A. Prerequisites

The simulation details are as follows:

- **Benchmarking**: MDPSQ is compared to MDPVQ [35], and MDVQ [21]. Outer bounds of the multiple description distortion region [18] are compared to the simulations. For the calculation of the differential entropy rate, we used a Gaussian assumption, and three consecutive vector realizations.

- **Performance measures**: Our method aims at minimizing mean square error (MSE), which is equivalent to maximizing signal-to-noise ratio (SNR), and these measures are therefore used for assessing performance. LSF quantization is also evaluated using spectral distortion (SD), which is a well established measure of LPC coding quality [40]. Spectral distortion is calculated in the full 0-4 kHz range.

- **Codebook optimization**: We choose to use a step size \( \mu(n) \) that decreases linearly with \( n \) to 0. The start value for the step size is 0.1 for power series coefficients of order 0, and 0.05 for power series coefficients of order 1. As discussed in Section IV-E, the sample-iterative algorithm is not associated with any distortion measure for which convergence can be assessed. The algorithm however showed beneficial for codebook training in preliminary investigations.
B. Results

Three different processes are investigated:

- **Gauss-Markov process**: We first quantize a process with linear memory, namely the Gauss-Markov process

\[
z_n = 0.9 z_{n-1} + r_n,
\]

where the \( r_n \) are i.i.d. zero-mean with variance 1 for all \( n \). The scalar samples are divided into vectors \( x_n \) with dimension 2 prior to quantization. Each packet carries one description of 4 vectors, and 1 bit per sample and description is used for quantization. Two different databases containing \( 5 \cdot 10^5 \) vectors each are used for the training and the evaluation.

The results are shown in Fig. 3 and Fig. 4. MDPSQ and MDPVQ [35] that exploit the memory in the process perform better than MDVQ [21]. Moreover, MDPVQ and MDPSQ perform equally well for small loss probabilities, while MDPSQ performs better than MDPVQ for big loss probabilities. MDPSQ should not increase performance compared to MDPVQ for a linear source and small loss probabilities, since the single MDPVQ predictor captures all the memory in the process. With a lossy channel, MDPSQ can however, unlike MDPVQ, use some codewords with very weak predictors, that stop error propagation.

- **Non-linear synthetic process**: We investigate the highly non-linear process

\[
\left\{
\begin{array}{c}
x_n = \begin{bmatrix} 0.9 & 0 \\ 0 & 0.9 \end{bmatrix} x_{n-1} + 0.3 \begin{bmatrix} r^1_n \\ r^2_n \end{bmatrix} & \text{with prob. } 2/5, \\
- \begin{bmatrix} 0.9 & 0 \\ 0 & 0.9 \end{bmatrix} x_{n-1} + 0.3 \begin{bmatrix} r^1_n \\ r^2_n \end{bmatrix} & \text{with prob. } 2/5, \\
\begin{bmatrix} r^1_n \\ r^2_n \end{bmatrix} & \text{with prob. } 1/5,
\end{array}
\right.
\]

where \( r^1_n, r^2_n \) are i.i.d. zero-mean with variance 1 for all \( n \). Each packet carries one description of 4 2-dimensional vectors, and 1 bit per sample and description is used for quantization. Two different databases containing \( 5 \cdot 10^5 \) vectors each are used for the training and the evaluation.

In Fig. 5 and Fig. 6 it is seen that MDPSQ outperforms both MDPVQ and MDVQ for all loss probabilities. It is
Fig. 4. Side MSE versus central MSE for MDPSQ, MDPVQ, MDVQ, and the rate distortion bound [18], in the case of the Gauss-Markov process. Each packet carries one description of 4 2-dimensional vectors, and 1 bit per sample and description is used for quantization. The different measurement points correspond to packet error rates $10^{-3}$, $10^{-2}$, 0.05, and 0.1.

also observed that MDPVQ and MDVQ perform equally well. From studying (56) it is also easily seen that there is little use for a linear predictor when describing this process.

- **LSF process:** The TIMIT database (lowpass-filtered and downsampled to 8 kHz) is used. A tenth-order linear predictive coding (LPC) analysis with the auto-correlation method is performed every 20 ms using a 25-ms Hamming window. A fixed 10-Hz bandwidth expansion is applied to each pole of the LPC coefficient vector, and the LPC vectors are transformed to the LSF representation. For training and evaluation, two separate sets containing $7 \cdot 10^5$ and $2.5 \cdot 10^5$ vectors respectively are employed. The vectors are split into three parts prior to quantization, with dimensions 3, 3, and 4 respectively. Fig. 7 and Fig. 8 show the result when each packet carries a single description for a single LSF vector, and 1.2 bits per sample and description, i.e., a total bit-rate of 24 bits per LSF vector, or 4 bits per sub-vector and description, are used for quantization. Similarly, Fig. 9 and Fig. 10 show the result when each packet carries a single description for each of 4 consecutive LSF-vectors. MDPSQ is consistently better than MDPVQ and MDVQ, regardless of the rate. MDPVQ always performs better than MDVQ, and in conclusion, the more carefully the memory is exploited, the better the performance becomes. Figure 11 illustrates the robustness of MDPSQ in the case when each packet carries one description of a single LSF-vector. Optimization for a specific error rate gives the best performance in practice for the same error rate. Good robustness is achieved except when training is performed with low error rate, which leads to big performance loss.
when evaluating for high error rates.

For quantization of 3-dimensional vectors with $M_0 = M = 2^8$, and 1 vector per packet, the computational complexity is $6.4 \cdot 10^4$ floating point operations per vector for MDPSQ, and $1.5 \cdot 10^3$ floating point operations per vector for MDPVQ and MDVQ. However, as has already been discussed in Section IV-D, by restraining the power series expansions, MDPSQ can operate closer to, or as, MDPVQ and MDVQ complexity-wise. We may also shrink the number of vectors in the MDPSQ side codebooks, and operate at the same distortion as MDPVQ. In this case, transmission bits are saved as well as computational complexity.

VI. CONCLUSION

The problem of transmission of a source with memory over a packet erasure channel is studied. A newly suggested quantization method PSQ has outperformed several previous state-of-the-art algorithms for encoding of correlated sources in loss-free scenarios. We propose a multiple description PSQ (MDPSQ) algorithm, where PSQ is used for quantization in combination with an MDC strategy for combating packet losses.

A recursive encoder, as well as an off-line sample iterative codebook optimization scheme, are derived. By experiments, it is seen that MDPSQ outperforms previously proposed state-of-the-art schemes, and MDPSQ robustness is confirmed.
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