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Abstract

This paper reviews and compares two methods for fault detection and isolation in a stochastic setting, assuming additive faults on input and output signals and stochastic unmeasurable disturbances. The first method is the parity space approach, analyzed in a stochastic setting. This leads to Kalman filter like residual generators, but with a FIR filter rather than an IIR filter as for the Kalman filter. The second method is to use principal component analysis (PCA). The advantage is that no model or structural information about the dynamic system is needed, in contrast to the parity space approach. We explain how PCA works in terms of parity space relations. The methods are illustrated on a simulation model of an F-16 aircraft, where six different faults are considered. The result is that PCA has similar fault detection and isolation capabilities as the stochastic parity space approach.
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1. INTRODUCTION

This paper concerns the detection and identification of additive faults on input and output signals, for a system that is described by a state space model. The parity space approach, (Basseville and Nikiforov, 1993; Chow and Willsky, 1984; Ding et al., 1999; Gertler, 1997; Gertler, 1998) is a well-known method for this kind of problem, which is based on simple algebraic projections and geometry. The method computes a residual vector that is zero when no fault is present, and non-zero otherwise, to detect that a fault has occurred. The residual will also be different for different faults, to enable diagnosing which fault has occurred.

The parity space approach often shows very good results in simulations, but it can be highly sensitive to measurement noise and process noise, since these are not taken into consideration in the design of the parity space. We will briefly review the results in (Gustafsson, 2002), where a state space model which includes both deterministic and stochastic unmeasurable disturbances is used and a statistical fault detection and isolation algorithm is derived. The probability for incorrect diagnosis can be computed explicitly for this method, given that only a single fault has occurred.

A singular value decomposition (SVD) is used in computing the parity space, and this is instrumental in many approaches to fault detection, see (Lou et al., 1986) for another example. SVD is also the basic step in PCA.

If no model is available a priori, an alternative to estimating a state space model from data is to use principal components analysis, PCA. By a SVD of the covariance matrix for input output data, we can split the data into two parts, model and residual. The residual part can be used for fault detection similarly to the parity space residual. The covariance matrix can be estimated from normal operation data. To be able to isolate different faults, we also need data from

---
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We separate the following types of input:

- Deterministic known input $u_t$. This is common in control applications.
- Deterministic unknown fault input $f_t$, which is used in the fault detection literature. $f_t$ is here assumed to be zero, or proportional to the unit vector, $f_t = m_t f_i$. The vector $f_i$ corresponds to fault number $i$, and is zero except for element $i$ which is one. $m_t$ corresponds to the size of the fault. The matrices $B_f,t$ and $D_{f,t}$ determines which part of the system will be affected by the different faults.
- Stochastic unknown disturbances $v_t$ and $e_t$, process noise and measurement noise, respectively, which are used in the Kalman filter setting. Both will here be assumed to be independent and Gaussian, with zero mean and covariance matrices $Q_t$ and $R_t$, respectively.

Furthermore, the initial state $x_0$ is treated as an unknown variable. In the Kalman filter literature it is assumed to be Gaussian.

The diagnosis task can be formulated as a recursive problem applied to a sliding window. Stack $L$ signal values to define the signal vectors

$Y_t = \begin{pmatrix} y_t \ldots y_{t-L+1} \end{pmatrix}^T$, etc for all signals $s \in \{u, f, v\}$.

Also define the Hankel matrices

$H_s = \begin{pmatrix} D_s & 0 & \ldots & 0 \\ C B_s & D_s & \ldots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ C A^{L-1} B_s & \ldots & C B_s & D_s \end{pmatrix}$

for all signals $s$ and the observability matrix

$\mathcal{O} = \begin{pmatrix} C \\ CA \\ \vdots \\ CA^{L-1} \end{pmatrix}$.

Equation (1) can then be written as

$Y_t - H_u U_t = \mathcal{O} x_{t-L+1} + H_f F_t + H_v V_t + E_t$.

Next, a residual to be used for detection and diagnosis can be defined as

$r_t = W^T (Y_t - H_u U_t)$

$= W^T (\mathcal{O} x_{t-L+1} + H_f F_t + H_v V_t + E_t)$

$= W^T (H_f F_t + H_v V_t + E_t)$

where the last equality is obtained by construction of $W$. $W$ is selected as a basis for the nullspace of $\mathcal{O}$, i.e., $W^T \mathcal{O} = 0$.

The residual is thus designed to be insensitive to the initial state. We have $r_t = 0$ for any initial state $x_{t-L+1}$, provided that we have no stochastic disturbance and no fault. If the residual is different from zero, this is due either to the noise $v_t$ and $e_t$ or to a fault $f_t$ (or both). The diagnosis task aims to distinguish these causes.

Note that the residual can be regarded as the output of an FIR filter. This is in contrast to a traditional Kalman filter, which is IIR. Since the residual in Equation (5) is FIR, an input will only affect the residual a finite number of time steps. This means the residual will be able to faster react on new faults etc. (Gustafsson, 2002)

A parity space of non-zero dimension will always exist if $L$ is chosen large enough. If the size of a signal $s_i$ is denoted $n_s = \dim(s_i)$, the maximal dimension of the residual vector is given by

$max n_r = L n_y - n_x$

where $n_y$ is the number of outputs.

2.2 Diagnosis Algorithm

The residual defined in Equation (5) is assumed to be Gaussian. Assume to facilitate notation that the measurement noise and process noises are time invariant, so the involved covariance matrices can be written $\text{Cov}(E_t) = I_L \otimes R$ and $\text{Cov}(V_t) = I_L \otimes Q$, respectively, where $\otimes$ denotes the Kronecker product.

For a unity fault with constant magnitude $m$, the fault vector $F_t$ in Equation (1) will be $F_t = m F^i$. We then get

$$(r_t|m F^i) = W^T (H_u V_t + E_t + m H_f F^i)$$

$\in N(m W^T H_f F^i, W^T SW)$

The Gaussian distribution requires that both $V_t$ and $E_t$ are Gaussian, which will be used for computing the probabilities for incorrect diagnosis, but is not required for derivation of the algorithm.

We let $\mu^i$ denote the vector $W^T H_f F^i$. The matrix $S$ in the expression for the covariance is

$S = H_u (I_L \otimes Q) H_u^T + I_L \otimes R$.

The Equations (8) and (9) show that each fault $f^i$ is mapped onto a vector $\mu^i$ with a covariance matrix $W^T SW$. To normalize the uncertainty in the residual, and to get a minimum variance residual, we define the new residuals
\[ \tilde{r}_t = (W^T SW)^{-1/2} r_t \]
\[ = (W^T SW)^{-1/2} W^T (Y_t - H_0 U_t) \] (10a)
\[ \text{erfc} \] denotes the Gaussian error function,
\[ \text{erfc}(x) = 2 \int_x^{\infty} \frac{1}{\sqrt{2\pi}} e^{-x^2/2} dx \]

This can be interpreted as selecting one particular null space for \( O \). The normalized residuals \( \tilde{r}_t \) will be

\[ (\tilde{r}_t \mid m f^*) = W^T (H_0 V_z^* + E_0 + m H_0 F^*) \in N(m \tilde{\mu}^i, I) \]

where \( \tilde{\mu}^i = W^T H_0 F^i \). The residuals are now whitened spatially by this normalization. The residuals are, however, correlated over the time window \( L \) by the FIR construction. We have

\[ (\tilde{r}_t \mid f = 0) \in N(0, I) \quad \text{and} \quad (\tilde{r}_t^T \tilde{r}_t \mid f = 0) \in \chi^2(\nu_t) \] (12)

We can use a \( \chi^2 \)-test with threshold \( h \) for detection of faults, and isolate the faults by finding the fault vector closest to the residual. This gives the following (well-known) algorithm:

\textbf{Algorithm 1. On-line diagnosis}

1. Compute a normalized parity space \( \bar{W} \), see Equation (10).
2. Compute the normalized fault vectors \( \tilde{\mu}^i \) in the parity space. See Equation (11).
3. Compute recursively:
   - Residual: \( \tilde{r}_t = \bar{W}^T (Y_t - H_0 U_t) \)
   - Detection: \( \tilde{r}_t^T \tilde{r}_t > h \)
   - Isolation: \( i = \arg \min_i \frac{\| \tilde{r}_t \|^2}{\| \tilde{\mu}^i \|^2} \)
      \[ = \arg \min_i \angle(\tilde{r}_t, \tilde{\mu}^i) \]

Here, \( \angle(\tilde{r}_t, \tilde{\mu}^i) \) denotes the angle between the two vectors \( \tilde{r}_t \) and \( \tilde{\mu}^i \). It is possible to improve the false alarm rate by rejecting a detection if the angle is too large, i.e., no suitable isolation is found.

Using the Gaussian noise assumption, it is possible to compute the risk of incorrect diagnosis, in the case of only two faults. The expression is approximate if there are more than two possible faults, but in general the approximation is good, at least if the residuals are far from parallel. See (Gustafsson, 2002) for details and motivation for the following algorithm:

\textbf{Algorithm 2. Off-line diagnosis analysis}

1. Compute a normalized parity space \( \bar{W} \), see Equation (10).
2. Compute the normalized fault vectors \( \tilde{\mu}^i \) in the parity space. See Equation (11).
3. The probability of incorrect diagnosis is approximated

\[ \text{prob}(\text{diagnosis } i \mid \text{fault } m f^*) = \frac{1}{2} \text{erfc}(m \| \tilde{\mu}^i - (\tilde{\mu}^j, \tilde{\mu}^j + \tilde{\mu}^i) (\tilde{\mu}^j + \tilde{\mu}^i) \|) \] (14)

3. PRINCIPAL COMPONENTS ANALYSIS

If no model is available for the diagnosis, it may be possible to identify a state space model from data, and then apply the parity space methods described in the previous section. An alternative to this is to use principal components analysis, PCA (Dunia et al., 1996). Stack the inputs and outputs into a data vector \( Z_t = (Y_t U_t)^T \). PCA splits the data into two parts, model and residual:

\[ Z_t = (Y_t U_t) = Z_t + \hat{Z}_t = \hat{O} r_t + W r_t \] (15)

The notation has been chosen to show the resemblance with the model-based approach, though the relation is rather informal. We first describe how to compute this representation, and then comment on properties, relations and applications.

A singular value decomposition (SVD) is applied to the estimated covariance matrix of \( Z_t \) as follows:

\[ \hat{R}_Z = \frac{1}{N - L} \sum_{t=L+1}^{N} Z_t Z_t^T = U D U^T \] (16)

Here \( U \) is a square unitary matrix, that is \( U^T U = U U^T = I \), and \( D \) is a diagonal matrix containing the singular values of \( \hat{R}_Z \). We will split the SVD into two parts as

\[ U = (O \ W) , \quad D = \begin{pmatrix} D_o & 0 \\ 0 & D_r \end{pmatrix} \] (17)

The split assigns the \( n_o \) largest singular values to the model, and the other \( n_r \) singular values are assumed to belong to the residual space. By construction, we have

\[ O^T O = I_{n_o}, \quad O^T W = 0, \quad W^T O = 0, \quad W^T W = I_{n_r} \]

and \( W W^T + \hat{O} \hat{O}^T = I_{n_o + n_r} \).

The split in (15) is computed by

\[ \hat{Z}_t = O \hat{O}^T Z_t \] (18a)
\[ \hat{Z}_t = W \hat{W}^T Z_t \] (18b)

The first term \( O r_t \) in (15) is the ‘model’, where the data belong to an observability space \( O \), and the ‘state’ \( x_t \) denotes the coordinates of the data at time \( t \). The usual notion of observability applies, so a state observer is given by \( \hat{O}^T \hat{Z}_t = x_t \).

The second term \( W r_t \) in (15) is the residual space spanned by \( W \), which as before is a basis for the null space of \( O \), and \( r_t \) denotes the coordinates for the residual at time \( t \).
For fault identification, we take the residuals
\[ r_t = W^T z_t \]  
\[ \tilde{r}_t = D_{c}^{-1/2} W^T z_t, \]  
where the transformation implies \( \text{Cov}(r_t) = I \) in the limit \( N \to \infty \). Note that the data projection matrix \( W^T \) here, corresponds to \( W^T[I, -H_w] \) in (5).

PCA does not use any a priori fault model, which makes isolation of the faults more difficult. The analytic fault vectors (c.f. Algorithm 2 and Figure 2) cannot be computed. If data from a particular fault is available, it can however be estimated, by calculating the corresponding residual and estimating its mean and covariance. If the system is linear and the faults are additive (as assumed for the parity space approach described previously), the covariance matrix does not change. That is, take
\[ \mu_i = E(r_i^T) = E(W^T z_i^T), \]  
\[ \mu_i = E(\tilde{r}_i^T) = E(D_{c}^{-1/2} W^T z_i^T) \]
for data \( z_i \) known to suffer from fault \( i \).

4. EXAMPLE

The fault detection algorithm is applied to a model of the vertical dynamics of an F-16 aircraft. The model is taken from (Gustafsson, 2000), which is a sampled version of a model in (Maciejowski, 1989). The involved signals and their generation in the simulations are summarized in Table 1. Input, state and measurement noises are all simulated as independent Gaussian variables, whose variance is given in the same table.

The fault detection algorithm is applied to a model of the F-16 simulation study. Size means the variance for the inputs, measurement noise variance for the outputs, state noise variance for the states and constant magnitude for the faults, respectively.

\[
A = \begin{pmatrix}
1 & 0.0014 & 0.1133 & 0.0004 & -0.9997 \\
0 & 0.9945 & -0.0171 & -0.0005 & 0.0070 \\
0 & 0.0003 & 1.0000 & 0.9957 & -0.0049 \\
0 & 0.0061 & -0.0000 & 0.9130 & -0.0966 \\
0 & -0.0286 & 0.0002 & 0.1004 & 0.9879
\end{pmatrix}
\]

\[
B_u = \begin{pmatrix}
-0.0078 & 0.0000 & 0.0003 \\
-0.0115 & 0.0997 & 0.0000 \\
0.0212 & 0.0000 & -0.0081 \\
0.4150 & 0.0003 & -0.1589 \\
0.1794 & -0.0014 & -0.0158
\end{pmatrix}
\]

\[
B_d = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

\[
D_u \quad \text{and} \quad D_d \quad \text{are zero matrices of appropriate dimensions.}
\]

Residuals were computed for the fault-free case, and for the six different single faults described above, according to Algorithm 1, the stochastic parity space approach. The time window \( L \) was selected to 3. This gives a four-dimensional \( n_r = L n_u - n_x = 3 \times 3 = 5 \) residual, which is illustrated in Figure 1.

It is clear from the figure that some of the faults are easy to detect and isolate, while some (where the residuals are closer to the origin) are harder. Fault \( f_4 \), fault in the relative altitude sensor, gives a zero residual, so it cannot be detected. The threshold is chosen to \( h = 9.3 \) to get a false alarm rate of 0.05. The probability of correct isolation is in this simulation and for this threshold 1, 1, 0.96, 0.05, 0.72, 1, respectively. That is, fault 4 is not possible to isolate or detect. Note that the fault size, as well as the noise level, will affect the detectability and isolability of the faults. This can be analyzed using Algorithm 2.

Algorithm 2 gives the mean fault vector. For the normalized residuals, a unit circle corresponds to one standard deviation. This is illustrated in Figure 2. The arrows indicate the directions of the residuals for the different faults. A larger fault will give a residual with the same direction, but a longer vector, and vice versa for a smaller fault. To be able to isolate different faults, the angle between the fault vectors is thus important, something that is also seen in Algorithm 2, Equation (14), where the scalar product can be interpreted as this angle.

The probability of incorrect diagnosis, Equation (14), can be calculated analytically. The matrix below contains these probabilities, where \( P_{d(i,j)}^{f(k)} \) denotes \( \text{prob} \left( \text{diagnosis} = 1 | \text{faulty} \right) \). The residual for fault \( f_3 \) is zero, the relative altitude fault cannot be detected simply because we do not measure absolute height.
Fig. 1. Illustration of the residuals from parity space for no fault (0) and fault 1–6, respectively. The mean value, estimated covariance matrix and convex hull of each group of residuals are illustrated. Fault 4 is obviously not diagnosable, and residual $r_4$ contains almost no information.

Fig. 2. Illustration of the residuals from parity space for no fault (0) and fault 1–6, respectively, but here in another basis. This confirms that fault 4 is not diagnosable. The decision lines for fault isolation are indicated.

Fig. 3. Illustration of the residuals from PCA for no fault (0) and fault 1–6, respectively. The mean value, estimated covariance matrix and convex hull of each group of residuals are illustrated. These can however not directly be compared to the residual components in Figures 1 and 2 due to that the bases are different. Again, fault 4 is not diagnosable, and here residual $r_4$ contains little information.
This means that probability of incorrect as well as correct diagnosis all can be considered zero ($P^{(1,4)}$ and $P^{(4,i)}$).

\[
P = \begin{pmatrix}
1.0000 & 0.0000 & 0.0000 & 0 & 0.0000 & 0.0000 \\
0.0000 & 0.5980 & 0.0000 & 0 & 0.4020 & 0.0001 \\
0.0000 & 0.0000 & 0.9999 & 0 & 0.0001 & 0.0000 \\
0.0000 & 0.0000 & 0.0000 & 0 & 0.5415 & 0.0564 \\
0.0000 & 0.4020 & 0.0001 & 0 & 0.5415 & 0.0564 \\
0.0000 & 0.0001 & 0.0000 & 0 & 0.0564 & 0.9436
\end{pmatrix}
\] (28)

The probability for incorrect diagnosis is very small in most cases. The case that poses the most problems is to distinguish faults $f_2$ and $f_3$. These two faults are also very close in Figure 2, in the sense that they are almost parallel.

Simulations of PCA are shown in Figure 3. The dimension of the residuals (the dimension of $\hat{P}$ in Equation (16)) is selected to 4, to facilitate a comparison with the parity space approach. Figure 3 shows the residuals. Note that the residual components are not the same as in the parity space approach in Figure 1, since we have another basis for the residual space. The threshold is chosen to $h = 9.7$ to get a false alarm rate of 0.05. The probability of correct isolation is in this simulation and this threshold 1, 10.96, 0.05, 0.67, 1, respectively. That is, compared to the parity space approach almost the same, and only a slightly worse performance for isolating fault 5.

The residual component $r_1$ from the PCA method is very small for all faults. This suggests that it does not contain information about the faults, and that the residual space is indeed only three-dimensional. From the simulations and analysis of the stochastic parity space approach, it appears that the residual component $r_1$ plays a similar role, and contain very little information for fault isolation.

5. CONCLUSIONS

In this paper, two approaches to fault detection and isolation are compared, the parity space approach and PCA, principle components analysis. The assumptions, advantages and drawbacks of these approaches are summarized below:

- The parity space approach starts with a state space model of the system. The use of prior model knowledge improves the performance compared to PCA. With a partially known model, system identification techniques can be applied. Generally, the more prior structural knowledge, the better performance. Another advantage is that a priori probabilities of incorrect diagnosis can be calculated.

- PCA requires absolutely no prior knowledge, not even causality (which ones of the known signals in $z_i$ are inputs $u_i$ and outputs $y_i$, respectively). The performance has been demonstrated to be only slightly worse compared to the case of perfect model knowledge. Determination of the state dimension is one critical step in PCA, and it is based on the singular values of the data correlation matrix. Over-estimating the state dimension gives too few residuals which decreases performance. Under-estimating state dimension can give very good performance, in that new residuals almost belonging to the parity space are used for detection and diagnosis. One major risk here, is that when the system enters a new operating point which was never reached in the training data, this residual might increase in magnitude.

A recently proposed analysis of the parity space approach in a stochastic setting was surveyed. One contribution is the detailed interpretation of PCA analysis in terms of parity space notation.
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