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Abstract

The paper contains a discussion about what results about the quality of an estimated model can be achieved, if no probabilistic assumptions are introduced. Several technical results that illustrate possibilities and difficulties are also given.

1 Introduction

This contribution deals with the problem of characterizing the disturbances that act on a system. In connection with system identification applications, the role of disturbances have been discussed in various contexts. The traditional view is to regard the disturbances as stationary stochastic processes. This opens up a more or less classical stochastic framework for evaluating model quality, convergence of estimates, asymptotic covariance, as well a formal way to deal with experiment design issues, essentially aiming at minimizing variances of certain aspects of the resulting parameter estimate.

Over a number of years this basic framework has been questioned and various other approaches to describe the disturbances have been suggested. Basically they follow the idea of a ”unknown but bounded” or ”worst case” view of disturbances. That means that a stochastic environment is rejected and either the noise is seen as an adversary and one would like to find an identification method that guarantees certain properties even under the worse possible disturbances. The “unknown but bounded” approach is a related view where the disturbance not necessarily is an adversary but it does not necessarily possess any averaging properties, and only models that are consistent with a certain bound of the disturbances will be considered. This approach is also known as the set membership approach to identification. See, for example [4], [5], [6] for various aspects of these approaches.

In this contribution we consider what can be said about the properties of a parameter estimate when no stochast-
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will hold with probability one, as soon as the noise disturbances has an averaging property. Here \( \hat{\theta}^N \) is the recursively estimated parameter vector at time \( t \), using forgetting factor \( \lambda \) and \( P_{\lambda} \) is the ensemble-covariance matrix. This means that the covariance matrix can be given a single realization interpretation, even if no distribution is assigned to the disturbance sequence.

3. Relative qualities independent of disturbances
   
   • Several results are shown in the special case where the input is periodic, and the model is an FIR-model of maximum degree. In this special case it can be shown that there are relationships between the estimates obtained for different input signals but the same noise sequence. These relationships are independent of the properties of that disturbance sequence. That is to say that certain design aspects will give estimates of a relative quality that does not at all depend on the disturbance sequence.

Based on these technical results, a discussion is included on whether it is possible to develop a full theory for identification, including quality measures of the traditional (ensemble-type) way of measuring the size of the model error. Can such a framework be developed for disturbances that are not described in a probabilistic setting?

### 2 Convergence Aspects

#### 2.1 Disturbances with Some Averaging Properties

Consider a linear prediction model structure

\[
\hat{y}(t|\theta) = H^{-1}(q, \theta)G(q, \theta)u(t) + (1 - H^{-1}(q, \theta))y(t),
\]

where \( G(q, \theta) \) is a stable filter in the shift operator with one delay, and \( H(q, \theta) \) is an inversely stable monic filter. Observe input-output data

\[
z^N = \{y(1), u(1), \ldots, y(N), u(N)\}
\]

from the system and compute the fit between (1) and the actual data:

\[
\varepsilon(t, \theta) = y(t) - \hat{y}(t|\theta);
\]

\[
V_N(\theta, z^N) = \frac{1}{N} \sum_{t=1}^{N} \varepsilon^2(t, \theta).
\]

Determine that value of \( \theta \) that gives the best fit:

\[
\hat{\theta}_N = \arg\min_{\theta} V_N(\theta, z^N).
\]

Suppose that the observed data \( z^N \) have been generated as

\[
y(t) = G_0(q)u(t) + H_0(q)e_0(t),
\]

where the sequence \( \{e_0(t)\} \) has the following properties:

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} e_0(t)e_0(t - \tau) = \begin{cases} \lambda_0 & \text{if } \tau = 0; \\ 0 & \text{if } \tau \neq 0, \end{cases}
\]

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} u(t)e_0(t - \tau) = 0 \text{ for all } \tau.
\]

Then we have

\[
\hat{\theta}_N \to \theta^*, \quad \text{as } N \to \infty,
\]

where,

\[
\theta^* \triangleq \arg\min_{\theta} \int_{-\pi}^{\pi} \left[ |G(e^{j\omega}, \theta) - G_0(e^{j\omega})|^2 \Phi_u(\omega) \right.
\]

\[
+ \lambda_0|H_0(e^{j\omega})|^2 \bigg]/ |H(e^{j\omega}, \theta)|^2 d\omega.
\]

The above result was proved in [1]. With this we have nailed the properties of \( \hat{\theta}_N \) to those of \( y(t) \) without introducing other fictitious experiments.

If \( \{e_0(t)\} \) is white noise, independent of \( \{u(t)\} \), then it will have the properties (7)-(8) with probability one (w.p.1), so that (9)-(10) also holds w.p.1. Notice though that the quoted result says more. It tells us that whenever (7)-(8) hold then (9)-(10) will hold (no exception on null sets). It is thus more than an ergodicity result.

We may also note that the whole probabilistic setting can then be reintroduced by just using the most elementary law of large numbers for (7)-(8). The need for more sophisticated “mixing” conditions in the convergence analysis is thus sidestepped.

#### 2.2 Bounded Disturbances

Now, suppose that the only condition on the noise part in (6) is that it is bounded. That is, we suppose that the observed data \( z^N \) have been generated as

\[
y(t) = G_0(q)u(t) + e(t),
\]

where \( |e(t)| \leq \delta \). Now the linear prediction model (1) becomes

\[
\hat{y}(t|\theta) = G(q, \theta)u(t).
\]

Then what can we say about the convergence behavior of the estimate \( \hat{\theta}_N \) as defined in (5)?

First by the minimizing criterion (3)-(5), we have

\[
\frac{1}{N} \sum_{t=1}^{N} |\hat{G}_N(q)u(t) + e(t)|^2 \leq \frac{1}{N} \sum_{t=1}^{N} e^2(t),
\]

where, \( \hat{G}_N(q) \triangleq G_0(q) - G(q, \hat{\theta}_N) \). Rearranging the terms and using the Cauchy-Schwartz inequality, we have, assuming that the true system \( G_0 \) is contained in
the model parameterization:

\[
\frac{1}{N} \sum_{t=1}^{N} (\hat{G}_N(q)u(t))^2 \leq -2 \frac{1}{N} \sum_{t=1}^{N} e(t)[\hat{G}_N(q)u(t)]
\]

\[
\leq 2 \left( \frac{1}{N} \sum_{t=1}^{N} e^2(t) \right)^{\frac{1}{2}} \left( \frac{1}{N} \sum_{t=1}^{N} [\hat{G}_N(q)u(t)]^2 \right)^{\frac{1}{2}}.
\]

Hence, we have for any \( N \),

\[
\left( \frac{1}{N} \sum_{t=1}^{N} [\hat{G}_N(q)u(t)]^2 \right)^{\frac{1}{2}} \leq 2 \left( \frac{1}{N} \sum_{t=1}^{N} e^2(t) \right)^{\frac{1}{2}} \leq 2\delta,
\]

that is,

\[
\frac{1}{N} \sum_{t=1}^{N} [\hat{G}_N(q)u(t)]^2 \leq 4\delta^2.
\]

Letting \( N \to \infty \) and using Parseval's relationship, we have the following frequency function estimate error bound:

\[
\limsup_{N \to \infty} \frac{1}{N} \int_{-\pi}^{\pi} |\hat{G}_N(e^{j\omega})|^2 \Phi_u(\omega) d\omega \leq 4\delta^2,
\]

(14)

where \( \Phi_u(\omega) \) is the spectrum of \( \{u(t)\} \).

So we arrive at the following result.

**Theorem 2.1** Suppose the observed data have been generated by (12) with \( |e(t)| \leq \delta \). Then using the prediction model (13) and the criterion (3)-(5), we have the asymptotic upper bound of the frequency function estimate error as in (14), provided the true system can be described within the model set.

Instead of the average bound type result (14), one may be tempted to prove a frequency by frequency result like:

\[
|\hat{G}_N(e^{j\omega})|^2 \Phi_u(\omega) \leq B(\delta) \quad \text{for all } \omega.
\]

(15)

But such kind of result is generally impossible if only based on the boundedness assumption of the noise. The following example demonstrates this.

**Example 2.1** Suppose \( u(t) = \cos(\omega t) + \cos(2\omega t) \) and \( e(t) = -2G_0(q)u^2(t) \) in (12). It is easy to check that

\[
y(t) = -G_0(q)[2 + \cos(\omega t) + 2\cos(3\omega t) + \cos(4\omega t)],
\]

where there is no frequency \( 2\omega \) component in \( y(t) \). Hence the frequency function estimate error at \( 2\omega \), i.e., \( G_N(e^{2j\omega}) \) can be arbitrarily large. On the other hand, \( \Phi_u(2\omega) > 0 \) since \( u(t) \) contains frequency \( 2\omega \) component. Therefore, the left side of (15) does not have bound. Apparently the cause is that \( e(t) \) introduced nonlinear dynamics.

### 3 Variance Aspects

#### 3.1 Least Squares

It is well known (see e.g., [3]) that with a probabilistic setting, we can get the following convergence rate expression:

\[
\sqrt{N}(\hat{\theta}_N - \theta^*) \in \text{AsN}(0, P),
\]

(16)

which tells us that the distribution of the parameter estimate will be asymptotically normal. Also the variance of \( \hat{\theta}_N \) will thus behave like \( \frac{1}{N} P \) asymptotically. Now, both these statements are inherently tied to a probabilistic framework. If you make an experiment design to minimize \( P \), you are therefore guaranteeing that your result will be good “on the average”. But suppose that you are primarily concerned with the actual experiment and the quality of your actual estimate \( \hat{\theta}_N \) (a very reasonable concern). We would then ask the question whether \( P \) actually tells us anything about the convergence rate of \( \hat{\theta}_N \) to \( \theta^* \) for the data sequence in question. The first conjecture could be that

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} t \cdot (\hat{\theta}_t - \theta^*)(\hat{\theta}_t - \theta^*)^T = P
\]

(17)

for the realization in question.

Ideally, to rid ourselves from the probabilistic framework, we should aim at proving that if \( \{e_0(t)\} \) is such that (7)-(8) hold (plus possibly some other relations of the same nature) then (17) will hold. However, this we will not be able to prove and it is certainly not true as can be demonstrated by a simple example (see [2]).

#### 3.2 Least Squares with Forgetting Factors

While impossible for the ordinary LS methods, it is possible for WLS with a forgetting factor to get an ergodicity type result.

Consider WLS with forgetting factor \( \lambda \). (0 < \lambda < 1)

Suppose our model is linear regression model:

\[
y_t = \theta^T \phi_t + e_t, \quad t \geq 1.
\]

(18)

The minimum criterion is

\[
V_N = \frac{1}{N} \sum_{t=1}^{N} \lambda^{N-t} (y_t - \theta^T \phi_t)^2.
\]

Then the estimate error:

\[
\hat{\theta}_N = B_N \sum_{t=1}^{N} \lambda^{N-t} e_t \phi_t,
\]

where,

\[
B_N \triangleq \left( \sum_{t=1}^{N} \lambda^{N-t} \phi_t \phi_t^T \right)^{-1}.
\]

(19)
Hence, the error size:

\[
\frac{1}{N} \sum_{t=1}^{N} \tilde{\theta}_t \tilde{\theta}_t^T = \frac{1}{N} \sum_{t=1}^{N} B_t \sum_{i=1}^{t} \lambda^{t-i} e_i \phi_i \sum_{j=1}^{t} \lambda^{t-j} e_j \phi_j^T B_t^T
\]

\[
= \frac{1}{N} \sum_{t=1}^{N} \sum_{s=1}^{N-t} \sum_{i=1}^{t} \lambda^{2(t-s-r)} e_s e_{s+r} B_t \Phi(s, \tau) B_t^T
\]

\[
= \frac{1}{N} \sum_{t=0}^{N-1} \sum_{s=1}^{N-t} \sum_{t=s+r}^{N} \lambda^{2(t-s-r)} e_s e_{s+r} B_t \Phi(s, \tau) B_t^T
\]

\[
= \frac{1}{N} \sum_{t=0}^{N-1} \sum_{s=1}^{N-t} e_s e_{s+r} A(s, \tau, N),
\]

where, \( A(s, \tau, N) \triangleq \sum_{t=s+r}^{N} \lambda^{2(t-s-r)} B_t \Phi(s, \tau) B_t^T \), and

\[
\Phi(s, \tau) \triangleq \begin{cases} 
\phi_s \phi_{s+r}^T + \phi_s \phi_s^T, & \tau \neq 0; \\
\phi_s \phi_s^T, & \tau = 0.
\end{cases}
\]

By (20), obviously a sufficient condition for

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} \tilde{\theta}_t \tilde{\theta}_t^T
\]

to exist is that

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{t=0}^{N-\tau} e_s e_{s+r} A(s, \tau, N) \text{ exists for any } \tau \geq 0.
\]

(22)

For bounded \( \{\phi_t\} \), it is easy to see that

\( A(s, \tau) \triangleq \lim_{N \to \infty} A(s, \tau, N) \text{ exists and bounded,} \)

and also when \( \phi_t = \{u_{t-1}, \cdots, u_{t-n}\} \) and \( \{u_t\} \) are periodic with period \( T \), we have

\[
\tilde{A}_{p, \tau} \triangleq \lim_{k \to \infty} A(kT + p, \tau)
\]

exists and bounded for any \( p = 0, \cdots, T - 1 \), which means that \( A(s, \tau) \) is asymptotically periodic in \( s \).

Hence if \( \{e_t\} \) are bounded and

\[
\sigma_{p, \tau} \triangleq \lim_{N_1 \to \infty} \frac{1}{N_1} \sum_{k=1}^{N_1} e(kT+p) e(kT+p+\tau) \text{ exists and bounded}
\]

for any \( p = 0, \cdots, T - 1 \), and \( \tau \geq 0 \), (23)

we have

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} e_s e_{s+r} A(s, \tau, N) =
\]

\[
\sum_{p=0}^{T-1} \sum_{k=1}^{N_1} e(kT+p) e(kT+p+\tau) \tilde{A}_{p, \tau}
\]

\[
= \frac{1}{T} \sum_{p=0}^{T-1} \sigma_{p, \tau} \tilde{A}_{p, \tau}.
\]

Consequently, by (20)

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} \tilde{\theta}_t \tilde{\theta}_t^T = \sum_{t=0}^{\infty} \lambda^t \frac{1}{T} \sum_{p=0}^{T-1} \sigma_{p, \tau} \tilde{A}_{p, \tau},
\]

(24)

where,

\[
\tilde{A}_{p, \tau} = \lim_{k \to \infty} \frac{1}{N} \sum_{t=0}^{N-t} \lambda^{2(t-kT-p-\tau)} B_t \Phi(kT + p, \tau) B_t^T
\]

\[
= \frac{1}{1 - \lambda^2} B_{\infty} \Phi(p, \tau) B_{\infty}
\]

with \( B_t \) and \( \Phi(s, \tau) \) defined in (19) and (21), and \( B_{\infty} \triangleq \lim_{t \to \infty} B_t \).

Now we arrive at the following result.

**Theorem 3.1** Consider a FIR model with periodic inputs with period \( T \). Assume that the disturbance sequence \( \{e_t\} \) is bounded and satisfies (23). If the parameters are estimated using WLS with forgetting factor \( 0 < \lambda < 1 \), then we can interpret the error size asymptotically as in (24)-(25) with the averaged noise correlations in (23).

It is obvious from probabilistic point of view, (22) should hold for any quasi-stationary inputs independent of the noise. Hence the conclusion of Theorem 3.1 can be extended. The extension is stated in next theorem, where a probabilistic framework has to be used.

**Theorem 3.2** Consider a FIR model with quasi-stationary inputs. Assume that the noise \( \{e_t\} \) are quasi-stationary, independent of the inputs and have the following averaging property:

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{s=1}^{N} e_s e_{s+r} = \sigma_r, \text{ w.p.1. for any } \tau \geq 0.
\]

Then for the parameters estimated using WLS with forgetting factor \( 0 < \lambda < 1 \), the error size is given by

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} \tilde{\theta}_t \tilde{\theta}_t^T = \sum_{\tau=0}^{\infty} \lambda^\tau \sigma_r A(\tau), \text{ w.p.1.}
\]

where

\[
A(\tau) = \frac{1}{1 - \lambda^2} B_{\infty} \lim_{N \to \infty} \frac{1}{N} \sum_{s=1}^{N} \Phi(s, \tau) B_{\infty},
\]

p. 4
with \( B_\infty \triangleq \lim_{N \to \infty} B_N \), \( B_N \) and \( \Phi(s, \tau) \) defined in (19) and (21).

4 Relative Qualities Independent of Disturbances

Consider the LS estimation method to estimate \( \theta \) in the linear regression model (18). The estimate error is given by

\[
\hat{\theta}_N = \left( \sum_{i=1}^{N} \phi_i \phi_i^T \right)^{-1} \sum_{i=1}^{N} \phi_i e_i. \tag{26}
\]

Suppose for another \( \{ \phi'_i \} \), there exists some nonsingular matrix \( P \) such that

\[
[\phi_1 \phi_2 \cdots \phi_N] = P[\phi'_1 \phi'_2 \cdots \phi'_N], \tag{27}
\]
then it is obvious that for the same noise sequence \( \{ e_t, 1 \leq t \leq N \} \), there exists a linear transformation between \( \hat{\theta}_N \) and \( \hat{\theta}'_N \)—the estimation error using \( \phi'_i \):

\[
\hat{\theta}_N = (P^T)^{-1}\hat{\theta}'_N. \tag{28}
\]

Now we start to search under what kind of conditions, such a \( P \) in (27) exists. Let’s consider the FIR model with order \( n \), i.e.,

\[
\phi_t = [u_{t-1}, u_{t-2}, \ldots, u_{t-n}]^T. \tag{29}
\]

(i) Periodic inputs.

Suppose \( \{u_t\}, \{u'_t\} \) are both periodic with the same period \( \tau \). Then \( \{\phi_i\}, \{\phi'_i\} \) are also periodic with period \( \tau \). It is obvious that \( \tau \geq n \) is the necessary condition for

\[
\left( \sum_{i=1}^{N} \phi_i \phi_i^T \right) \text{ and } \left( \sum_{i=1}^{N} \phi'_i \phi'_i^T \right)
\]
to be non-singular. It is also easy to see that there exists a matrix \( P \) such that

\[
[\phi_1 \phi_2 \cdots \phi_{\tau}] = P[\phi'_1 \phi'_2 \cdots \phi'_{\tau}] \tag{30}
\]
is the necessary and sufficient condition for (27) to hold.

(ii) Sinusoidal inputs.

Consider two sequences of sinusoids inputs with the same frequencies but different amplitudes and phases:

\[
u_t = \sum_{i=1}^{m} a_i \sin(\omega_i t + \varphi_i), \quad u'_t = \sum_{i=1}^{m} a'_i \sin(\omega_i t + \varphi'_i), \quad \omega_i, 1 \leq i \leq m \text{ are different.} \tag{31}\]
Assume that \( \omega_i \notin \{k\pi \mid k \in N \} \) and that \( 2m = n \). Then \( m \) is the minimum number of frequencies to make \( n \) parameters identifiable.

We have the following result.

**Theorem 4.1** Suppose the input-output dynamics can be described by an FIR model with order \( n \). Then for two different sinusoids inputs as in (31) with \( 2m = n \), but the same disturbance sequence \( \{e_t\} \), we have the following relationship between the frequency function estimate errors:

\[
\tilde{G}_N(\omega) e^{j\varphi_i} = \frac{a'_i}{a_i} \tilde{G}_N(\omega) e^{j\varphi'_i} \tag{32}
\]
for any \( 1 \leq i \leq m, N \geq n \).

**Remark 4.1** Theorem 4.1 means that the estimation error of the frequency function is inversely proportional to the amplitude of the sinusoid at the frequency in question and has nothing to do with other frequencies. This is intuitively appealing since the number of parameters \( n = 2m \) is the maximum identifiable number of parameters, which gives the identified model enough flexibility to decouple the effects of different frequencies. This result holds for any disturbance \( \{e_t\} \) and at any time \( N \geq n \) as long as the disturbance does not depend on the inputs.

**Proof.** It is easy to prove that

\[
\text{rank}[\phi_1 \phi_2 \cdots \phi_n] = n, \quad \text{with } \phi_t \text{ defined in (29). Hence,}
\]

\[
\text{rank} \left( \sum_{i=1}^{N} \phi_i \phi_i^T \right) = n, \quad \text{for } N \geq n. \tag{33}
\]

Furthermore, we can prove that there exist \( c_1, c_2, \cdots, c_n \) (dependent only on \( \omega_i, 1 \leq i \leq m \)), such that for any \( t > n \),

\[
\phi_t = c_1 \phi_{t-1} + c_2 \phi_{t-2} + \cdots + c_n \phi_{t-n}. \tag{34}
\]

Therefore,

\[
[\phi_1 \phi_2 \cdots \phi_n]^{-1}[\phi_1 \phi_2 \cdots \phi_n] = [\alpha_1 \alpha_2 \cdots \alpha_n], \tag{35}
\]
where, \( \alpha_t = e_t, 1 \leq t \leq n, \alpha_t = c_1 \alpha_{t-1} + c_2 \alpha_{t-2} + \cdots + c_n \alpha_{t-n}, t > n. \)

Similarly for \( u'_t \) and the corresponding \( \phi'_i \), we also have for any \( t > n \),

\[
\phi'_t = c_1 \phi'_{t-1} + c_2 \phi'_{t-2} + \cdots + c_n \phi'_{t-n}. \tag{36}
\]

Thus,

\[
[\phi'_1 \phi'_2 \cdots \phi'_n]^{-1}[\phi'_1 \phi'_2 \cdots \phi'_n] = [\alpha_1 \alpha_2 \cdots \alpha_n]. \tag{37}
\]

Let \( P \triangleq [\phi_1 \phi_2 \cdots \phi_n][\phi'_1 \phi'_2 \cdots \phi'_n]^{-1} \). Then by (34) and (36), \( P \) satisfies (27). Hence,

\[
\tilde{\theta}_N = (P^T)^{-1}\tilde{\theta}'_N = ([\phi_1 \phi_2 \cdots \phi_n]^T)^{-1}[\phi'_1 \phi'_2 \cdots \phi'_n]^T \tilde{\theta}'_N. \tag{38}
\]
Hence, in the case that \( \text{det}(A) \neq 0 \), the calculation is somewhat more complicated. First, by explicit calculation, we can get the following equation:

\[
\frac{a_i}{a'_i} A'_i A_i^{-1} \begin{bmatrix} e^j(\omega_i + \varphi_i) \\ e^j(\omega_i + \varphi'_i) \end{bmatrix} = \begin{bmatrix} e^j(\omega_i + \varphi'_i) \\ e^j(\omega_i + \varphi'_i) \end{bmatrix},
\]

which together with (45) leads to

\[
\hat{\theta}_N(U_i^{-1}) \begin{bmatrix} A'_i A_i^{-1} \begin{bmatrix} 0_{(n-2) \times 2} & B'_i B_i^{-1} \end{bmatrix} U_i^{-1} \\ e^{j(\omega_i + \varphi'_i)} \\ e^{j(\omega_i + \varphi'_i)} \end{bmatrix} \begin{bmatrix} e^{j(\omega_i + \varphi'_i)} \\ e^{j(\omega_i + \varphi'_i)} \end{bmatrix},
\]

\[
e^{-j\omega_i} e^{-2j\omega_i} \ldots e^{-n\omega_i} e^{j\varphi_i}.
\]

which means that in the general case, (32) holds.

\[\Box\]
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