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Abstract—Within the area of systems analysis there are several problem formulations that can be rewritten as semidefinite programs. Increasing demand on computational efficiency and ability to solve large scale problems make the available generic solvers inadequate. In this paper structure knowledge is utilized to derive tailored calculations and to incorporate adaptation to the different properties that appear in a proposed inexact interior-point method.

I. INTRODUCTION

In this paper a structured semidefinite programming (SDP) problem is defined and a tailored algorithm is proposed and evaluated. The problem formulation, can for example be applied to analysis of polytopic linear differential inclusions (LDIs). The reformulation from systems analysis problems to SDPs is described in [9] and [17].

The software packages available to solve SDP problems are numerous. For example, if YALMIP, [27], is used as an interface, nine available solvers can be applied. Some examples of solvers are SDPT3, [33], DSDP, [2] and SeDuMi, [32], [29] all of which are interior-point methods. These solvers solve the optimization problem on a general form. The problem size will increase with the number of constraints and the number of matrix variables. Hence, for large scale problems, generic solvers will not have an acceptable solution time or terminate within an acceptable number of function calls. It is necessary to utilize the problem structure to speed up the performance. Here an algorithm is described that uses inexact search directions for an infeasible interior-point method. A memory efficient iterative solver is described that uses inexact search directions for an infeasible interior-point method. In each step of the algorithm, the error tolerance for the iterative solver decreases, and hence the initial steps are less expensive to calculate than the last ones.

Iterative solvers for linear systems of equations are well studied in the literature. For applications to optimization and preconditioning for interior-point methods see [12], [7], [11] [5], [19], [22] and [35]. Here a SDP problem is studied and hence are the algorithms in [12], [7], [11] and [5] not applicable. In [19], [22] and [35] a potential reduction method is applied and an iterative solver for the search directions is used. In [19] a feasible interior-point method is used and hence the inexact solutions to the search direction equations need to be projected into the feasible space at a high cost. In [22] and [35] this was circumvented by solving one linear system of equations for the primal search direction and another linear system of equations for the dual search direction, however also at a higher computational cost.

Furthermore, solving the normal equations in [19] resulted in an increasing number of iterations in the iterative solver when tending towards the optimum. In this paper the augmented equations are solved, which results in an indefinite linear system of equations. No increase in the number of iterations in the iterative solver has been observed. The behavior of constant number of iterations in the iterative solver has also been observed in [21] and [11]. In [12] the same behavior was noted for linear programming. There the augmented equations are solved when the iterate is close to the optimum.

A problem similar to the one discussed in this paper has been investigated in [34], [36] and [19]. However, the problem classes do not coincide since the constraints in this work share the matrix variable $P$, defined later in the paper.

In [25] some preliminary results were presented. However, it was noted that the convergence of the iterative solver was only satisfactory initially in the algorithm and hence further work was needed to cover a larger class of problems. The two stage method described in this paper overcomes this problem in many cases.

The remaining part of the paper is organized as follows. First the optimization problem is formulated and some mathematical preliminaries are presented. Then a brief discussion of optimality conditions and the inexact interior-point method is presented. When the overall algorithm is defined the equations to find the search directions are given and the solution of that linear system of equations is discussed. A new preconditioner is suggested and described in detail. Finally some computational results are presented where the proposed algorithm is compared to the SDPT3 solver.

II. PROBLEM FORMULATION

Denote the space of symmetric matrices of size $n$ as $S^n$. The optimization problem to be solved is

$$\begin{align*}
\text{min} & \quad c^T x + \langle C, P \rangle \\
\text{s.t.} & \quad \mathcal{F}_i(P) + \mathcal{G}_i(x) + M_{i,0} = S_i, \quad i = 1, \ldots, n_i \\
& \quad S_i \succeq 0
\end{align*}$$

where the decision variables are $S_i \in S^{n_i + m}, P \in S^n$ and $x \in \mathbb{R}^{n_x}$.

$$\mathcal{F}_i(P) = \begin{bmatrix} \mathcal{L}_i(P) & P B_i \\ B_i^T P & 0 \end{bmatrix} = \begin{bmatrix} A_i^T P + P A_i & P B_i \\ B_i^T P & 0 \end{bmatrix}$$
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and
\[ G_t(x) = \sum_{k=1}^{n_x} x_k M_{i,k}, \]  
Eq. (3)
with \( A_i \in \mathbb{R}^{n \times n}, B_i \in \mathbb{R}^{n \times m}, C \in \mathbb{S}^n \) and \( M_{i,k} \in \mathbb{S}^{n+m} \).

The inner product \((C, P)\) is Trace\((C, P)\), and \( L_i : \mathbb{S}^n \to \mathbb{S}^n \) is the Lyapunov operator \( L_i(P) = A_i^T P + P A_i \), with adjoint \( L_i^*(X) = A_i X + X A_i^T \). Furthermore, the adjoint operators of \( F_i \) and \( G_i \)
\[ F_i^*(Z_i) = [A_i \quad B_i] Z_i \begin{bmatrix} I_n \\ 0 \end{bmatrix} + [I_n \quad 0] Z_i \begin{bmatrix} A_i^T \\ B_i^T \end{bmatrix} \]  
Eq. (4)
and
\[ G_i^*(Z_i)_k = (M_{i,k}, Z_i), \quad k = 1, \ldots, n_x \]  
Eq. (5)
respectively, where \( Z_i \in \mathbb{S}^{n+m} \).

When we study \((1)\) on a higher level of abstraction the operator \( A(P, x) = \oplus_{i=1}^{n_x} (F_i(P) + G_i(x)) \) is used. Its adjoint is \( A^*(Z) = \sum_{i=1}^{n_x} (F_i^*(Z_i), G_i^*(Z_i)) \) where \( Z = \oplus_{i=1}^{n_x} Z_i \).

Also define \( S = \oplus_{i=1}^{n_x} S_i \) and \( M_0 = \oplus_{i=1}^{n_x} M_{i,0} \).

For later use we define \( z = (x, P, S, Z) \) and the corresponding finite-dimensional vector space \( Z = \mathbb{R}^{n_x} \times \mathbb{S}^{n+m} \times \mathbb{S}^{n+m} \times \mathbb{S}^{n+m} \) with its inner product \((\cdot, \cdot)_Zz\).

Throughout the paper it is assumed that the mapping \( A \) has full rank.

### III. Inexact Interior-point Method

In this work a primal-dual interior-point method is implemented. For such algorithms the primal and dual problems are solved simultaneously. The primal and dual for \((1)\) with the higher level of notation are
\[
\begin{align*}
\text{min} & \quad c^T x + (C, P) \\
\text{s.t.} & \quad A(P, x) + M_0 = S \\
& \quad S \succeq 0
\end{align*}
\]  
Eq. (6)
and
\[
\begin{align*}
\max & \quad - (M_0, Z) \\
\text{s.t.} & \quad A^*(Z) = (C, c) \\
& \quad Z \succeq 0
\end{align*}
\]  
Eq. (7)
respectively. If strong duality holds, the Karush-Kuhn-Tucker conditions define the solution to the primal and dual optimization problems, [10]. The Karush-Kuhn-Tucker conditions for the optimization problems in \((6)\) and \((7)\) are
\[
\begin{align*}
A(P, x) + M_0 &= S, \quad A(P, x) + M_0 = S \quad (8) \\
A^*(Z) &= (C, c), \quad (9) \\
Z S &= 0, \quad (10) \\
S \succeq 0, \quad Z \succeq 0 \quad (11)
\end{align*}
\]
For later use, define the complementary slackness \( \nu \) as
\[ \nu = \frac{(Z, S)}{n} \]  
Eq. (12)
To derive the equations for the search directions in the next iterate, \( z^+ = z + \Delta z \) is defined and inserted into \((8)-(11)\). Then a linearization of these equations is made. In order to obtain a symmetric update of the matrix variables we introduce the symmetrization operator \( \mathcal{H} : \mathbb{R}^{n \times n} \to \mathbb{S}^n \) that is defined as
\[ \mathcal{H}(X) = \frac{1}{2} (R^{-1} X R + (R^{-1} X R)^T) \]  
Eq. (13)
where \( R \in \mathbb{R}^{n \times n} \) is a so called scaling matrix. For a thorough description of scaling matrices, see [37] and [38]. The described procedure results in a linear system of equations for the search directions
\[
\begin{align*}
A(\Delta P, \Delta x) - \Delta S &= -(A(P, x) + M_0 - S), \quad (14) \\
A^*(\Delta Z) &= (C, c) - A^*(Z), \quad (15) \\
\mathcal{H}(\Delta Z S + Z \Delta S) &= \sigma \nu I - \mathcal{H}(Z S), \quad (16)
\end{align*}
\]
It is known that if the operator \( A \) has full rank, \( Z > 0 \) and \( S > 0 \), then the linear system of equations in \((14)-(16)\) has a unique solution. See Theorem 10.2.2 in [37] for details.

Now we are ready to define the algorithm. The algorithm is based on a set \( \Omega \) defined as
\[ \Omega = \{ z = (x, P, S, Z) \mid S \succeq 0, Z \succeq 0, \quad (17) \]
\[ \| A(P, x) + M_0 - S \|_2 \leq \beta \nu, \quad \| A^*(Z) - (C, c) \|_2 \leq \beta \nu, \quad \gamma \nu I \succeq \mathcal{H}(Z S) \geq \eta \nu I \}
\]
where the scalars \( \beta, \gamma \) and \( \eta \) will be defined later on. Below the overall algorithm, which is taken from [30], is summarized, and adapted to semidefinite programming.

**Algorithm: Interior-point method**

0. Initialize the counter \( j = 1 \) and choose \( 0 < \eta < \eta_{\text{max}} < 1, \gamma \geq n, \beta > 0, \kappa \in (0, 1), 0 < \sigma_{\text{min}} < \sigma_{\text{max}} < 1, \epsilon > 0, 0 < \chi < 1 \) and \( z^0 \in \Omega \).

1. Evaluate stopping criteria. If fulfilled, terminate the algorithm.

2. Choose \( \sigma \in (\sigma_{\text{min}}, \sigma_{\text{max}}). \)

3. Compute the scaling matrix \( R \).

4. Solve \((14)-(16)\) for search direction \( \Delta z^j \) with a residual tolerance \( \epsilon \sigma \beta \nu / 2 \).

5. Choose a step length \( \alpha^j \) as the first element in the sequence \( \{1, \chi, \chi^2, \ldots\} \) such that
\[ z^{j+1} = z^j + \alpha^j \Delta z^j \in \Omega \]
and such that \( \nu^{j+1} \leq (1 - \alpha \kappa (1 - \sigma)) \nu^j \).

6. Update the variables, \( z^{j+1} = z^j + \alpha^j \Delta z^j \) and the counter \( j := j + 1 \).

7. Return to step 1.

Note that any iterate generated by the algorithm is in \( \Omega \), which is a closed set, since it is defined as an intersection of closed sets, see [23].

**Convergence**

For a detailed description and a convergence proof, see [23].

### IV. Search Directions

It is the solution of \((14)-(16)\), which is performed in step 4 of the algorithm, that requires the most effort in an interior-point method. In order to study \((14)-(16)\) in more detail
rewrite them as
\[ W_i \Delta Z_i W_i + F_i(\Delta P) + G_i(\Delta x) = D_{1,i}, \forall i \]
\[ \sum_{i=1}^{n_i} F_i(\Delta Z_i) = D_2 \]
\[ \sum_{i=1}^{n_i} G_i(\Delta Z_i) = D_3 \]
where \( W_i = R_i R_i^T \in S^n \). In this work \( W_i \) are the Nesterov-Todd (NT) directions. For details on the NT scaling matrix see [28]. Note that the linear system of equations (18)–(20) is indefinite.

V. Iterative solver

The number of available algorithms to solve a linear system of equations with an iterative solver is large. Choosing solver is highly problem dependent. Properties such as definite/indefinite coefficient matrix, Hermitian or non-Hermitian coefficient matrix determine which algorithm is applicable. Additionally the choice of preconditioner will affect what algorithm is to be used. In [20] algorithms are explained and studied in detail and in [1] the implementational details are discussed.

In the described problem an indefinite system is to be solved, hence algorithms for indefinite systems will be the main focus. Additionally the preconditioner will be indefinite, which restricts the choice even further. Examples of iterative solvers that handle an indefinite coefficient matrix and an indefinite preconditioner are the bi-conjugate gradient method and its stabilized version (BiCG and BiCGstab), the quasi minimal residual (QMR) method, and various versions of the generalized minimal residual (GMRES) method.

Here the symmetric quasi-minimal residual method (SQMR) is chosen. SQMR is the only solver that uses that the coefficient matrix is symmetric. Another positive property is that SQMR does not require as much storage as the theoretically optimal GMRES solver. An undesired property is that the residual is not included in the algorithm. Hence, it must be calculated if a guaranteed residual is required from the iterative solver.

In [15] and [16] the original SQMR algorithm description is presented. To simplify the description, we rewrite (18)–(20) as \( B(\Delta z) = b \) and denote the invertible preconditioner \( P(\Delta z) = p \). The described algorithm is SQMR without look-ahead for the linear system of equations using operator formalism.

Algorithm: SQMR

0. Choose \( \Delta z_0 \in \mathbb{Z} \) and preconditioner \( P(\cdot) \). Then set \( r_0 = b - B(z_0), t = r_0, \tau_0 = \|t\|_2 = \sqrt{\langle r_0, r_0 \rangle}, q_0 = P^{-1}(r_0), \varrho_0 = \langle r_0, q_0 \rangle, \) and \( d_0 = 0 \).

For \( j = 1, 2, \ldots \)
1. Compute \( t = B(q_{j-1}) \), \( v_{j-1} = \langle q_{j-1}, t \rangle \).
   if \( v_{j-1} = 0 \), then Terminate
   else \( \alpha_{j-1} = \frac{\varrho_{j-1}}{v_{j-1}} \) and \( r_j = r_{j-1} - \alpha_{j-1} t \)
   end
2. Set \( t = r_j, \varrho_j = \|t\|_2/\tau_{j-1}, c_j = 1/\sqrt{1 + \varrho_j^2}, \tau_j = \tau_{j-1} \varrho_j c_j, d_j = c_j^2 \varrho_j^2 d_{j-1} + c_j^2 \tau_{j-1} q_j + \Delta z_j = \Delta z_{j-1} + d_j. \)
   if \( \Delta z_j \) has converged, then Terminate
   end

item[3.] if \( \rho_{j-1} = 0 \), then Terminate
   else \( u_j = P^{-1}(t), r_j = \langle r_j, u_j \rangle, \beta_j = \frac{\rho_j}{\rho_{j-1}}, \) and \( q_j = u_j + \beta_j q_{j-1} \).
   end

Here \( b, p, r, t, q, d \in \mathbb{Z} \) and \( \tau, \varrho, \rho, v, \alpha, c \in \mathbb{R} \).

VI. Preconditioning

The construction of a good preconditioner is highly problem dependent. A preconditioner should reflect the main properties of the original equation system and still be inexpensive to evaluate. There is a wide variety of preconditioners in the literature. In [4] the general class of saddle point problems are studied and some preconditioners are discussed. Here only the preconditioners applicable to an indefinite system of equations are discussed.

There are many strategies to approximate the linear system of equations to obtain a preconditioner. A popular choice is to approximate the symmetric and positive definite \((1,1)\)-block of the coefficient matrix with some less complicated structure. Common approximations are to use a diagonal matrix or a block-diagonal matrix. A collection of such methods can be found in [7], [14], [13], [5] and [26]. The preconditioner used in the initial stage of the defined algorithm uses this approximation.

Another strategy of preconditioning is to replace the coefficient matrix with a non-symmetric approximation that is easier to solve, as described in [3] and [8].

Finally, incomplete factorizations can be used. This is recommendable especially for sparse matrices, see [31] for further details.

In this work a two phase algorithm is described. The two separate phases are due to the change of properties when the iterates tend toward the optimum. The use of two separate preconditioners have previously been applied to linear programming problems in [12] and [6].

Preconditioner I

This preconditioner is based on the assumption that the \( W_i \) matrices can be described by a scalar value, \( W_i = w_i \cdot I_{n+m} \), \( \forall i \) and that the constraints are closely related \( F_i \approx F, \forall i \) and \( G_i \approx G, \forall i \). This results in a preconditioner that can be condensed to solving a linear system of equations of the same size as if there were only one constraint in the optimization problem with a simple scaling matrix. For a thorough description and simulation results, see [25], where it was noted that the described assumption is only valid in the initial steps of the algorithm. An explanation is that when the iterates tend to the boundary of the feasible region the eigenvalues of \( W_i \) for the active constraint are not close to each other. A clustering of the eigenvalues into two clusters has been noted. Hence, the assumption that \( W_i \) can be described by a scalar value is not valid. Similar behaviour has been noted in [18]. However, when the assumption is valid the preconditioner is much faster than solving the original
system of equations. Thus it is used as a preconditioner for the initial phase of the algorithm.

Preconditioner II

The inspiration to Preconditioner II is found in [18]. In that work the analysis does not consider block structure in the coefficient matrix. Furthermore, the problem is reformulated to obtain a definite coefficient matrix since the chosen solver requires a definite preconditioner. Here we will construct an indefinite preconditioner by identifying the constraints that indicate large eigenvalues for the scaling matrices and look at the linear system of equations on a block structure introduced by the constraints to construct an indefinite preconditioner.

First define the symmetric vectorization operator $svec(X) = (X_{11}, \sqrt{2}X_{12}, \ldots, X_{22}, \sqrt{2}X_{23}, \ldots)^T$. The $svec$ operator yield a symmetric coefficient matrix when applied to (18)–(20). For notational convenience define

$$D_{vec} = \begin{pmatrix} svec(D_{1,1}) \\ \vdots \\ svec(D_{2}) \end{pmatrix}$$

To illustrate how Preconditioner II works, the vectorized version of (18)–(20) is studied. The linear system of equations for the search directions in a vectorized form can be written as

$$\begin{pmatrix} H_1 & F_1 & G_1 \\ \vdots & \vdots & \vdots \\ H_{n_1} & F_{n_1} & G_{n_1} \end{pmatrix} \Delta = D_{vec}$$

(21)

where $H_i$, $F_i$ and $G_i$ denote appropriate submatrices.

To simplify the expressions in this section, define

$$N_i = (F_i \ G_i)$$

(22)

Simple matrix manipulations give the solution of (21) as

$$\begin{pmatrix} \text{svec}(\Delta P) \\ \Delta x \end{pmatrix} = \begin{pmatrix} \sum_i N_i^T H_i^{-1} N_i \\ \sum_i N_i^T H_i^{-1} svec(D_{1,i}) - \left( \text{svec}(D_{2}) D_3 \right) \end{pmatrix}^{-1} \times$$

(23)

and

$$Z_i = H_i^{-1} \left( svec(D_{1,i}) - N_i \left( \text{svec}(\Delta P) \Delta x \right) \right)$$

(24)

It has been observed in simulations that the eigenvalues of $W_i$ grow large when the iterates tend towards the optimum. This implies that the eigenvalues of $H_i$ grow large and hence will $H_i^{-1} N_i \approx 0$. $F_i$ and $G_i$ do not change during the iterations and have elementwise monotone values which give the result.

To derive the preconditioner, assume that $H_i^{-1} N_i \approx 0$ is valid for all $i \neq s$. As an intermediate result, note that

$$\sum_i N_i^T H_i^{-1} N_i \approx N_s^T H_s^{-1} N_s$$

(25)

Then the approximate solution is

$$\begin{pmatrix} \text{svec}(\Delta P) \\ \Delta x \end{pmatrix} = \begin{pmatrix} N_s^T H_s^{-1} N_s \\ N_s^T H_s^{-1} svec(D_{1,s}) - \left( \text{svec}(D_{2}) D_3 \right) \end{pmatrix}^{-1} \times$$

(26)

and

$$Z_i = \begin{cases} H_i^{-1} \text{svec}(D_{1,i}), & i \neq s \\ H_i^{-1} \left( \text{svec}(D_{1,i}) - N_i \left( \text{svec}(\Delta P) \Delta x \right) \right), & i = s \end{cases}$$

(27)

This can be interpreted as the solution to an approximation of (21). Written on vectorized form, the approximative solution (26)–(27) is the solution to

$$\begin{pmatrix} H_1 & \ldots & F_s & G_s \\ \ldots & \ldots & \ldots & \ldots \\ F_{s}^T & \ldots & H_{n_s} & G_{n_s}^T \end{pmatrix} \Delta = D_{vec}$$

(28)

This linear system of equations have a nice structure. $\Delta P$, $\Delta x$ and $\Delta Z_s$ can be found by solving a system of equations, as if we had a single constraint. The remaining dual variables $\Delta Z_i, i \neq s$ are easily found by matrix inversions.

The constraint $s$ is found by studying the eigenvalues of the $W_i$ matrices. A large condition number indicates that the assumption is valid. This results in that the preconditioner solves

$$W_i \Delta Z_i W_i = D_{1,j}, \ i \neq s$$

(29)

$$W_s \Delta Z_s W_s + F_s(\Delta P) + G_s(\Delta x) = D_{1,s}$$

(30)

$$F_s(\Delta Z_s) = D_2$$

(31)

$$G_s(\Delta Z_s) = D_3$$

(32)

The solution of (30)–(32) is a well studied problem. By using the results in [24], (30)–(32) can be solved at a total cost of $O(n^3)$. Finally, the dual variables $\Delta Z_i$ in (29) are easily obtained by matrix inversions.

Algorithm: Preconditioner II

1. Identify the constraint with the smallest condition number and denote it by $s$.
2. Solve (30)–(32) to obtain $\Delta P$, $\Delta x$ and $\Delta Z_s$.
3. Compute $\Delta Z_i = W_i^{-1} D_{1,i} W_i^{-1}, \ i \neq s$

VII. COMPUTATIONAL EVALUATION

All experiments are performed on a Dell Optiplex GX620 with 2GB RAM, Intel P4 640 (3,2GHz) CPU running under CentOS 4.1. Matlab version 7.4 (R2007a) is used with YALMIP version 3 (R20070810), [27], as interface to the solver. As comparison SDPT3 Version 4.0 (beta), [33], is used as underlying solver. Since the intention is to solve large scale optimization problems, the tolerance for termination is set to $10^{-3}$ for the relative and absolute residual. It is noted that both SDPT3 and the written solver terminate due to the
relative residual being below the desired tolerance in all the problems in this simulation study.

A comparison of absolute solution times is not always fair since the choice of implementation language is crucial. In SDPT3 the expensive calculations are implemented in C while the overview algorithm is written in Matlab. For the algorithm described and evaluated in this work the main algorithm, the iterative solver and Preconditioner I are written in Matlab. However the construction of the \( H \) matrix from basis matrices of low rank is implemented in C and that is the operation that requires the most computational effort. Obviously an implementation in C of the algorithm described and evaluated in this work the computational time applicable. The C and that is the operation that requires the most computational effort. Obviously an implementation in C of the block-diagonalization and the low rank decomposition would improve the described solver. The similarity in the level of implementation in C makes a comparison in absolute computational time applicable.

The parameters in the algorithm are set to \( \kappa = 0.01, \sigma_{\text{max}} = 0.9, \sigma_{\text{min}} = 0.01, \eta = 10^{-6}, \chi = 0.9, \epsilon = 10^{-8} \) and \( \beta = 10^{\beta_{\text{lim}}} \) where \( \beta_{\text{lim}} = \max(\|A(P,x) + M_0 - S\|_2, \|A^*(Z) - (C,c)\|_2) \). The choice of parameter values are based on knowledge obtained during the development of the algorithm and through continuous evaluation. Note that the choice of \( \sigma_{\text{max}} \) is not within the convergence proof given in [23], however the choice is motivated by faster convergence in practice and as good convergence as with \( \sigma_{\text{max}} \leq 0.5 \). This can be motivated by the fact that values close to zero and one correspond to predictor and corrector steps respectively.

Switching between the preconditioners is made after ten iterations. This is equivalent to five predictor-corrector steps. A more elaborate switching technique could improve the convergence but for practical use the result is satisfactory.

The only information that Preconditioner II is given is if the active constraint has changed. This information is obtained by the main algorithm. To obtain the solution times, the Matlab command \( \text{cputime} \) is used. Input to the solvers are the system matrices, so any existing preprocessing of the problem is included in the total solution time.

In order to monitor the progress of the algorithm the residual for the search directions is calculated in each iteration in the iterative solver. If further improvement is desired one could use the in SQMR for free available Biconjugate Gradient (BCG) residual. However this results in that the exact residual is not known and hence the convergence might be affected.

**Initialization**

For comparable results, the initialization scheme given in [33] is used for the dual variables,  
\[
Z_i = \max\left(10, \sqrt{n + m}, \max_{k=1, \ldots, n} \frac{(n + m)(1 + |c_k|)}{1 + \|M_i,k\|_F}\right) I_{n + m}
\]

where \( \| \cdot \|_F \) denotes the Frobenius norm of a matrix. The slack variables are chosen as \( S_i = Z_i \) while the primal variables are initialized as \( P = I_n \) and \( x = 0 \).

**Examples**

To evaluate the suggested inexact algorithm with an iterative equations solver, randomly generated optimization problems are solved. The procedure to generate the examples is described below. For the examples in this section all randomly generated matrices have a condition number of 10.

**Algorithm: Generate example**

1. Define the scalar value \( \delta \).
2. Generate the mean system matrices \( \bar{A}, \bar{B} \) and \( \bar{M}_k \) using gallery.m.
3. Generate the system matrices \( A_i, B_i \) and \( M_{i,k} \) as \( A_i = \bar{A} \pm \delta \cdot \Delta_A \), \( B_i = \bar{B} \pm \delta \cdot \Delta_B \) and \( M_{i,k} = \bar{M}_{i,k} \pm \delta \cdot \Delta_{M_{i,k}} \). The matrix \( \Delta_A \) is a diagonal matrix where the diagonal is generated by rand.m while \( \Delta_B \) and \( \Delta_{M_{i,k}} \) are generated by gallery.m.
4. Define \( c \) and \( C \) such that a feasible optimization problem is obtained.

**Results**

To make an exhaustive investigation, different problem parameters have been investigated:

\[
n \in \{10, 16, 25, 35, 50, 75, 100, 130, 165\}
\]

\[
m \in \{1, 3, 7\}
\]

\[
n_i \in \{2, 5\}
\]

\[
\delta \in \{0.02, 0.05\}
\]

For each case there are 15 generated examples in order to find the average solution time. Naturally all the simulations cannot be given in detail. As an example the case \( \delta = 0.02, n_i = 5 \) and \( m = 3 \) with varying \( n \) is shown in Figure 1.

![Fig. 1. Solution times for randomly generated problems. Here the problem parameters are set to \( n_i = 5 \) and \( m = 3 \). The solution times for SDPT3 and the inexact solver using two different preconditioners are plotted as a function of \( n \).](image-url)
The suggested algorithm can solve large problems with much lower computational time required. A negative property that has been noted is that it will not converge on all the generated problems. Although, when convergence occurs the solver is always faster than SDPT3 for large problems, \( n \geq 50 \). For the 2420 generated problems 11% does not converge due to numerical problems. Naturally the inability to converge is not uniformly distributed. For \( \delta = 0.01 \) every problem is solved and the worst case is when \( n = 165, n_1 = 5, m = 7 \) and \( \delta = 0.05 \) with a failure rate of 47%. This is natural since this example is the one where the assumptions made in Preconditioner II might not be valid. Best results are obtained for \( m_1 = 2 \) with a failure rate of 8%.

VIII. Conclusions

A new preconditioner has been proposed to a primal-dual inexact interior-point method. The use of this preconditioner close to the optimum enables the solution of large scale problems. Although the algorithm does not converge due to numerical problems for some cases, several problems that are unsolvable with generic software are solved with the proposed algorithm. The results show that structure exploitation and the use of two separate preconditioners for the iterative solver gives an efficient algorithm.
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