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Chapter 1

Introduction

Bayesian networks are used to model systems that involve complexity and uncertainty. The system is described by a directed acyclic graph (DAG), where the nodes represents random variables and the edges describes the relations between them. The graphical model suggests how to decompose the joint probability distribution of the system into smaller parts so that efficient calculations can be performed.

There are two basic problems when constructing a Bayesian network. The first is to decide which edges to use in the graph. The other is to specify the conditional probability tables used in the decomposition of the joint probability distribution when it is factorised along the directed acyclic graph. This thesis deals with the first of these two problems.

For a Bayesian network (definition 9), all conditional dependence relations between variables are represented by corresponding \( d \)-connection between the variables in the directed acyclic graph. A Bayesian network is said to be faithful if in addition to this, all the conditional independence statements between the random variables are represented by \( d \)-separation (definition 11) in the directed acyclic graph. There exist distributions where there does not exist a Bayesian network that is faithful to the distribution.

This thesis studies the maximum minimum parents and children (MMPC) algorithm, which is the first stage of the maximum minimum hill climbing (MMHC) algorithm, introduced in [3]. The aim of the MMHC algorithm is to return a Bayesian network corresponding to a probability distribution. The first stage, the MMPC algorithm, is a constraint based algorithm that determines the skeleton through testing for conditional independence. The construction of the skeleton is followed by the edge orientation phase, which is a search and score based greedy algorithm, orienting the edges that have been selected in the first stage of the algorithm.

If there is a faithful Bayesian network, then the MMPC algorithm locates its skeleton. The aim of the thesis is to explore what happens when the algorithm is applied when there does not exist a faithful Bayesian network. The MMPC algorithm constructs the skeleton by testing for conditional independence between variables. If there is a subset \( S \) such that \( X \perp Y|S \), then the skeleton does not include the edge \( (X, Y) \). If \( X \not\perp Y|S \) for any subset \( S \), the edge \( (X, Y) \) is included in the skeleton. This approach gives the correct skeleton if there is a faithful Bayesian network. The justification for this is given in theorem 3.
The tests for independence are each carried out using a nominal significance level of 5%. This means that with probability 0.05 the hypothesis of conditional independence will be rejected, even if it holds. More seriously, the approach taken by the MMPC algorithm is to accept an independence statement if the result of a hypothesis test is ‘do not reject conditional independence’. An example is given where this leads to accepting conditional independence statements that are incompatible with dependence statements that have been established. This is used to illustrate the problems that can arise with the resulting graphical model.

The outline of this report is as follows. In chapter 2, the mathematical background is presented with the necessary definitions and results and some of the key proofs. The necessary graph theory is discussed, together with some background and key results from Bayesian networks and the concept of faithfulness are discussed. The procedure for testing conditional independence is described.

In chapter 3, the MMPC algorithm is presented, with a proof that the algorithm returns the correct skeleton if there exists a faithful Bayesian network and the CI tests return the correct results. Chapter 4 is the core of the report, where the results are presented and discussed. The performance of the MMPC algorithm is described in various scenarios where there does not exist a faithful Bayesian network. A particular data set with six binary variables is considered that illustrates the problems that can arise with the method of determining CI statements. Finally, the matlab code together with a description of the programmes is given in the appendix.

The reader of this thesis is assumed to be familiar with the contents of undergraduate courses in probability theory and mathematical statistics. The theory is based on the book Bayesian Networks: An Introduction [2] by Timo Koski and John M. Noble, and tries to use the same notation as much as possible.
Chapter 2

Mathematical Background

In this chapter, the necessary mathematics for understanding the MMPC algorithm is presented.

2.1 Graph Theory

This section is basically a collection of definitions from graph theory which is needed for later purposes.

**Definition 1** (Graph). A graph \( G \) consists of a finite node set \( V = (\alpha_1, ..., \alpha_d) \) and an edge set \( E \) describing relations between the nodes in \( V \). If \( \langle \alpha_i, \alpha_j \rangle \in E \) there is an undirected edge between the nodes \( \alpha_i \) and \( \alpha_j \). If \( (\alpha_i, \alpha_j) \in E \) there is a directed edge from \( \alpha_i \) to \( \alpha_j \). If all edges in a graph are undirected, it is called an undirected graph, and if all edges are directed, it is called a directed graph.

**Example.** The graph \( G = (V, E) \) where \( V = \{X_1, X_2, X_3, X_4\} \) and \( E = \{(X_2, X_3), (X_2, X_4), (X_3, X_4)\} \) can be illustrated as follows.

![Figure 2.1: Example of a graph](image)

All graphs considered in this thesis will have no edges of form \( (\alpha_i, \alpha_i) \) (no loops) and any \( (\alpha_i, \alpha_j) \in E \) appears exactly once (no multiple edges). Such graphs are called simple graphs but we will refer to them simply as graphs.

**Definition 2** (Parent, Child). If for two nodes \( \alpha_i \) and \( \alpha_j \) there is a directed edge from \( \alpha_i \) to \( \alpha_j \), then \( \alpha_i \) is a parent of \( \alpha_j \) and \( \alpha_j \) is a child of \( \alpha_i \).

**Definition 3** (Trail). A trail between two nodes in a graph is a collection of nodes \( \tau = (\tau_1, ..., \tau_m) \) such that there is an edge (directed or undirected) between \( \tau_i \) and \( \tau_{i+1} \) for all \( i = 1, ..., m - 1 \).
Definition 4 (Directed Path, Cycle). A trail $\tau = (\tau_1, ..., \tau_m)$ is called a directed path if there is a directed edge from $\tau_i$ to $\tau_{i+1}$ for all $i = 1, ..., m-1$. A directed path starting and ending at the same node is called a cycle.

Definition 5 (Descendant, Ancestor). A node $\gamma$ is a descendant of another node $\beta$ if there is a directed path from $\beta$ to $\gamma$. A node $\alpha$ is an ancestor of another node $\beta$ if there is a directed path from $\alpha$ to $\beta$.

Figure 2.2: Illustration of definition 5

Definition 6 (Immorality). An immorality in a graph is a triple of nodes $(\alpha, \beta, \gamma)$ such that $\beta$ is a child of both $\alpha$ and $\gamma$, and there is no edge (neither directed nor undirected) between $\alpha$ and $\gamma$.

Figure 2.3: An immorality

Definition 7 (Skeleton). The skeleton of a graph $G$ is the graph obtained by replacing every directed edge in $G$ with an undirected edge.

The final definition of this section defines the family of graphs which will serve as graphical illustrations of discrete probability distributions.

Definition 8 (DAG). A directed acyclic graph is a directed graph that contains no cycles.

2.2 Bayesian Networks

In this section it is described how a discrete probability distribution can be represented by a graphical model where the nodes in a DAG represents random variables. A formal definition of a Bayesian network can be fairly complicated. The following slightly simplified definition will be sufficient for the purposes of this thesis.

Definition 9 (Bayesian Network). Let $p$ be a probability distribution over the discrete random variables $X_1, ..., X_d$, each having a finite number of possible outcomes. Let $G = (V, E)$ be a directed acyclic graph where the node set $V$ represents the random variables and the edge set $E$ describes the relations between them. Let $X_{\Pi(i)}$ denote the set of parents of the node $X_i$. The graph is
constructed such that \( p \) factorizes along \( G \):

\[
p_{X_1,...,X_d}(x_1,...,x_d) = \prod_{i=1}^{d} p_{X_i|X_{\Pi(i)}}(x_i|x_{\Pi(i)}).
\]

A Bayesian network consists of \( G \) and a specification of the conditional probabilities in the factorization of \( p \).

Note that for any random variables \( X_1,...,X_d \) it always holds that

\[
p_{X_1,...,X_d}(x_1,...,x_d) = p_{X_1}(x_1) p_{X_2|X_1}(x_2|x_1) \cdots p_{X_d|X_1,...,X_{d-1}}(x_d|x_1,...x_{d-1}).
\]

A Bayesian network states the best way of decomposing the joint probability function.

The edge set \( E \) describes the conditional independence relations between the variables. If the distribution is faithful (Definition 12), every conditional independence statement can be derived from the graph. To do this, the concept of \( d \)-separation between nodes is needed.

Given three nodes \( X_1, X_2 \) and \( X_3 \) in a DAG such that the edges \( (X_1, X_2) \) and \( (X_2, X_3) \) are present, there can be three types of connections between the nodes, depending on the directions of the edges.

1. If \( X_1 \rightarrow X_2 \rightarrow X_3 \) or \( X_1 \leftarrow X_2 \leftarrow X_3 \) it is a chain connection and \( X_2 \) is called a chain node.

2. If \( X_1 \leftarrow X_2 \rightarrow X_3 \) it is a fork connection and \( X_2 \) is called a fork node.

3. If \( X_1 \rightarrow X_2 \leftarrow X_3 \) it is a collider connection and \( X_2 \) is called a collider node.

**Definition 10** (Blocked Trail). A trail \( \tau \) between two different nodes \( X \) and \( Y \) in a graph \( G = (V, E) \) is blocked by a set of nodes \( S \subseteq V \setminus \{X, Y\} \) if at least one of the two following conditions holds.

1. There is a node \( W \in S \) in \( \tau \) that is not a collider node.

2. \( W \) is a collider node in \( \tau \) and neither \( W \) nor any of its descendants belongs to \( S \).

**Definition 11** (\( d \)-separation). Two different nodes \( X \) and \( Y \) in a graph \( G = (V, E) \) are \( d \)-separated by a set of nodes \( S \subseteq V \setminus \{X, Y\} \), if every trail between \( X \) and \( Y \) is blocked by \( S \). This is denoted by \( X \perp Y | G S \). Otherwise, \( X \) and \( Y \) are \( d \)-connected given \( S \).

The nodes in \( S \) are called instantiated nodes.

### 2.3 Faithfulness

This section introduces the concept of a faithful Bayesian network. In a Bayesian network, all conditional dependence statements are represented by correspond-
ing $d$-connection statements. In a faithful Bayesian network, all conditional independence statements are represented by $d$-separation statements in the directed acyclic graph. Faithfulness is defined as follows.

**Definition 12** (Faithfulness). A probability distribution $p$ and a directed acyclic graph $G = (V, E)$ are faithful to each other if

$$X \perp Y|S \iff X \perp Y || S \quad \text{(2.1)}$$

for all $X \in V$, $Y \in V$ and $S \subseteq V$, where the variables $X$, $Y$ and those in $S$ are disjoint.

The faithful graph is not necessarily unique. There might exist more than one DAG faithful the the same distribution. Such two graphs are said to be Markov equivalent.

**Theorem 1.** Two directed acyclic graphs are Markov equivalent if and only if they have the same skeleton and the same immoralities.

**Corollary 2.** If $G_1$ and $G_2$ are two different directed acyclic graphs such that both are faithful to the same probability distribution $p$, then $G_1$ and $G_2$ have the same skeleton.

The proofs are omitted here. They can be found in [2]. The corollary will be needed to prove correctness of the MMPC algorithm. Theorem 1 gives a compact way of illustrating all DAGs that are Markov equivalent to a given DAG. The following definition shows how.

**Definition 13** (Essential Graph). Let $G = (V, E)$ be a DAG. Let $G^* = (V, E^*)$ be the graph obtained by making all the edges in $G$ undirected, except for those contained in an immorality. That is, if $(\alpha, \beta, \gamma)$ is an immorality in $G$, then $(\alpha, \beta) \in E^*$ and $(\gamma, \beta) \in E^*$. Then $G^*$ is called the essential graph associated with $G$.

The following theorem will also be needed to prove correctness of the MMPC algorithm.

**Theorem 3.** Let $p$ be a probability distribution such that there exist a DAG $G = (V, E)$ which is faithful to $p$. Then, in any such graph, there is an edge between $X \in V$ and $Y \in V$ iff $X \not\perp Y|S$ for all $S \subseteq V \setminus \{X, Y\}$.

**Proof.** Let $G$ be a graph faithful to $p$ and suppose that there is an edge between $X$ and $Y$. Then $X$ and $Y$ are $d$-connected given any subset $S$ of the other variables. Since the graph was faithful, this is equivalent to $X \not\perp Y|S$ for all $S \subseteq V \setminus \{X, Y\}$.

Conversely, suppose that $X \not\perp Y|S$ and hence $X \not\perp Y || S$ for all $S \subseteq V \setminus \{X, Y\}$. Define the set $S' \subseteq V \setminus \{X, Y\}$ by

$$S' = \{Z \in V \setminus \{X, Y\} : Z \text{ is an ancestor of } X \text{ or } Y \}.$$ 

By assumption, $X$ and $Y$ are $d$-connected given $S'$ so there must exist a trail $\tau$ between $X$ and $Y$ not blocked by $S'$. It follows that all collider nodes are either in $S'$ or has a descendant in $S'$ and the chain and fork nodes are not in $S'$. 
2.4 Testing for Conditional Independence

From the construction of $S'$ it follows that every node that has a descendant in $S'$ is also in $S'$ so all collider nodes in $\tau$ are in $S'$. Every other node (chain or fork) in $\tau$ is an ancestor of $X$, $Y$ or a collider node in $S'$. This implies that all nodes in $\tau$ except for $X$ and $Y$ are in $S'$ and hence all nodes in $\tau \setminus \{X, Y\}$ are collider nodes. So the only possible trails not blocked by $S'$ between $X$ and $Y$ are
\[ X \rightarrow Y \quad X \leftarrow Y \quad X \rightarrow Z \leftarrow Y \text{ for some } Z \in S' \]
But the third possibility leads to a contradiction because in that case $Z$ is a child of both $X$ and $Y$ and since $Z$ is in $S'$ it is either an ancestor of $X$ or $Y$ so then there is a cycle in $G$ which we assumed to be acyclic. From this it follows that there must be an edge between $X$ and $Y$.

2.4 Testing for Conditional Independence

This section describes the procedure used to determine whether or not a statement $X \perp Y | S$ is to be included in the set of conditional independence (CI) statements. All random variables are assumed to be discrete and have a finite sample space.

Definition 14 (Independence). Two random variables $X$ and $Y$ are independent if
\[ p_{X,Y}(x, y) = p_X(x)p_Y(y), \]
where $p$ denotes the probability function. This is denoted $X \perp Y$.

Definition 15 (Conditional Independence). Let $X, Y$ and $Z$ be random variables. $X$ and $Y$ are conditionally independent given $Z$ if
\[ p_{X,Y|Z}(x, y|z) = p_{X|Z}(x|z)p_{Y|Z}(y|z). \]
This is denoted $X \perp Y | Z$.

The variables in the definitions may be multivariate. In this report $X$ and $Y$ will be one-dimensional random variables and $Z$ will be considered as a set of one-dimensional random variables. If $X$ and $Y$ are (unconditionally) independent, this will sometimes be denoted $X \perp Y | \emptyset$, where $\emptyset$ is the empty set.

Let $\hat{p}$ denote the empirical probability distribution and $n$ the number of observations. To test if $X \perp Y | \emptyset$ the following test statistic will be used.
\[ G_\emptyset^2 = 2n \sum_{x,y} \hat{p}_{X,Y}(x,y) \log \frac{\hat{p}_{X,Y}(x,y)}{\hat{p}_X(x)\hat{p}_Y(y)} \]
The test is
\[ H_0 : X \perp Y \quad \text{vs.} \quad H_1 : X \not\perp Y. \]
From the definition of independence, it follows that the test statistic should be small if $X$ and $Y$ are independent. Therefore, the hypothesis test is rejected for large values of the statistic.

The statistic used to test
\[ H_0 : X \perp Y | Z \quad \text{vs.} \quad H_1 : X \not\perp Y | Z \]
where $Z \neq \phi$, is

$$G^2 = 2n \sum_{x, y, z} \hat{p}_{X,Y,Z}(x, y, z) \log \frac{\hat{p}_{X,Y,Z}(x, y, z) \hat{p}_Z(z)}{\hat{p}_{X,Z}(x, z) \hat{p}_{Y,Z}(y, z)}.$$  

Large values of the statistic support the alternative hypothesis. The following lemma shows this.

**Lemma 4.** $X \perp Y \mid Z$ if and only if

$$p_{X,Y,Z}(x, y, z) = p_{X,Z}(x, z)p_{Y,Z}(y, z)p_Z(z). \quad (2.2)$$

**Proof.** If $X \perp Y \mid Z$ then

$$p_{X,Y,Z}(x, y, z) = p_{X,Y|Z}(x, y|z)p_Z(z) = p_{X|Z}(x|z)p_{Y|Z}(y|z)p_Z(z)$$

$$= p_{X,Z}(x, z)p_{Y,Z}(y, z)p_Z(z) = \frac{p_{X,Z}(x, z)p_{Y,Z}(y, z)}{p_Z(z)} = \frac{p_{X,Y,Z}(x, y, z)}{p_Z(z)}$$

Conversely, if (2.2) holds, then

$$p_{X,Y|Z}(x, y|z) = \frac{p_{X,Y,Z}(x, y, z)}{p_Z(z)} = \frac{p_{X,Z}(x, z)p_{Y,Z}(y, z)}{p_Z(z)}$$

$$= p_{X|Z}(x|z)p_{Y|Z}(y|z)$$

Let $j_x$ and $j_y$ be the number of possible outcomes for $X$ and $Y$ respectively. By the central limit theorem, the distribution of $G^2_{\phi}$ is approximately chi squared with $(j_x-1)(j_y-1)$ degrees of freedom. When considering the test of conditional independence, $G^2(X,Y|Z = z)$ is approximately chi squared with $(j_x-1)(j_y-1)$ degrees of freedom for each instantiation $z$ of $Z$ and these random variables are independent of each other. The sum of independent chi squared variables is again chi squared, where the number of degrees of freedom is obtained by summing.

The central limit theorem approximation is inaccurate unless each cell count is greater than or equal to 5. Therefore, only instantiations of $Z$ where the cell count is greater than or equal to 5 for each pair $(x, y)$ are considered. If there is insufficient data to perform the test, then the relation $X \perp Y \mid Z$ is not added to the set of CI statements.
Chapter 3

The MMPC Algorithm

The maximum minimum parents and children (MMPC) algorithm is presented in [3] as the first stage of the maximum minimum hill climbing (MMHC) algorithm. The purpose of the MMHC algorithm is to learn the directed acyclic graph of a Bayesian network given observed data. The first stage is the MMPC algorithm, which locates the skeleton using a constraint-based technique of inserting an edge $\langle X, Y \rangle$ if and only if $X \not\perp Y | S$ for any subset $S$. The second stage is the edge orientation stage, which uses a search and score technique. Using only edges in the skeleton, at each stage the algorithm chooses the single operation add edge / delete edge / change orientation of an existing edge that does not produce a graph structure that was previously visited, which gives the highest score. The directed acyclic graph returned is the graph with the highest score visited.

3.1 The Maximum Minimum Parents and Children Algorithm

Suppose that $p$ is a probability distribution such that there exist a graph $G$ which is faithful to $p$. Then the MMPC algorithm locates the skeleton of any DAG faithful to $p$. Recall that corollary 2 states that if $G_1$ and $G_2$ are two different DAGs which are both faithful to $p$, then they have the same skeleton. The algorithm works in three stages. In stage 1 and 2 a superset of the parents / children set is located for each variable and stage 3 is a symmetry correction so that the correct parents / children sets of each variable is returned.

The algorithm

Stage 1. Let $T$ be one of the variables in the distribution. Let $(X_i)_{i=1}^{d}$ be an ordering of the other variables and set $Z_0 = \phi$, the empty set. For $i = 1,...,d$ do the following.

$$Z_i = \begin{cases} Z_{i-1} & \text{if } X_i \perp T | Z_{i-1} \\ Z_{i-1} \cup \{X_i\} & \text{otherwise} \end{cases}$$

Stage 2. Set $Z_0 = Z_d$ and let $(X_i)_{i=1}^{k}$ be an ordering of the variables in $Z_0$. For $i = 1,...,k$ do the following.
Stage 3. First run stage 1 and 2 on all the variables in the distribution. Then the sets $Z_{X_i}$ are known for all variables $X_i$ in the distribution. Let $T$ be one of these variables and let $(X_i)_{i=1}^j$ be an ordering of the variables in $Z_T$. Set $Y_0 = Z_T$. For $i = 1, ..., j$ do the following.

$$Y_i = \begin{cases} Y_{i-1} & \text{if } T \in Z_{X_i} \\ Y_{i-1} \setminus \{X_i\} & \text{otherwise} \end{cases}$$

Set $Y_T = Y_j$. This is the parents / children set of $T$.

**Theorem 5.** Suppose that $p$ is a probability distribution that satisfies the following two conditions.

1. There exists a DAG $G$ which is faithful to $p$.
2. All the conditional independence statements derived from the data are present in the distribution and all conditional independence statements that were rejected at the 5% significance level are not present in the distribution.

Then the MMPC algorithm will return the skeleton of any DAG faithful to $p$.

**Proof.** Let $\mathcal{PC}_T$ denote the correct parents / children set of $T$ and let $Z_T$ be the set of nodes returned by the MMPC algorithm after stage 2. Assume $X \in \mathcal{PC}_T$. By Theorem 3, $X \not\perp T|S$ for any $S \subseteq V \setminus \{X, T\}$. This implies that $X$ will be selected in stage 1 and will not be removed in stage 2, so that $X \in Z_T$. This proves that $\mathcal{PC}_T \subseteq Z_T$.

Next it will be proved that if $X \in Z_T$ but $X \not\in \mathcal{PC}_T$, then $X$ is a descendant of $T$ in any DAG $G$ faithful to $p$. If $X \in Z_T$, then $X \not\perp T|S$ for any $S \subseteq Z_T$. In particular, $X \not\perp T|S$ for any $S \subseteq \mathcal{PC}_T$. This implies that at least one of the nodes in the parents / children set is both a collider node on one trail between $X$ and $T$ and a fork or chain node on another. Such a node is therefore a child of $T$ and is a collider node on one trail and a chain node on the other trail. Without loss of generality, no descendants of this node are children of $T$ (otherwise choose a node on the trail for which this is not the case). This trail is only open when the node is uninstantiated if $X$ is a descendant of $T$. This is illustrated in figure 3.1.

![Figure 3.1: X is a descendant of T](image-url)
Finally it will be proved that the MMPC algorithm returns $\mathcal{PC}_T$. Suppose $X \in \mathcal{PC}_T$ and hence also $T \in \mathcal{PC}_X$. It follows from above that after stage 2, $X \in \mathcal{Z}_T$ and $T \in \mathcal{Z}_X$ so $X$ will not be removed from the parents / children set of $T$ in stage 3 so the algorithm returns all members of $\mathcal{PC}_T$.

Suppose that $X$ is returned and $X \notin \mathcal{PC}_T$. Then we also have $T \notin \mathcal{PC}_X$ and since $X$ was not removed in stage 3, $X \in \mathcal{Z}_T$ and $T \in \mathcal{Z}_X$. This implies that $X$ is a descendant of $T$ and $T$ is a descendant of $X$ in any DAG $\mathcal{G}$ faithful $p$. But this is a contradiction since $\mathcal{G}$ is acyclic so only members of the correct parents / children sets for each variable will be returned.

So the MMPC algorithm returns the skeleton of a DAG $\mathcal{G}$ faithful to $p$ and because of corollary 2 this is the skeleton of any DAG faithful to $p$.

Remark. In [3] a different version of stage 1 is presented. It uses a heuristic to decide an order in which the nodes enters $\mathcal{Z}$ and this ordering is then used in stage 2. However, this version is only for the purposes of computational efficiency. The result will be the same as in the version presented here. Since this report mainly concerns the graph that the algorithm returns, this version without the modification will be sufficient.

The Kullback Leibler Measure of Divergence

Given two probability distributions $p$ and $q$ over a set of variables (for example $q$ may be a fitted distribution, derived from data that factorises according to a Bayesian network, while $p$ may be a target distribution), it is important to have an idea of the extent to which the distributions differ. One common measure is the Kullback Leibler measure of divergence, which is defined as follows.

**Definition 16** (Kullback-Leibler Divergence). Let $p$ and $q$ be two discrete probability distributions with the same sample space $\Omega = \{\omega_1, \omega_2, ..., \omega_n\}$. Let $p_i$ be the probability of the outcome $\omega_i$ for the distribution $p$, and $q_i$ corresponding for $q$. Then the Kullback-Leibler divergence is defined as

$$D(p|q) = \sum_{i=1}^{n} p_i \log \frac{p_i}{q_i}. $$

Here it is defined that $0 \cdot \log 0 = 0$. This satisfies $D(p|q) \geq 0$, with $D(p|q) = 0$ if and only if $p = q$. The proof of this uses Jensen’s inequality which states that for any random variable $X$ and convex function $f$, it holds that

$$E(f(X)) \geq f(E(X)),$$

where $E$ denotes the expected value. Moreover, if $f$ is strictly convex and $E(f(X)) = f(E(X))$ then $X$ is a constant. The proof of this can be found in [1].

**Lemma 6.** The Kullback-Leibler divergence satisfies $D(p|q) \geq 0$, with $D(p|q) = 0$ if and only if $p = q$.

**Proof.** Let $X$ be a random variable defined by

$$P(X = q_i/p_i) = \begin{cases} p_i & \text{for } i = 1, ..., n \\ 0 & \text{otherwise} \end{cases}$$ (3.1)
Then

\[ D(p||q) = \sum_{i=1}^{n} p_i \log \frac{p_i}{q_i} = \sum_{i=1}^{n} p_i \left( -\log \frac{q_i}{p_i} \right) = E(-\log(X)) \]

\[ \geq -\log(E(X)) = -\log \left( \sum_{i=1}^{n} p_i \frac{q_i}{p_i} \right) = -\log(1) = 0, \tag{3.2} \]

where the inequality follows from Jensen’s inequality since \(-\log(\cdot)\) is a convex function. If \(p = q\) then it is clear that \(D(p||q) = 0\). Conversely if \(D(p||q) = 0\), then the inequality in (3.2) must be an equality so it follows from Jensen’s inequality that \(X\) is a constant since \(-\log(\cdot)\) is a strictly convex function. Then by (3.1) we must have \(q_i = kp_i\) for all \(i\), where \(k\) is a constant and since \(p\) and \(q\) are probability distributions it follows that

\[ 1 = \sum_{i=1}^{n} q_i = k \sum_{i=1}^{n} p_i = k, \]

so \(p_i = q_i\) for all \(i = 1, ..., n\). \(\square\)
Chapter 4

Results and Discussion

This chapter considers the graph returned by the MMPC algorithm in several situations when there is no faithful DAG for the distribution, and discusses the performance of the MMPC algorithm when used on a data set with six binary variables.

4.1 Distributions Without a Faithful Graph

This section examines the performance of the MMPC algorithm when used on a distribution \( p \), where there exists no DAG \( G \) faithful to \( p \).

4.1.1 The Trek

The first example of a distribution without a faithful representation factorizes along a graph known as a trek.

**Definition 17** (Trek). Let \( G \) be a directed acyclic graph. A trek is subgraph of \( G \) over four variables \( X_1, \ldots, X_4 \) which only contains the following directed edges:

\[
X_1 \to X_2 \quad X_1 \to X_3 \quad X_2 \to X_4 \quad X_3 \to X_4
\]

It is illustrated in figure 4.1.

![Figure 4.1: A trek](image-url)
A construction of a distribution which factorizes along the trek and does not have a faithful graphical representation can be done in the following way. The distribution must satisfy

\[ p_{X_1, X_2, X_3, X_4} = p_{X_1} p_{X_2|X_1} p_{X_3|X_1} p_{X_4|X_2, X_3}. \]

Assume that all the variables are binary, each taking values 1 or 0. Let the probabilities \( p_{X_1}(1) \) and \( p_{X_1}(0) \) be arbitrary and let the other probabilities be given by the following relations.

\[
\begin{align*}
p_{X_2|X_1}(1|0) &= 1 - p_{X_3|X_1}(1|1) = a \\
p_{X_2|X_1}(1|1) &= 1 - p_{X_3|X_1}(1|0) = b \\
p_{X_4|X_2, X_3}(1|1, 1) &= p_{X_4|X_2, X_3}(1|0, 0) = c \\
p_{X_4|X_2, X_3}(1|0, 1) &= p_{X_4|X_2, X_3}(1|1, 0) = d
\end{align*}
\]

Using this the following shows that \( X_4 \perp X_1 \).

\[
\begin{align*}
p_{X_4|X_1}(1|1) &= \frac{p_{X_1, X_4}(1, 1)}{p_{X_1}(1)} \\
&= \sum_{x_2, x_3} p_{X_2|X_1}(x_2|1)p_{X_3|X_1}(x_3|1)p_{X_4|X_2, X_3}(1|x_2, x_3) \\
&= b(1 - a)c + bad + (1 - b)(1 - a)d + (1 - b)ac
\end{align*}
\]

\[
\begin{align*}
p_{X_4|X_1}(1|0) &= \frac{p_{X_1, X_4}(0, 1)}{p_{X_1}(0)} \\
&= \sum_{x_2, x_3} p_{X_2|X_1}(x_2|0)p_{X_3|X_1}(x_3|0)p_{X_4|X_2, X_3}(1|x_2, x_3) \\
&= a(1 - b)c + abd + (1 - a)(1 - b)d + (1 - a)bc
\end{align*}
\]

Choose \( a \neq \frac{1}{2}, b \neq \frac{1}{2}, c \neq \frac{1}{2}, d \neq \frac{1}{2}, a \neq b \) and \( c \neq d \). Then it can be shown that the entire list of conditional independence statements that hold for \( p \) is

\[ X_1 \perp X_4 \quad X_2 \perp X_3|X_1 \quad X_1 \perp X_4|\{X_2, X_3\} \]

By theorem 3, a faithful DAG for this distribution does not contain an edge between two variables if any conditional independence relation holds between the two variables, given a subset of the remaining variables. Since \( X_1 \perp X_4 \) and \( X_2 \perp X_3|X_1 \), the skeleton does not have an edge \( \langle X_1, X_4 \rangle \) or an edge \( \langle X_2, X_3 \rangle \).

The remaining edges must be included in a faithful graph. To see this, assume that the edge \( \langle X_1, X_2 \rangle \) is removed. Then the only trail between these two variables is \( X_1 - X_3 - X_4 - X_2 \). Since \( X_1 \not\perp X_2|\{X_3, X_4\} \) both \( X_1 \) and \( X_4 \) must be collider nodes for the corresponding d-connection statement to hold. But this is a contradiction so the edge \( \langle X_1, X_2 \rangle \) can not be removed. The same argument holds for the other edges as well.

To see that there is no DAG faithful to \( p \) the following lemma which shows that the MMPC algorithm may be extended to detect immoralities is needed.
Lemma 7. Let $G$ be a DAG faithful to a distribution $p$. Suppose that the skeleton of $G$ has edges $(X, Y)$ and $(Y, Z)$ but no edge $(X, Z)$. Then there is a set $S$ such that $X \perp Z | S$ and $(X, Y, Z)$ is an immorality if $Y \notin S$ and is not an immorality otherwise.

Proof. The existence of the set $S$ follows from theorem 3 since there is no edge $(X, Z)$ in the graph. Since the graph is faithful, $X$ and $Z$ are $d$-separated given $S$ so the trail $X \rightarrow Y \rightarrow Z$ must be blocked. From this it follows that if $Y \notin S$ then $Y$ must be a collider node and if $Y \in S$ then $Y$ must be a chain or fork node.

Assuming existence of a faithful graph for the trek distribution this lemma implies that $X_2$ and $X_3$ are collider nodes. This is because $X_1 \perp X_4 | \phi$ and $X_2, X_3 \notin \phi$ so that $(X_1, X_2, X_4)$ and $(X_1, X_3, X_4)$ are immoralities. But this is a contradiction since it also holds that $X_2 \perp X_3 | X_1$ and $X_4 \notin \{X_1\}$ so $(X_2, X_4, X_3)$ is also an immorality and hence contradictory directions for the edges $(X_2, X_1)$ and $(X_2, X_4)$ are obtained. From this it can be concluded that there exists no faithful DAG for this distribution.

The result when the MMPC algorithm is run on this distribution is presented in the following tables.

| $T$ | $X$ | $Z$ | $T \perp X | Z$ |
|-----|-----|-----|----------------|
| $X_1$ | $X_2$ | $\phi$ | No |
| $X_1$ | $X_3$ | $\{X_2\}$ | No |
| $X_1$ | $X_4$ | $\{X_2, X_3\}$ | Yes |
| $X_2$ | $X_1$ | $\phi$ | No |
| $X_2$ | $X_3$ | $\{X_1\}$ | Yes |
| $X_2$ | $X_4$ | $\{X_1\}$ | No |
| $X_3$ | $X_1$ | $\phi$ | No |
| $X_3$ | $X_2$ | $\{X_1\}$ | Yes |
| $X_3$ | $X_4$ | $\{X_1\}$ | No |
| $X_4$ | $X_1$ | $\phi$ | Yes |
| $X_4$ | $X_2$ | $\phi$ | No |
| $X_4$ | $X_3$ | $\{X_2\}$ | No |

Table 4.1: Stage 1 of the MMPC on the trek example

| $T$ | $X$ | $Z \setminus \{X\}$ | Set $S \subseteq Z \setminus \{X\}$ such that $T \perp X | S$ |
|-----|-----|---------------------|----------------------------------------------------------------|
| $X_1$ | $X_2$ | $\{X_3\}$ | No set |
| $X_1$ | $X_3$ | $\{X_2\}$ | No set |
| $X_2$ | $X_1$ | $\{X_4\}$ | No set |
| $X_2$ | $X_4$ | $\{X_1\}$ | No set |
| $X_3$ | $X_1$ | $\{X_4\}$ | No set |
| $X_3$ | $X_4$ | $\{X_1\}$ | No set |
| $X_4$ | $X_2$ | $\{X_3\}$ | No set |
| $X_4$ | $X_3$ | $\{X_2\}$ | No set |

Table 4.2: Stage 2 of the MMPC on the trek example
No edges are removed in stage 3 so the following skeleton is located.

\[
\begin{array}{c}
X_2 \\
\downarrow \\
X_1 \\
\downarrow \\
X_3 \\
\downarrow \\
X_4
\end{array}
\]

Figure 4.2: Graph obtained by MMPC on the trek distribution

That is, it produces the skeleton of the trek. If the direction of the edges is chosen as in the trek the following holds.

\[
X_1 \not\perp X_4 | G \phi \quad X_2 \perp X_3 | G X_1 \quad X_1 \perp X_4 | G \{X_2, X_3\}
\]

That is, in this DAG two out of three of the CI statements correspond to a \(d\)-separation statement in the graph. Furthermore, all conditional dependence statements in the distribution correspond to \(d\)-connection statements in the graph and it is the smallest graph that achieves this; a graph with this property requires all four edges present (recall the discussion above of what happened when removing one of these four edges). So the graph returned can be considered optimal and hence the MMPC returns the correct skeleton. The following example describes a situation where this is not the case.

### 4.1.2 Coin Tossing Example

Consider the following random variables; toss three different coins and for \(i = 1, 2, 3\) define

\[
X_i = \begin{cases} 
1 & \text{if the outcome of coin } i \text{ is heads} \\
0 & \text{if the outcome of coin } i \text{ is tails}
\end{cases}
\]

Then define three new random variables by:

\[
\begin{align*}
Y_1 &= 1 \quad \text{if } X_2 = X_3 \quad \text{and } 0 \quad \text{otherwise} \\
Y_2 &= 1 \quad \text{if } X_1 = X_3 \quad \text{and } 0 \quad \text{otherwise} \\
Y_3 &= 1 \quad \text{if } X_1 = X_2 \quad \text{and } 0 \quad \text{otherwise}
\end{align*}
\]

Then \(Y_1, Y_2, \text{ and } Y_3\) will be pairwise independent but not jointly independent. To see this, first note that the sample space of \((X_1, X_2, X_3)\) consists of eight equally likely outcomes. The corresponding values of \((Y_1, Y_2, Y_3)\) are shown in the following table.
4.1. Distributions Without a Faithful Graph

From this it follows that the joint distribution of \((Y_1, Y_2, Y_3)\) is

\[
\begin{array}{cccc}
Y_1 & Y_2 & Y_3 & p_{Y_1, Y_2, Y_3}(y_1, y_2, y_3) \\
1 & 1 & 1 & 1/4 \\
1 & 0 & 0 & 1/4 \\
0 & 1 & 0 & 1/4 \\
0 & 0 & 1 & 1/4 \\
\end{array}
\]

and \(p_{Y_1, Y_2, Y_3}(y_1, y_2, y_3) = 0\) for other \((y_1, y_2, y_3)\). It follows that

\[
p_{Y_1, Y_2}(y_1, y_2) = \begin{cases} 
1/4 & (y_1, y_2) \in \{(1, 1), (1, 0), (0, 1), (0, 0)\} \\
0 & \text{for other } (y_1, y_2) 
\end{cases}
\]

\[
p_{Y_1}(y_1) = 1/2 \quad \text{for } y_1 \in \{0, 1\} \quad \text{and } 0 \quad \text{otherwise} \\
p_{Y_2}(y_2) = 1/2 \quad \text{for } y_2 \in \{0, 1\} \quad \text{and } 0 \quad \text{otherwise}
\]

This gives that \(p_{Y_1, Y_2}(y_1, y_2) = p_{Y_1}(y_1)p_{Y_2}(y_2)\) for all \((y_1, y_2)\) and hence \(Y_1 \perp Y_2\). Similar calculations shows that \(Y_1 \perp Y_3\) and \(Y_2 \perp Y_3\). On the other hand

\[
p_{Y_1, Y_2, Y_3}(y_1, y_2, y_3) = \frac{1}{4} \neq \frac{1}{2} \cdot \frac{1}{2} = \frac{1}{2} = p_{Y_1}(y_1)p_{Y_2}(y_2)p_{Y_3}(y_3),
\]

for \((y_1, y_2, y_3) \in \{(1, 1, 1), (1, 0, 0), (0, 1, 0), (0, 0, 1)\}\) so the variables are not jointly independent. The entire list of conditional independence statements that hold for this distribution is

\[
Y_1 \perp Y_2 \quad Y_1 \perp Y_3 \quad Y_2 \perp Y_3
\]

It follows that, if a graph is constructed by applying the principles behind the MMPC algorithm, the graph is the empty graph, since there is a conditional independence statement between each pair of variables. But then \(Y_1 \perp Y_2|Y_3\) (a \(d\)-separation statement in the graph) while \(Y_1 \not\perp Y_2|Y_3\) (the corresponding conditional independence statement does not hold). The graph is therefore not faithful. If there were a faithful graphical model, the MMPC procedure would construct it. It follows that there does not exist a faithful DAG for this distribution.

One possible DAG for this example is the DAG given in figure 4.3. All conditional dependence statements between the variables are represented in this
graph. Furthermore, there does not exist a graph with fewer edges that represents all the associations between the variables. But the graph does not represent all the CI statements; only one out of three are represented by the graph. Those missing are $Y_1 \perp Y_2$ and $Y_1 \perp Y_3$.

![Figure 4.3: Suggestion of a DAG for the coin distribution](image)

An important point is that the DAG returned by the MMHC algorithm (which is the skeleton returned by the MMPC algorithm, since there are no edges to orient) provides a very poor fit to the true distribution. The fitted distribution is $\hat{p}_{Y_1, Y_2, Y_3}(y_1, y_2, y_3) = 1/8$ for each possible $(y_1, y_2, y_3)$. For example, in the fitted distribution, $\hat{p}_{Y_1, Y_2, Y_3}(1, 1, 0) = 1/8$ even though the outcome $(1, 1, 0)$ is impossible in the actual distribution. This implies that the Kullback-Leibler divergence between these distributions will be $+\infty$.

In the example given above, there are three hidden variables that have not been considered: $X_1, X_2, X_3$. Since $Y_1$ is a function of $X_2$ and $X_3$, $Y_2$ is a function of $X_1$ and $X_3$ and $Y_3$ is a function of $X_1$ and $X_2$, this suggests the graphical model shown in figure 4.4, where the directed arrows have a causal interpretation.

![Figure 4.4: Graph including the hidden variables](image)

This could be considered the ‘correct’ directed acyclic graph for the distribution, since all the dependence relations are represented by $d$-connection statements and it is the smallest graph for which this property holds. But, again, the MMPC algorithm applied to these six variables would return the empty graph. This is because all six variables are pairwise independent so that no edges will be chosen in the first stage of the algorithm.
4.2 Learning the Graph From Observed Data

This section illustrates the performance of the algorithm on a small example with 1190 observations on 6 binary variables. It shows that failure to reject a conditional independence statement can lead to CI statements that contradict dependence relations in the data that have been established. The data used to illustrate this is taken from a survey regarding attitudes of New Jersey high-school students towards mathematics. The example may be found in for example [2]. The main goal of the study was to evaluate the influence of WAM lectures. These were lectures in mathematical science, all given by women, designed to encourage more interest in mathematics from female students.

A total of 1190 students from eight high-schools (four urban and four suburban) took part in the survey. The result of each student is represented by six binary variables as follows.

A | attendance at WAM lecture | yes/no
B | gender | female/male
C | school type | suburban/urban
D | ‘need mathematics in future work’ | agree/disagree
E | subject preference | mathematical/arts
F | future plans | higher education/immediate job

The result of this survey is given in the following table.

<table>
<thead>
<tr>
<th>school</th>
<th>suburban</th>
<th>urban</th>
</tr>
</thead>
<tbody>
<tr>
<td>gender</td>
<td>female</td>
<td>male</td>
</tr>
<tr>
<td>lecture</td>
<td>y</td>
<td>n</td>
</tr>
<tr>
<td>college</td>
<td>mathematical</td>
<td>y</td>
</tr>
<tr>
<td></td>
<td>n</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>arts</td>
<td>y</td>
</tr>
<tr>
<td></td>
<td>n</td>
<td>12</td>
</tr>
<tr>
<td>job</td>
<td>mathematical</td>
<td>y</td>
</tr>
<tr>
<td></td>
<td>n</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>arts</td>
<td>y</td>
</tr>
<tr>
<td></td>
<td>n</td>
<td>8</td>
</tr>
</tbody>
</table>

The result when the MMPC algorithm is run on this data set is given in the following tables.
## Table 4.3: Stage 1 of the MMPC on the WAM data

| $T$ | $X$ | $Z$ | $G^2$ | df | p-value | $H_0: T \perp X|Z$ |
|-----|-----|-----|-------|----|---------|-------------------|
| $A$ | $B$ | $\phi$ | 0.01  | 1  | 0.9318  | Accept            |
| $A$ | $C$ | $\phi$ | 0.03  | 1  | 0.8633  | Accept            |
| $A$ | $D$ | $\phi$ | 0.19  | 1  | 0.6607  | Accept            |
| $A$ | $E$ | $\phi$ | 0.05  | 1  | 0.8257  | Accept            |
| $A$ | $F$ | $\phi$ | 0.08  | 1  | 0.7771  | Accept            |
| $B$ | $A$ | $\phi$ | 0.01  | 1  | 0.9318  | Accept            |
| $B$ | $C$ | $\phi$ | 0.03  | 1  | 0.8723  | Accept            |
| $B$ | $D$ | $\phi$ | 32.23 | 1  | 0.0000  | Reject            |
| $B$ | $E$ | $\{D\}$ | 37.28 | 2  | 0.0000  | Reject            |
| $B$ | $F$ | $\{D, E\}$ | 1.18  | 4  | 0.8812  | Accept            |
| $C$ | $A$ | $\phi$ | 0.03  | 1  | 0.8633  | Accept            |
| $C$ | $B$ | $\phi$ | 0.03  | 1  | 0.8723  | Accept            |
| $C$ | $D$ | $\phi$ | 0.44  | 1  | 0.5062  | Accept            |
| $C$ | $E$ | $\phi$ | 6.15  | 1  | 0.0132  | Reject            |
| $C$ | $F$ | $\{E\}$ | 56.56 | 2  | 0.0000  | Reject            |
| $D$ | $A$ | $\phi$ | 0.19  | 1  | 0.6607  | Accept            |
| $D$ | $B$ | $\phi$ | 32.23 | 1  | 0.0000  | Reject            |
| $D$ | $C$ | $\{B\}$ | 6.99  | 2  | 0.0304  | Reject            |
| $D$ | $E$ | $\{B, C\}$ | 63.18 | 4  | 0.0000  | Reject            |
| $D$ | $F$ | $\{B, C, E\}$ | 13.87 | 6  | 0.0311  | Reject            |
| $E$ | $A$ | $\phi$ | 0.05  | 1  | 0.8257  | Accept            |
| $E$ | $B$ | $\phi$ | 51.63 | 1  | 0.0000  | Reject            |
| $E$ | $C$ | $\{B\}$ | 6.74  | 2  | 0.0344  | Reject            |
| $E$ | $D$ | $\{B, C\}$ | 63.18 | 4  | 0.0000  | Reject            |
| $E$ | $F$ | $\{B, C, D\}$ | 9.67  | 6  | 0.1394  | Accept            |
| $F$ | $A$ | $\phi$ | 0.08  | 1  | 0.7771  | Accept            |
| $F$ | $B$ | $\phi$ | 0.65  | 1  | 0.4210  | Accept            |
| $F$ | $C$ | $\phi$ | 54.40 | 1  | 0.0000  | Reject            |
| $F$ | $D$ | $\{C\}$ | 29.05 | 2  | 0.0000  | Reject            |
| $F$ | $E$ | $\{C, D\}$ | 9.83  | 4  | 0.0434  | Reject            |
4.2. Learning the Graph From Observed Data

| $T$ | $X$ | $\mathcal{Z} \setminus \{X\}$ | $\text{Set } S \subseteq \mathcal{Z} \setminus \{X\}$ such that $T \perp X|S$ | $G^2$ | df | p-value |
|-----|-----|-----------------|---------------------------------|------|-----|---------|
| $B$ | $D$  | $\{E\}$       | No set                           | —    | —   | —       |
| $B$ | $E$  | $\{D\}$       | No set                           | —    | —   | —       |
| $C$ | $E$  | $\{F\}$       | No set                           | —    | —   | —       |
| $C$ | $F$  | $\{E\}$       | No set                           | —    | —   | —       |
| $D$ | $B$  | $\{C, E, F\}$ | No set                           | —    | —   | —       |
| $D$ | $C$  | $\{B, E, F\}$ | No set                           | —    | —   | —       |
| $D$ | $E$  | $\{B, F\}$    | $\phi$                           | 0.44 | 1   | 0.5062  |
| $D$ | $F$  | $\{B, E\}$    | No set                           | —    | —   | —       |
| $E$ | $B$  | $\{C, D\}$    | No set                           | —    | —   | —       |
| $E$ | $C$  | $\{B, D\}$    | $\{B, D\}$                      | 7.73 | 4   | 0.1021  |
| $E$ | $D$  | $\{B\}$       | No set                           | —    | —   | —       |
| $F$ | $C$  | $\{D, E\}$    | No set                           | —    | —   | —       |
| $F$ | $D$  | $\{C, E\}$    | No set                           | —    | —   | —       |
| $F$ | $E$  | $\{C, D\}$    | $\phi$                           | 2.18 | 1   | 0.1399  |

Table 4.4: Stage 2 of the MMPC on the WAM data

Note that $E$ is in the neighbour set of $C$ but $C$ is not in the neighbour set of $E$ so the edge $\langle C, E \rangle$ is removed in stage 3. These results correspond to the following skeleton.

Figure 4.5: Graph obtained by MMPC on the WAM data

To construct the essential graph (definition 13) from this, check for possible immoralities ($(B, D, F), (C, F, D), (E, D, F)$). Using lemma 7 and the result tables from the algorithm the following is obtained.

$\langle B, F \rangle$ is removed since $B \perp F|\{D, E\}$ so $(B, D, F)$ is not an immorality.

$\langle C, D \rangle$ is removed since $C \perp D|\phi$ so $(C, F, D)$ is an immorality.

$\langle E, F \rangle$ is removed since $E \perp F|\{B, C, D\}$ so $(E, D, F)$ is not an immorality.

These results give the following essential graph.

Figure 4.6: Essential graph for the WAM data
Everything seems fine so far but if looking more closely at the test results there is a serious problem with this graph. In a Bayesian network all conditional dependence statements between the variables are represented by corresponding $d$-connection between the variables in the directed acyclic graph. In this graph $C$ is $d$-separated from $E$ even though the independence between these variables is rejected at the 5% significance level so the MMPC algorithm has removed an edge from the skeleton necessary for representing the dependence structure of the data.

The edge $\langle C, E \rangle$ is removed in stage 2 when $E$ is target variable. In table 4.4 it can be seen that the reason for this is that the statement $C \perp E |\{B, D\}$ is accepted. Since the statement $C \perp E |D$ is rejected, this result together with the graph structure seems weird. The problem is that the conditional independence statements obtained may contradict dependence relations obtained earlier. To show this the following result is needed.

**Theorem 8.** For any discrete random variables $X, Y, Z, W$ the following two statements hold.

1. If $X \perp Y |\{Z, W\}$ and $Y \perp Z |W$, then $X \perp Y |W$.
2. If $X \perp Y |\{Z, W\}$ and $Y \perp \{Z, W\}$, then $X \perp Y$.

**Proof.** If $X \perp Y |\{Z, W\}$ and $Y \perp \{Z, W\}$, then

$$p_{X,Y|W}(x, y|w) = \frac{p_{X,Y,W}(x, y, w)}{p_W(w)}$$

$$= \frac{1}{p_W(w)} \sum_z p_{X,Y|Z,W}(x, y|z, w)p_{Z,W}(z, w)$$

$$= \frac{1}{p_W(w)} \sum_z p_{X|Z,W}(x|z, w)p_{Y|Z,W}(y|z, w)p_{Z,W}(z, w)$$

$$= \frac{p_{Y|W}(y|w)}{p_W(w)} \sum_z p_{X,Z,W}(x, z, w) = p_{X|W}(x|w)p_{Y|W}(y|w).$$

If $X \perp Y |\{Z, W\}$ and $Y \perp \{Z, W\}$, then

$$p_{X,Y}(x, y) = \sum_{z,w} p_{X,Y|Z,W}(x, y|z, w)p_{Z,W}(z, w)$$

$$= \sum_{z,w} p_{X|Z,W}(x|z, w)p_{Y|Z,W}(y|z, w)p_{Z,W}(z, w)$$

$$= p_Y(y) \sum_{z,w} p_{X,Z,W}(x, z, w) = p_X(x)p_Y(y).$$

This theorem can be used to show that the CI statements obtained are contradictory. When testing if $E \perp C |\{B, F\}$ and $C \perp B |F$ the tests say that both these statements should be accepted. But according to statement 1 of theorem 8 this implies that $E \perp C |F$ and this statement is rejected so accepting the first two statements is a contradiction to a conditional dependence statement. This means that to avoid logical inconsistencies either $E \perp C |\{B, F\}$
or $C \perp B \mid F$ must be rejected. Since tests with smaller conditioning sets are more accurate it is most reasonable to reject $E \perp C \mid \{B, F\}$.

This is the reason that the algorithm misses the edge $(C, E)$; accepting CI statements that contradict conditional dependence relations. When $E \perp C \mid \{B, D\}$ is accepted the algorithm makes a decision that is a contradiction to a dependence relation in the data. It is accepted that $C \perp B$ and $C \perp D$ so if the underlying distribution of the data has a faithful graph this implies that $C \perp \{B, D\}$. This statement and $E \perp C \mid \{B, D\}$ implies that $E \perp C$ by statement 2 of theorem 8. So $E \perp C \mid \{B, D\}$ should be rejected but the algorithm accepts it and thereby misses an edge needed for representing the dependence structure of the data.

Suppose that the algorithm is modified so that a CI statement is not accepted if it contradicts dependence relations in the data. Then everything will be the same except for when the algorithm is applied on variable $E$. In the modified version of the algorithm also $F$ will enter the neighbour set of $E$ since $E \perp F \mid \{B, C, D\}$ is not accepted because this would contradict the dependence relation $E \not\perp F \mid \{C, D\}$. Then in stage 2 the edge $(C, E)$ will not be removed since $C \perp E \mid S$ is rejected for any $S \subseteq \{B, D, F\}$. In four of these tests the chi squared test can not reject the CI statement, but in all these cases accepting the statement would contradict dependence relations. This can be shown in a similar way as above. So the modified algorithm returns the following skeleton.

![Graph obtained by modified MMPC on the WAM data](image)

Figure 4.7: Graph obtained by modified MMPC on the WAM data

To construct the essential graph, check for possible immoralities ( $(B, E, C)$, $(B, D, F)$, $(C, E, D)$, $(C, F, D)$, $(E, C, F)$, $(E, D, F)$ ).

$(B, C)$ is removed since $B \perp C \mid \emptyset$ so $(B, E, C)$ is an immorality.

$(B, F)$ is removed since $B \perp F \mid \{D, E\}$ so $(B, D, F)$ is not an immorality.

$(C, D)$ is removed since $C \perp D \mid \emptyset$ so $(C, E, D)$ and $(C, F, D)$ are immoralities.

$(E, F)$ is removed since $E \perp F \mid \emptyset$ so $(E, C, F)$ and $(E, D, F)$ are immoralities.

This shows that the set of CI-statements derived is not faithful since these immoralities are contradictory. If there exists a faithful graph the ordering of the variables does not affect the result. In this case the immoralities in the obtained graph depends on the ordering of the variables. In this project the ordering used was $A, B, C, D, E, F$ so the following essential graph is obtained.
This graph is not faithful since $B \perp F$ and $E \perp F$ but corresponding $d$-separation statements in the graph does not hold. More serious, there is still conditional dependence relations not captured by the graph. Both $C \perp D | B$ and $E \perp F | \{C, D\}$ are rejected at the 5% significance level in the first stage of the algorithm but the corresponding $d$-connection in the graph does not hold so as in the coin tossing example, the lack of faithfulness causing the algorithm to miss dependence relations in the located graph.

4.3 Summary

The aim of the project was firstly to investigate the MMPC algorithm and study its performance when the assumption that there existed a faithful Bayesian network for a distribution failed and secondly to investigate problems that could arise with the method for determining conditional independence relations.

For the first question, the example indicate that while there are situations where lack of faithfulness does not cause serious difficulties, there are situations where the MMPC algorithm performs spectacularly badly when the assumption of faithfulness does not hold. This indicates that, in situations where there are large number of variables, the algorithm should only be used when it is clear a priori that the faithfulness assumption holds.

For the second question, the possible weakness of the testing procedure is a consequence of theorem 8 and the data set under consideration, which was a randomly chosen data set, illustrated that this weakness arises in practice. Furthermore, the faithfulness assumption was not satisfied for the CI statements derived for that data set, indicating that such an assumption may be inappropriate without further information about the variables.
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Appendix A

Implementation Details

For this project Matlab was used to implement the MMPC algorithm. This chapter presents and explains the matlab programs used on the women and mathematics example.

A.1 Matlab Programs

The inputs $p$, $j$ and $n$ reoccurs in several of the programs. The matrix $p$ contains observed data from the variables considered. Let $d$ be the number of variables and $N$ the number of possible outcomes for one observation. Then $p$ is a $N \times (d + 1)$ matrix with entries as follows.

- $p_{r,k}$ = The value of variable $k$ in outcome $r$ for $r = 1, ..., N$ and $k = 1, ..., d$.
- $p_{r,d+1}$ = The number of occurrences of outcome $r$ for $r = 1, ..., N$

The input $j$ is a row vector with $d$ entries with the number of possible outcomes for each variable in the distribution and $n$ is the number of observations in the data set. For the cases where variables are inputs in programs, the numbers of the ordering in the $p$ matrix is used. In the following pages the programs and description of them are presented.
count.m

This program first calculates the marginal frequencies for a subset $X$ of the variables. In the resulting table, defined in the same manner as the matrix $p$, the outcomes of the variables in $domain$ are present.

**Input** Two row vectors $X$ and $domain$, where $X$ must be a subset of $domain$, each containing a subset of the variables. The third input is $p$.

**Output** The program calculates a table with the marginal frequencies expanded to specified domain. First output $q$ is a row vector containing only the frequencies and the second output $qfull$ is the full table represented by a matrix.

function[q,qfull] = count(X,domain,p)
q = sortrows(p,X);
[u,last] = unique(q(:,X),’rows’);
k = 1;
for i = last’
    q(k:i,end) = sum(q(k:i,end))*ones(i-k+1,1);
k = i+1;
end
q = unique(q(:,[domain end]),’rows’);
qfull = q;
q = q(:,end);
modify.m

This program is used to modify the test $X \perp Y \mid Z$ when $Z \neq \emptyset$ and the number of observations is less than 5 for at least one outcome $(x, y, z)$.

**Input** The variables $X$ and $Y$. The set of variables $Z$ as a row vector. $p$ is also needed.

**Output** A vector `terms` containing the indices of the terms that is considered in the sum of the $G^2$-statistic. A number $j2$ which is the number of states of $Z$ for which we have 5 or more observations of $(x, y, z)$ for all $(x, y)$.

```matlab
function [terms, j2] = modify(X, Y, Z, p)

[q2, q] = count([X Y Z], [X Y Z], p);
q = sortrows(q, 3:(2+length(Z)));
q = [q ones(length(q), 1)];
[u, last] = unique(q(:, 3:(2+length(Z))), 'rows');
k = 1;
j2 = 0;
for i = last'
    if any(q(k:i, (end-1)) < 5)
        q(k:i, end) = 0;
    else
        j2 = j2+1;
        k = i+1;
    end
end
q = sortrows(q, 1:length([X Y Z]));
terms = find(q(:, end));
```

isci.m

This program tests if two variables $X$ and $Y$ are conditionally independent given another set of variables $Z$.

**Input** The variables $X$ and $Y$. The set of variables $Z$ as a row vector. If $Z$ is the empty set, then let $Z$ be an empty vector. $p$, $j$ and $n$.

**Output** $CI$ is 1 if the statement is true, 0 otherwise. $G2$ is the value of the $G^2$-statistic. The number of degrees of freedom corresponding to the $\chi^2$-distribution of $G^2$ under $H_0$ is given by $df$. The final output is the p-value of the test.

```matlab
function [CI, G2, df, pvalue] = isci(X, Y, Z, p, j, n)

if isempty(Z)
    k1 = count([X Y], [X Y], p);
    if any(k1 < 5)
        CI = 0;
        return
    end
    k2 = count(X, [X Y], p);
    k3 = count(Y, [X Y], p);
    G2 = 2*sum( k1.*log(n*k1 ./ (k2.*k3)) );
    df = (j(X) - 1)*(j(Y) - 1);
else
    k1 = count([X Y Z], [X Y Z], p);
    k2 = count(Z, [X Y Z], p);
    k3 = count([X Z], [X Y Z], p);
    k4 = count([Y Z], [X Y Z], p);
    if any(k1 < 5)
        [terms, j2] = modify(X, Y, Z, p);
        if j2 == 0
            CI = 0;
            return
        end
        k1 = k1(terms);
        k2 = k2(terms);
        k3 = k3(terms);
        k4 = k4(terms);
        df = (j(X) - 1)*(j(Y) - 1)*j2;
    else
        df = (j(X) - 1)*(j(Y) - 1)*prod(j(Z));
    end
    G2 = 2*sum( k1.*log((k1.*k2) ./ (k3.*k4)) );
end

pvalue = 1-chi2cdf(G2, df);
if pvalue < 0.05
    CI = 0;
else
    CI = 1;
end
```
existset.m

Checks if $X$ and $Y$ are conditionally independent given some subset of $S$.

**Input** The variables $X$ and $Y$. The set of variables $S$ as a row vector, where $S$ is an empty vector if $S$ is the empty set. $p$, $j$ and $n$.

**Output** The output `exist` is 1 if such set exists, otherwise 0. The second output `set` is a row vector with the corresponding set if such exist, otherwise `set` is the text string 'No set'. $G2$, $df$ and $pvalue$ are information from isci.m for the test where the desired set was found. If no such set is found, all these outputs are the text string '—'.

```matlab
function [exist, set, G2, df, pvalue] = existset(X, Y, S, p, j, n)
exist = 0;

[CI, G2, df, pvalue] = isci(X, Y, [], p, j, n);
if CI
    exist = 1;
    set = [];
    return
elseif isempty(S)
    set = 'No set';
    G2 = '---';
    df = '---';
    pvalue = '---';
    return
end
for i = 1:length(S)
    subsets = nchoosek(S, i)';
    for s = subsets
        [CI, G2, df, pvalue] = isci(X, Y, s', p, j, n);
        if CI
            exist = 1;
            set = s';
            return
        end
    end
end
set = 'No set';
G2 = '---';
df = '---';
pvalue = '---';
```


mmpc.m

This is the main program. It locates the skeleton of a Bayesian network for \( p \) using the MMPC algorithm.

**Input** \( p, j \) and \( n \) as described in the beginning of this section.

**Output** An undirected graph represented as a sparse matrix \( E \). The matrix has entry 1 at row \( r \) and column \( c \) if \( r < c \) and there is an edge between the nodes \( r \) and \( c \). All other entries are zeros. *Stage 1* is a cell array where information from each step of the algorithm in stage 1 is stored; the test considered, value of test statistic, degrees of freedom and p-value. *Stage 2* is corresponding for stage 2, but here each row corresponds to an attempt of finding a conditioning set that makes two variables independent. *Stage 3* is a sparse matrix containing the edges removed in stage 3.

```matlab
function [E, Stage1, Stage2, Stage3] = mmpc(p, j, n)

d = length(j);
E = sparse(1,1,d,d);
Stage2 = {};
k = 1;

% Stage 1
for T = 1:d
    for i = setdiff(1:d,T)
        Z = find(E(T,:));
        [CI,G2,df,pvalue] = isci(T,i,Z,p,j,n);
        if CI
            Stage1(k,:) = {T i Z G2 df pvalue 'Accept'};
        else
            E(T,i) = 1;
            Stage1(k,:) = {T i Z G2 df pvalue 'Reject'};
        end
        k = k+1;
    end
end

% Stage 2
for T = 1:d
    for i = find(E(T,:))
        S = setdiff(find(E(T,:)),i);
        [exist,set,G2,df,pvalue] = existset(T,i,S,p,j,n);
        if exist
            E(T,i) = 0;
            Stage2(k,:) = {T i S set G2 df pvalue};
            k = k+1;
        end
    end
end

% Stage 3
[r1,c1] = find( (tril(E)'+triu(E)) == 1);
[r2,c2] = find( (tril(E)'+triu(E)) == 2);
Stage3 = sparse(r1,c1,1,d,d);
E = sparse(r2,c2,1,d,d);
```
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