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Superposition Modulation Based Symmetric
Relaying with Hybrid ARQ: Analysis and

Optimization
Tumula V. K. Chaitanya and Erik G. Larsson

Abstract—We present a retransmission scheme based on su-
perposition modulation for the symmetric relaying scenario when
the number of retransmissions for a data packet is limited. We
consider both diversity combining based as well as code combin-
ing based retransmission schemes. Under the assumption that the
receiver implements a mechanism that can use all accumulated
received mutual information when decoding the message, we
derive the packet error probability (PEP) expressions for the
proposed retransmission scheme for the case when only one
retransmission is allowed. Based on the PEP expressions derived,
we provide a closed-form solution for the optimal superposition
ratio (the fraction of power used for the relaying operation).
Simulation results show that the proposed retransmission scheme
offers significant gains compared to a retransmission scheme
based on classical decode-and-forward (DF) relaying.

Index Terms—Cooperative communications, hybrid ARQ, su-
perposition modulation, outage probability.

I. I NTRODUCTION

Cooperative wireless systems [1], [2] have attracted much
research interest recently due to their ability to provide trans-
mit diversity through virtual antenna arrays. In a cooperative
wireless system, users share their resources to forward each
others’ data to the destination. Several protocols have been
developed in the literature for the operations at a relay.
These are mainly classified into amplify-and-forward (AF)
and decode-and-forward (DF) schemes [3]. For the symmetric
relaying scenario (two users and a common destination, see
Fig. 1), a bandwidth efficient transmission scheme based
on DF relaying has been proposed in [4], which uses su-
perposition modulation for transmitting the users data. This
method of user cooperation has shown to be more bandwidth
efficient than classical DF relaying with the same receiver
complexity. This idea has been extended to superposition in
the code domain in [5] and resulted in further improvements in
performance, however this method requires carefully chosen
codes and more complex iterative receivers. A performance
analysis of iterative decoding for superposition modulation
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based cooperative transmission scheme was presented in [6].
For anN -user cooperative multiple access system, cooperation
using superposition modulation has been shown to achieve
the optimal diversity-multiplexing gain [7]. In [8], the authors
extended the idea to the case of incremental relaying, when
feedback is available from the destination.

Fading in wireless channels results in the loss of data
packets at the receiver. When a feedback channel from the
receiver to the transmitter is available, hybrid automaticrepeat
request (H-ARQ) protocols are used in wireless networks to
combat the effects of channel fading and thereby to provide
reliable data transfer. There are different types of H-ARQ
schemes proposed in literature, namely type I and type II H-
ARQ schemes. More details about these schemes can be found
in, for example, [11]. Many real-time wireless applications
such as online gaming and video are delay sensitive and these
applications have specific latency requirements [12]. In many
current wireless standards like 3GPP – long term evolution
(LTE), the number of retransmissions for a data packet is
limited on the link layer. In this study, we assume that the
maximum number of allowed retransmissions for a data packet
is fixed to a given number, sayL. That is, if the destination is
not able to decode the data packet even afterL retransmissions,
the data packet is dropped.

A. Related Work and Contributions

Conventional H-ARQ schemes can be easily extended to
relaying systems, and several retransmission protocols exist in
the literature for a single-relay network [13], [14] as wellas for
multi-relay networks [15], [16]. In these protocols, depending
on the availability of feedback at the relay(s), either only
the source or both the source and the relay(s) can manage a
retransmission. An analytical framework for a cooperativeDF
relaying system with general hop-by-hop H-ARQ transmission
was presented in [17], where the authors derived an upper
bound on the block-error-rate assuming that the transmission
from the source to the destination is hop-by-hop through the
relay.

In this work, we discuss retransmission mechanisms for
the symmetric relaying scenario. We propose a retransmis-
sion scheme based on the superposition modulation of [4]
and compare its performance with that of a non-cooperative
retransmission scheme and a retransmission scheme based on
classical DF relaying [13]. For the proposed retransmission
scheme, for simplicity, we limit ourselves to superposition
in the modulation domain (signal space) as in [4]. However,
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we expect that the additional gains shown in [5] and [6]
(with superposition in the code domain and with iterative
decoding) over the original scheme in [4] (with superposition
in the modulation domain) can also be achieved in case of
retransmissions. We consider two cases in our study:

• Diversity Combining Case: The transmission from the
relay and all the retransmissions carry the same infor-
mation. At the destination, the receiver combines this
information using maximum-ratio-combining (MRC) to
decode the data packet.

• Code Combining Case: In this case, all the
(re)transmissions carry new information. At the
destination, the receiver does code combining to decode
the data packet.

Under the assumption that the receiver implements a mecha-
nism that can use all accumulated received mutual information
when decoding the message, we derive analytical packet
error probability expressions using outage probability analysis
for L = 0 and L = 1. We obtain an exact closed-form
expression for the diversity combining case and an approx-
imate expression for the code combining case. For practical
receivers, that cannot use all accumulated mutual information,
these expressions represent lower bounds on the packet error
probability.

In the initial work of [4], the superposition ratio (i.e., the
amount of power allocated for the relaying operation) was
optimized through simulations. An analysis and optimization
of the superposition ratio for AF and DF based superposition
modulation schemes has been presented in [9]. In the work
of [9], under the assumption that each cooperating node have
a priori knowledge of its partner’s signal, the author used an
equivalent multiple-access MIMO channel (with two transmit-
ters) capacity region equations in the analysis to optimizethe
superposition ratio. The work in [10] focused on optimizing
the superposition ratio with respect to maximizing the free
distance of the resulting superimposed constellation. In this
work, we optimize the superposition ratio by using the PEP
expressions of both the diversity combining and the code
combining methods for the following cases:

• The baseline relaying scheme using superposition modu-
lation.

• The proposed retransmission scheme withL = 1.

We also present results showing the optimal superposition ratio
as a function of the spectral efficiency. Note that the techniques
presented in this paper can also be used for analyzing non-
relaying scenarios such as, a H-ARQ transmission system in
which an erroneous data packet is superimposed on a new data
packet as in [20] or the multicast transmission setup in [21].

Finally we present simulation results comparing the perfor-
mance of the proposed retransmission scheme with a retrans-
mission scheme based on non-cooperative transmission and a
retransmission scheme based on the DF relaying scheme of
[13]. We also study the effect of varying the superposition
ratio during the retransmissions.

This work is an extension of our conference paper [22], in
which we discussed the retransmission scheme using diversity
combining only. Herein, we also consider the code combining

B

D

A

ACK/NACK for
B’s data

ACK/NACK for
A’s data

ht
AB

ht
AD

ht
BD

SAk

SBk

PA

PB

Figure 1. The symmetric relaying scenario of [4].

case as well as optimization of the superposition ratio. In this
work, we also give the proofs for all derivations of the packet
error probability expressions.

B. Organization of the Paper

In Section II, we discuss the three transmission methods
considered in this paper. We present the new retransmission
scheme based on superposition modulation for the symmetric
relaying scenario in Section III. In Section IV, we derive
packet error probability expressions for the proposed scheme.
We discuss the optimization of the superposition ratio in
Section V. Finally, we present simulation results in Section
VI and conclusions in Section VII.

II. SYSTEM MODEL

In this section, we introduce the system model along with
the three transmission methods considered in this paper. We
are interested in the symmetric relaying scenario as shown in
Fig. 1, in which two nodes A and B have data to send to a
common destination D. The motivation behind the symmetric
scenario is that it does not require any additional relay(s)
to help the users in transmitting their data. Users cooperate
among themselves to realize the cooperative diversity. This
scenario can be seen as an example of two users transmitting
to a common base station in the uplink. Note that “symmetric”
only refers to the topology of the network and does not
mean that the A–B, A–D or B–D channel gains or their
statistics have to be the same. We consider only time-division
half-duplex systems with nodes transmitting over orthogonal
channels (different time slots). We assume that the duration
of time slots is the same for both users. LetSnk

denote the
kth data packet of noden, k ∈ {1, 2, . . .} and n ∈ {A, B}.
Each data packet consists of a set of modulation symbols
drawn from a fixed constellationS. We assume that each
transmission consumesT channel uses and that we transmit
one modulation symbol per channel use. We also assume
that we are interested in decoding node A’s data at the
destination (node B’s data are treated in an analogous manner).
Without loss of generality, for simplicity, we assume that the
modulation symbols have unit energy. We consider a block
fading channel in which the channel gains are constant during
one packet transmission and change independently between
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Figure 2. The three transmission methods considered for thesymmetric relaying scenario [4].

the (re)transmissions. Lethl
ij denote the channel gain from

i → j, i ∈ {A, B} andj ∈ {B, D} during thelth transmission
of a data packet. We assume that these channel gains are
independent and Rayleigh fading, with perfect channel state
information (CSI) available at the corresponding receivers. We
denote the average squared channel gains byλij , E

∣
∣hl

ij

∣
∣
2
,

∀l. We also assume that nodes A and B can transmit with
average powersPA andPB respectively. Now we describe the
transmission schemes considered in this paper, illustrated in
Fig. 2.

A. Non-cooperative Transmission

With non-cooperative transmission as shown in Fig. 2(a), in
time slot2k− 1, node A transmits its packetSAk

and in time
slot 2k node B transmits its data packetSBk

. Since the nodes
do not cooperate, this scheme cannot achieve diversity.

B. Classical DF Relay Transmission

In conventional DF relaying [1] as shown in Fig. 2(b),
during the first half of time slot2k − 1, node A transmits its
data packetSAk

and at the same time node B tries to decode
SAk

. If node B succeeds, it relaysS
′

Ak
(potentially re-encoded

using a different channel code) during the remaining half of
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(a) Retransmission scheme for a non-cooperative system.
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(c) Proposed retransmission scheme using superposition modulation based relaying.

Figure 3. Flowcharts for the retransmission schemes considered in this paper.

the time slot. During time slot2k, the procedure is repeated
for the packetSBk

. When the inter-user channel is strong, each
data packet is transmitted from both the users and hence this
scheme achieves a diversity order of 2. A precise analysis of
DF relaying is given in [23].

C. Superposition Modulated Cooperative Transmission

In the superposition modulation based cooperation of [4],
along with its own data, each node forwards the data overheard
from other node in the previous time slot using superposition
modulation. The amount of superposition is varied by the
superposition ratioγ, which is the fraction of the total transmit
power allocated for the partner’s data. As shown in Fig. 2(c),
during time slot2k − 1, node A transmits its own packet
SAk

superimposed with node B’s packetS
′

Bk−1
which it has

received during the previous time slot. The received signals at
nodes D and B during time slot2k − 1 can be written as:

yD2k−1
=
√

PAh2k−1
AD

(√

1 − γSAk
+
√

γS
′

Bk−1

)

+ wD2k−1

yB2k−1
=
√

PAh2k−1
AB

(√

1 − γSAk
+
√

γS
′

Bk−1

)

+ wB2k−1

(1)

wherewD2k−1
andwB2k−1

denote the additive noise at nodes
D and B during time slot2k − 1. Node B decodesSAk

using
a maximum a posteriori (MAP) detector as described in [4].
Assuming successful decoding ofSAk

, node B re-encodes it
to obtain the packetS

′

Ak
and transmits it using superposition

modulation along with its own data packetSBk
in time slot

2k. The received signals at nodes D and A during time slot
2k can be written as:

yD2k
=
√

PBh2k
BD

(√

1 − γSBk
+
√

γS
′

Ak

)

+ wD2k

yA2k
=
√

PBh2k
AB

(√

1 − γSBk
+
√

γS
′

Ak

)

+ wA2k

(2)

wherewD2k
, wA2k

denote the additive noise at nodes D and A
during time slot2k. The destination node recoversSAk

using a
MAP detector by operating on the information received during
the two successive slots2k − 1 and 2k [4]. Without loss of
generality, we assume that the noise samples per channel use
at the nodes A, B and D are i.i.d. with distributionCN (0, 1).
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Figure 4. An example scenario of the proposed retransmission scheme based on superposition modulation based relaying with L = 1.

III. R ETRANSMISSIONSCHEMES FORTHE SYMMETRIC

RELAYING SCENARIO

In this section, we present our new retransmission scheme
based on superposition modulation for the symmetric relaying
scenario. Before that, we briefly describe a retransmission
scheme for the non-cooperative transmission as well as a
retransmission scheme based on DF relaying. We chose these
base retransmission schemes from [13] and adapted them to
the symmetric relaying scenario. We consider type-II H-ARQ
schemes with both diversity combining and code combining.
In case of the H-ARQ scheme based on diversity combining
(i.e., S

′

Ak
= SAk

and the sameSAk
is retransmitted if the

original transmission is in error), the receiver performs MRC
to decode the data packet. For the code combining case, we
assume that the duration of the time slots for retransmissions is
the same as that of the first transmission. We also assume that
the ACK/NACK signals sent by D are received both by node A
and node B and that the feedback channel is instantaneous and
error-free. The source node (A in the present case) maintains
a retransmission index counterl and increments it for each
new retransmission. Ifl becomes greater thanL, it drops the
current packet and transmits the next one.

A. Retransmission Scheme Based on Non-cooperative Trans-
mission

In a conventional non-cooperative retransmission protocol,
node A retransmits the erroneously received packet in its
allocated slots (odd-numbered time slots in Fig. 2) until it
receives an ACK signal or it reaches the maximum number of
retransmissions limit. Note that node B does not contributeto
the retransmission mechanism here. A flowchart for the non-
cooperative retransmission scheme is shown in Fig. 3(a).

B. Retransmission Scheme Based on DF Relaying

Fig. 3(b) shows a flowchart of the retransmission scheme
based on DF relaying that we consider. After getting the

NACK signal from node D for its packetSAk
transmitted

during time slot2k − 1, node A retransmits it during the
first half of the odd-numbered time slots and node B also
relays S

′

Ak
during the other half of the odd-numbered time

slots. In this retransmission protocol both node A and node B
retransmit the data packet of node A which was in error.

C. Proposed Retransmission Scheme for the Symmetric Relay-
ing Scenario

Fig. 3(c) summarizes the proposed retransmission scheme
using superposition modulation based relaying. If the packet
SAk

is in error, node A will retransmit the same packet during
the odd-numbered time slots and superimpose node B’s data
that it received during the previous slot. During the even-
numbered time slots, node B will transmit its own packet (a
new packet or a retransmitted packet) as well as node A’s
packetS

′

Ak
using superposition modulation. This procedure is

continued untilSAk
is successfully decoded by node D orl

reaches its upper limitL.
An example scenario of the proposed retransmission scheme

with only one allowed retransmission is shown in Fig. 4. As
shown in figure, when node A receives a NACK signal for the
packetSAi

at the end of time slott+1, during time slott+2,
node A retransmitsSAi

along with node B’s packetS
′

Bj
using

superposition modulation. During time slott+3, node B also
relays S

′

Ai
using superposition modulation. The destination

tries to decodeSAi
using the information it received during

time slotst to t+3. If it has not succeeded in decoding, it again
sends a NACK signal forSAi

as shown in the figure. After
receiving the NACK signal again, node A drops the packet
SAi

and transmitsSAi+1
in time slot t + 4. In general the

packet indices of the users need not be synchronized during
the superposition operation.

The proposed retransmission scheme with superposition
modulation based relaying has the same complexity as that of
the retransmission scheme with DF relaying. In both retrans-
mission schemes, decoding operations need to be performed at
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the cooperating node as well as at the destination node. Even
though joint detection is performed at the destination nodefor
the proposed method, the complexity of soft demodulation is
the same as that of the DF based scheme. This is due to the fact
that the target spectral efficiency (number of bits per channel
use) of the DF based scheme is twice that of the proposed
method.

If one can design codes similar to the ones in [5] for the
scenarios involving retransmissions considered herein, then
superposition in the code domain could be used instead of
superposition in the modulation domain. The complexity at
the receiver for the code-domain superposition scheme would
depend on the specific type of channel codes used. We
therefore have chosen not to include quantitative complexity
comparisons between the proposed retransmission scheme
with modulation domain superposition and code domain su-
perposition.

In the retransmission schemes based on DF relaying and
superposition modulation which use node B for relaying,
we assume that the source node sends a “new packet” flag
bit with each data packet to enable node B to distinguish
between a new packet and a retransmitted packet. Based on
this information, node B will try to decode the retransmitted
packet from node A only if it was not successfully decoded
during the previous (re)transmissions.

IV. PACKET ERROR PROBABILITY ANALYSIS

In this section, we present analytical expressions for the
outage probability of the proposed retransmission scheme
based on superposition modulation. In superposition modula-
tion based relaying, the destination receives informationabout
a user’s data from both the nodes in two successive time slots.
We assume that the receiver can use all data received in the
past and that it has a mechanism to accumulate all the received
mutual information about a data packet for performing the
decoding operation. The iterative detection and decoding with
interference cancellation approach of [6] is one way of getting
close to this in practice. Under this assumption, the resultis
that the SNR at node D for node A’s data during two successive
slots isP

′

A
|hAD|2 andP

′

B
|hBD|2, whereP

′

A
, PA (1 − γ) and

P
′

B
, PBγ. Note that for practical systems that cannot make

use of all mutual information accumulated by the receiver, the
packet error probability expressions that we derive in what
follows represent lower bounds.

A similar interference-free separation of users data assump-
tion was also made in [10]. The paper [10] assumed that
perfect Costa precoding (also known as dirty paper coding,
DPC) [18] could be performed at the cooperating nodes.
However this assumption appears to be invalid, since one
cannot use the assumption of perfect DPC for the symmetric
relaying scenario with superposition modulation and achieve
the SNRsP

′

A
|hAD|2 and P

′

B
|hBD|2 in two successive time

slots. The reason is that DPC is applicable only in sce-
narios where the destination is not interested in decoding
the interference data, whereas in symmetric relaying using
superposition modulation, the receiver is also interestedin
decoding interference (partners’) data.

Under the assumptions stated above, we derive the packet
error probability

(
PEPL

)
expressions for the proposed

scheme whenL = 0 (after the first transmission) and
L = 1 (allowing for one retransmission). For mathematical
tractability, we assume that node A always uses superposition
modulation during its transmission (that is, node B’s data is
always successfully decoded at node A). We also assume that
the nodes use the same superposition ratio(γ) value during
the retransmissions.

We use outage events to characterize whether node D sends
an NACK/ACK signal after a transmission. A transmission link
with a received SNR ofβ and a target spectral efficiency of
R bits per channel use (bpcu) is in outage if the instantaneous
spectral efficiency1 given byI , log2 (1 + β) is smaller than
R. The probability of outage can be written as:

Pout , Pr (I < R) (3)

Let I l
xy denote the average spectral efficiency along the path

x → y during thelth retransmission and letIMRC

(
xyl, zym

)

denote the average spectral efficiency at nodey after the MRC
as a function ofxyl andzym, i.e., the information it received
along the pathx → y in the lth transmission and along
the pathz → y in the mth transmission respectively. Note
that l = 0 corresponds to the first transmission. Under the
assumption described earlier in this section, as an example, we
write I l

AD
= log2

(

1 + P
′

A
αl

AD

)

, whereαl
AD

=
∣
∣hl

AD

∣
∣
2
, l =

0, 1, . . . , L, with

fαl
ij

(t) =
1

λij

exp

(

− t

λij

)

, t ≥ 0,

with i ∈ {A, B} andj ∈ {B, D}.

A. Analysis for the Diversity Combining Case

1) Derivation ofPEP0
div: When there are no retransmis-

sions allowed(L = 0), the packet error probability for the
diversity combining case can be written in terms of the
probability of two disjoint events. First event being that both
the links A → B and A → D are in outage simultaneously
and the second event being that even thoughA → B is not in
outage, the destination is still in outage even after receiving
data alongA → D andB → D. By using the fact thatαAD,
αAB andαBD are independent, we can write:

PEP0
div =Pr

(
I0

AB
< R

)
Pr
(
I0

AD
< R

)
+ (4)

Pr
(
I0

AB
> R

)
Pr
(
IMRC

(
AD0, BD0

)
< R

)

whereR is the target spectral efficiency in bpcu and

IMRC

(
AD0, BD0

)
= log2

(

1 + P
′

A
α0

AD
+ P

′

B
α0

BD

)

If NI is the number of information bits, thenR = NI

T
. Using

the result in Appendix A, (4) can be simplified to arrive at
(5) shown on top of the next page,in which XAB , 1−2R

P
′

AλAB

,

1This assumes an infinite block length and a Gaussian code book. However
for many practical schemes with adaptive modulation and coding, the instan-
taneous spectral efficiency can be expressed asI ≈ log2 (1 + ζβ), whereζ
is a penalty factor (distance from the Shannon capacity) [19].
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PEP0
div =







[1 − exp (XAD)] [1 − exp (XAB)] + exp (XAB)×
[

1 − exp (XBD) − exp(XAD)
δ

(1 − exp (XBDδ))
]

, if δ 6= 0

[1 − exp (XAD)] [1 − exp (XAB)] + exp (XAB)×
[1 − exp (XBD) + XBD exp (XAD)] , if δ = 0

(5)

PEP1
div = Pr

(
IMRC

(
AB0, AB1

)
< R

)
Pr
(
IMRC

(
AD0, AD1

)
< R

)
+ Pr

(
I0

AB
< R, IMRC

(
AB0, AB1

)
> R

)
×

Pr
(
IMRC

(
AD0, AD1, BD1

)
< R

)
+ Pr

(
I0

AB
> R

)
Pr
(
IMRC

(
AD0, AD1, BD0, BD1

)
< R

) (7)

PEP1
div =







[1 − exp (XAD) (1 − XAD)] [1 − exp (XAB) (1 − XAB)]−

XAB exp (XAB)
[

1 − exp (XBD) + exp(XAD)(XAD−1)
δ

(1 − exp (XBDδ)) +

(1 − δ) exp (XAD)
(

exp (XBDδ)
(

XBD

δ
− 1

δ2

)

+ 1
δ2

)]

+

exp (XAB)
[

1 − exp (XBD) (1 − XBD) + exp (XAD) (XAD − 1)×
(

exp (XBDδ)
(

XBD

δ
− 1

δ2

)

+ 1
δ2

)

+

(1 − δ) exp (XAD)
(

exp (XBDδ)
(

−
X2

BD

δ
+ 2XBD

δ2 − 2
δ3

)

+ 2
δ3

)]

, if δ 6= 0

[1 − exp (XAD) (1 − XAD)] [1 − exp (XAB) (1 − XAB)]−

XAB exp (XAB)
[

1 − exp (XBD) − exp (XAD) (XAD − 1) XBD + exp(XAD)XADXBD

2

]

+

exp (XAB)
[

1 − exp (XBD) (1 − XBD) +

exp (XAD) (XAD − 1)
X2

BD

2
−

exp(XAD)XADX2
BD

3

]

, if δ = 0

(8)

PEP1
cc = Pr

(
I0

AB
+ I1

AB
< R

)
Pr
(
I0

AD
+ I1

AD
< R

)
+ Pr

(
I0

AB
< R, I0

AB
+ I1

AB
> R

)
×

Pr
(
I0

AD
+ I1

AD
+ I1

BD
< R

)
+ Pr

(
I0

AB
> R

)
Pr
(
I0

AD
+ I1

AD
+ I0

BD
+ I1

BD
< R

) (12)

XBD , 1−2R

P
′

BλBD

, XAD , 1−2R

P
′

AλAD

and δ , 1 − P
′

BλBD

P
′

AλAD

. By

using a series expansion, it can be shown that

PEP0
div = XADXAB +

1

2
XADXBD + O

(
1

P 3

)

(6)

From (6), we see that the superposition modulation based
relaying scheme has a diversity order of 2.

2) Derivation ofPEP1
div: When only one retransmission is

allowed(L = 1), the packet error probability for the diversity
combining case can be expressed in terms three disjoint events
that the destination is still in outage depending on whether
the link A → B is i) in outage after one retransmission or ii)
in outage after first transmission but not in outage after one
retransmission or iii) not in outage after first transmission.
SinceαAD, αAB andαBD are independent, we can write this
outage probability as shown in (7) on top of this page. By
simplifying (7) as in Appendix B, we arrive at the expression
in (8) shown on top of this page. We can show that using a
series expansion,PEP1

div can be written as

PEP1
div =

1

4
X2

ADX2
AB +

1

6
XABX2

ADXBD +
1

24
X2

BDX2
AD + O

(
1

P 5

)

(9)

From (9), we see that with one additional retransmission,
we can achieve a diversity order of 4 with the proposed
superposition modulation based retransmission scheme.

B. Analysis for the Code Combining Case

1) Derivation ofPEP0
cc: In case of code combining at the

destination, when there are no retransmissions allowed, the
packet error probability can be written similarly based on the
disjoint events described in section IV-A1 as:

PEP0
cc =Pr

(
I0

AB
< R

)
Pr
(
I0

AD
< R

)
+ (10)

Pr
(
I0

AB
> R

)
Pr
(
I0

AD
+ I0

BD
< R

)

Simplifying Pr
(
I0

AD
+ I0

BD
< R

)
as in Appendix C,PEP0

cc

can be written as:

PEP0
cc = XADXAB +

2RR ln 2 − 2R + 1

P
′

A
P

′

B
λADλBD

+ O

(
1

P 3

)

(11)

This scheme also achieves a diversity order of 2.

2) Derivation forPEP1
cc: When only one retransmission is

allowed, the packet error probability for the code combining
case can be written similarly based on the disjoint events
described in section IV-A2 as in (12) shown at the top of
this page. Simplifying (12) as in Appendix D,PEP1

cc can
be written as in (13) shown on top of the next page. The
expression in (13) shows that the proposed retransmission
scheme achieves a diversity order of 4 for the code combining
case.
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PEP1
cc =

(
2RR ln 2 − 2R + 1

)2

(P ′

A
)
4
λ2

AD
λ2

AB

+

(
2R − 1

)(

2R (R ln 2)2 − 2
(
2RR ln 2 − 2R + 1

))

2 (P ′

A
)
3
P

′

B
λ2

AD
λBDλAB

+

2R (R ln 2)
3 − 3

(

2R (R ln 2)
2
)

+ 6
(
2RR ln 2 − 2R + 1

)

6 (P ′

A
P

′

B
λADλBD)

2 + O

(
1

P 5

)
(13)

0 1 2 3 4 5 6 7
0

1

2

3

4

5

6

7

8

R (bpcu)

P
cc

/P
di

v  (
dB

)

 

 

L = 0

L = 1

Figure 5. Power gain in dB for the code combining case over thediversity
combining case as a function ofR. We have usedλAD = λAD = λBD .

C. Maximal Ratio Combining vs Code Combining

In this subsection, we compare the analytical packet error
probability expressions derived in Sections IV-A and IV-B.
By assuming thatPA = PB = Pdiv for the the diversity
combining case andPA = PB = Pcc for the code combining
case, we are interested in computing the power gain for the
code combining case over the diversity combining case. For
L = 0, by neglectingO

(
1

P 3

)
terms, we computePcc

Pdiv
by

equating (6) and (11). Similarly forL = 1, the power ratio
is computed by neglectingO

(
1

P 5

)
terms and equating (9)

and (13). Fig. 5 shows the power gain for code combining
scheme over the diversity combining scheme as a function of
R. As we see from the figure, when there is one additional
retransmission, the gain for code combining over diversity
combining is significant.

V. OPTIMIZATION OF THE SUPERPOSITIONRATIO

In this section, we discuss the optimization ofγ based on
the PEP expressions derived in Section IV.

A. For L = 0

Based on the PEP expressions for the diversity combining
and the code combining cases, one can numerically optimize
the superposition ratio by considering minimization ofPEP0

div

andPEP0
cc subject to0 ≤ γ ≤ 0.5. From the approximate PEP

expressions in (6) and (11) and neglecting theO
(

1
P 3

)
terms,

we have the following optimization problem:

min
0≤γ≤0.5

f1 (γ) =
K1

(1 − γ)
2 +

K2

(1 − γ) γ
(14)

whereK1 ,
(2R−1)

2

P 2
A

λADλAB
for both the diversity combining (D.

C.) and the code combining (C. C.) methods andK2 is given
by:

K2 ,

{
(2R−1)

2

2PAPBλADλBD
for D. C.

2RR ln 2−2R+1
PAPBλADλBD

for C. C.

A closed form solution to this optimization problem can be
obtained by taking the derivative of the objective functionwith
respect toγ and equating it to zero as follows:

∂f1 (γ)

∂γ
=

2K1

(1 − γ)
3 + K2

[

1

γ (1 − γ)
2 − 1

γ2 (1 − γ)

]

= 0

=⇒ 2K1

(1 − γ)
3 +

K2 (2γ − 1)

γ2 (1 − γ)
2 = 0

=⇒ 2K1γ
2 + K2 (2γ − 1) (1 − γ) = 0

=⇒ γ2 (2K1 − 2K2) + 3K2γ − K2 = 0

The optimal superposition ratio forL = 0 is given by:

γ0
opt =

{
−3K2+

√
8K1K2+K2

2

4(K1−K2)
if K1 6= K2

1
3 if K1 = K2

(15)

For diversity combining, we see that the optimal superposition
ratio for K1 6= K2 is independent ofR as both numerator and
denominator values scale by the same factor in (15) for fixed
values of average channel gains and the average power values.
Note that this conclusion is not valid for the code combining
case.

B. For L = 1

Using the approximate PEP expressions from (9) and (13)
and neglecting theO

(
1

P 5

)
terms, we can formulate the

optimization problem as2:

min
0≤γ≤0.5

f2 (γ) =
C1

(1 − γ)
4 +

C2

(1 − γ)
3
γ

+
C3

(1 − γ)
2
γ2

where

C1 ,







(2R−1)4

4P 4
A

λ2
AD

λ2
AB

for D. C.

(2RR ln 2−2R+1)2

P 4
Aλ2

ADλ2
AB

for C. C.

2In this work, we assumed that the same superposition ratio value γ is
used for all the transmissions. This assumption may be generalized. If γ1

andγ2 denote the superposition ratio values during the first transmission and
the retransmission for the case ofL = 1, one can write the corresponding
optimization problem as:

min
0≤γ1 ,γ2≤0.5

C1

(1 − γ1)2 (1 − γ2)2
+

C2

(1 − γ1)2 (1 − γ2) γ2

+

C3

(1 − γ1) γ1 (1 − γ2) γ2
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C2 ,







(2R−1)4

6P 3
APBλ2

ADλBDλAB
for D. C.

(2R−1)(2R(R ln 2)2−2(2RR ln 2−2R+1))
2P 3

A
PBλ2

AD
λBDλAB

for C. C.

and

C3 ,







(2R−1)
4

24(PAPBλADλBD)2
for D. C.

2R(R ln 2)3−3(2R(R ln 2)2)+6(2RR ln 2−2R+1)
6(PAPBλADλBD)2

for C. C.

Using a similar technique as in Section V-A, taking the
derivative of the objective function with respect toγ and
equating it to zero, we have:

∂f2 (γ)

∂γ
=

4C1

(1 − γ)
5 + C2

[

3

γ (1 − γ)
4 − 1

γ2 (1 − γ)
3

]

+

C3

[

2

(1 − γ)
3
γ2

− 2

(1 − γ)
2
γ3

]

= 0

=⇒ 4C1

(1 − γ)
5 +

(4γ − 1)C2

γ2 (1 − γ)
4 +

(4γ − 2)C3

γ3 (1 − γ)
3 = 0

which gives the following cubic equation:

(4C1 − 4C2 + 4C3) γ3 + (5C2 − 10C3) γ2+

(8C3 − C2) γ − 2C3 = 0 (16)

The optimal superposition ratioγ1
opt can be obtained by

solving for the roots of (16). Since the constant term(−2C3)
is negative, there is at least one positive real root for the cubic
equation. Furthermore, we can show that the Hessian of (16) is
always negative asC1, C2 andC3 are bounded in the interval
(0, 1] for high SNR values. Hence there is a unique positive
real root for (16), which is the solution forγ1

opt. WhenL = 1,
γ1

opt is independent of the spectral efficiency for the diversity
combining case.

VI. SIMULATION RESULTS

In this section, first we compare the analytical packet error
probability expressions derived in Section IV with empirical
results. Then we present results illustrating the variation of
the optimal superposition ratio as a function of the spectral
efficiency for fixed values of the average channel gains and
the average transmit power values. Finally, we compare the
performance of the proposed retransmission scheme based
on superposition modulation with the non-cooperative retrans-
mission scheme and the retransmission scheme based on DF
relaying discussed in Sections III-A and III-B. For all the
simulation results, we haveλAD = λBD = λAB = λ,
PA = PB = 0 dB. We define the average SNR (per channel
use) asλ

σ2 . Modulation symbols have unit energy and the noise
powerσ2 is set to 1. The SNR is varied by varyingλ in the
simulations.

A. Analytical vs. Empirical Results

Fig. 6 shows a comparison of analytical and empirical
(using Monte Carlo simulation) results forPEPL for both the
diversity combining and the code combining cases. We have
usedR = 2 bpcu,λAD = λBD = λAB, andPA = PB = 0 dB
in the simulation. Optimum superposition ratio values are used

10 12 14 16 18 20 22
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Empirical

Analytical−approx.

Analytical−exact

(a) With diversity combining.

10 12 14 16 18 20 22
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10
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−1

10
0

SNR (dB)
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L = 0

L = 1

Empirical

Analytical−approx.

(b) With code combining.

Figure 6. Analytical and empirical performance comparisonof the packet
error probability for the proposed superposition modulation based relaying
with retransmissions. Parameters for the simulation areR = 2 bpcu,λAD =
λBD = λAB , PA = PB = 0dB and optimumγ values obtained from
Sections V-A and V-B are used for generating the plots.

for generating the curves. For the diversity combining case, the
empirical (blue) curves are obtained by generating the channel
gains randomly and numerically computing the probabilities in
(4) and (7) (using Monte Carlo evaluation). For the “analytical-
exact” (red) curves, we have used the expressions in (5) and
(8) to compute the packet error probability by substituting
the values ofPA, PB, λAD, λBD, λAB andR. The “analytical-
approx” (black) curves are high-SNR approximations obtained
by neglecting theO

(
1

P 3

)
and O

(
1

P 5

)
terms in (6) and (9)

respectively. For the code combining case, the empirical curves
are obtained by Monte Carlo evaluation of the probabilities
using (10) and (12), and the analytical approximations are
the high-SNR asymptotes in (11) and (13). From Fig. 6(a),
we see that analytical-exact result matches closely with the
empirical result, proving the correctness of the expressions
derived in this work. From Figures 6(a) and 6(b), we also
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1 2 3 4 5 6 7 8 9 10
0

0.05

0.1

0.15

0.2

0.25

Spectral efficiency R (bpcu)

γ op
t

L

 

 

Diversity Combining

Code Combining

L = 0

L = 1

Figure 7. Optimal superposition ratioγ as a function of spectral efficiency.
The average channel gains for all the paths was set to 1 and theaverage
transmit power for both the users was set to 30 dB.

see that the analytical approximation is tight for SNR values
higher than 15 dB for both the diversity combining and the
code combining cases. We can also see the difference in the
diversity order for the curves withL = 0 andL = 1.

B. Optimal Superposition Ratio

The variation of optimalγ as function ofR for both the
diversity combining and the code combining cases is shown
in Fig. 7. From the figure, we see that for fixed average power
and average channel gain values, the optimalγ is independent
of the spectral efficiency for the diversity combining case as
discussed in Section V. For the code combining case, the
optimum γ is a function ofR, and also a function ofL for
higher values ofR. Note that the optimumγ values shown in
the plot are slightly higher than the values obtained through
simulations in [4]. The reason for this is that in our analysis
here, we assumed a Gaussian code book and interference-free
decoding at the destination. However in the simulations in
[4], a fixed BPSK constellation was used and the effect of
interference from the superimposed signal was also present
during the decoding operation.

C. Performance Comparison for DifferentL

Fig. 8 shows an empirical comparison ofPEPL for different
values ofL for both the diversity combining and the code
combining cases. For the diversity combining case in Fig. 8(a),
we considered a rate-1

2 convolutional code with a constraint
length of 7 and generator functionG (133, 171)3. The number
of information bitsNI is chosen to be 970, and after appending
CRC and convolutional encoding, we have 2000 coded bits for
transmission. The number of channel uses for transmissionT

is fixed to 2000. We transmit these coded bits using the three
transmission methods as follows:

3Optimal in terms of free distance [25].

−5 0 5 10 15 20 25 30
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L = 0

L = 1L = 2

Non−cooperative transmission

Classical DF relaying

Relaying with superposition modulation

(a) With diversity combining. A rate-1
2

convolutional code with a con-
straint length 7 and the generator function ofG (133, 171) is used for
the simulation. The number of information bitsNI is set to 970. BPSK
modulation is used for non-cooperative transmission and relaying with
superposition modulation, and 4-PAM modulation is used forDF relaying
case. The number of channel uses per transmission isT = 2000.
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0
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L = 0

L = 1
L = 2

Non−cooperative transmission

Classical DF relaying

Relaying with superposition modulation

(b) With code combining. A rate-1
6

convolutional code withNI = 972
bits is used for the simulation. The constraint length for the code is 5 and
the generator function isG (37, 35, 27, 33, 25, 35). BPSK modulation is
used for non-cooperative transmission and relaying with superposition
modulation, and 4-PAM modulation is used for DF relaying case. The
number of channel uses per transmission isT = 2000.

Figure 8. Link-level simulation results of packet error probability comparison
for different L for both the diversity combining and code combining cases.

• For non-cooperative transmission, 2000 coded bits are
transmitted from node A inT channel uses with BPSK
modulation.

• For cooperation using DF relaying, 2000 coded bits are
transmitted from node A inT2 channel uses with 4-PAM
modulation. If node B decodes node A’s data successfully,
it relays node A’s bits in the remainingT2 channel uses
with 4-PAM modulation.

• For cooperation using superposition modulation based
relaying, node A transmits its 2000 coded bits as well as
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(c) Relaying with superposition modulation.

Figure 9. Simulation model for the code combining based retransmission scheme using the three transmission methods. Here for simplicity, we show only
the transmission of data corresponding to node A. In the figure, as an example case, we assumed that the destination is not able to decode node A’s data after
one retransmission.
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Figure 10. An example scenario showing the case in which nodeA does not use superposition during retransmission of its erroneous data packets.

node B’s data inT channel uses with BPSK modulation
(before superposition operation) for its data. In the next
time slot, if node B has successfully decoded node A’s
data, it relays node A’s 2000 coded bits using BPSK
modulation (before superposition operation) inT channel
uses.

• For the retransmissions also, the same modulation meth-
ods are used with repetition of coded bits.

We set the superposition ratio value toγ = 0.15 and used the
same value ofγ for all retransmissions.4 For L = 0 and at a
packet error probability of10−3, relaying with superposition
modulation has a performance gain of 2 dB compared to
the classical DF relaying. This result is in agreement with
the results in [4]. WhenL = 1 and 2, the performance
difference between relaying with superposition modulation and
DF relaying is 2.4 dB and 2.9 dB respectively. Note that with
L = 2 and at a packet error probability of10−3, the non-
cooperative retransmission scheme is performing better than
the retransmission with DF relaying. This is due to the fact
that the target spectral efficiency is double for the DF based
relaying scheme and that its diversity advantage is coming into
picture only for packet error probability values smaller than
10−4.

The result for the code combining case is shown in Fig.
8(b). For this simulation, we used a rate-1

6 convolutional
code with a constraint length 5 and generator function
G (37, 35, 27, 33, 25, 35)5. We transmitted the coded bits in
an incremental redundancy fashion as shown in Fig. 9 for
the three transmission methods. In Fig. 9, for simplicity,
we showed only the transmission of data corresponding to
nodeA. During the time slotst + 1, t + 3 and t + 5 in the
figure, for the retransmission schemes using non-cooperative

4Optimized through simulations. Note that theγopt shown in Fig. 7 is
optimal only under the assumption described in Section IV and a Gaussian
code book with an infinite block size.

5Optimal in terms of free distance [25].

transmission, and DF relaying, we showed the time slots as
blank indicating that node A’s data is not getting transmitted
during these time slots. For the retransmission scheme using
superposition modulation, during each time slot, we showed
only the data corresponding to node A. With 972 information
bits, after appending CRC and convolutional encoding, we
have 6000 coded bits at the output (6 output streams and
hence rate-16 ). These 6000 coded bits are divided into 3 blocks
(B1, B2 andB3) of 2000 bits each. The number of channel
uses per transmissionT is set to 2000. Transmission is done
using these blocks in an incremental redundancy fashion as
follows: 6.

• As shown in Fig. 9(a), for the non-cooperative transmis-
sion, node A transmits the blocksB1, B2 andB3 during
each of its allocated time slots. AsT is set to 2000, we
use BPSK for modulating the coded bits.

• Fig. 9(b) shows transmission using the incremental re-
dundancy based retransmission scheme with DF relaying.
The T channel uses are divided intoT2 channel uses
each between the nodes A and B as they cooperate with
each other. For this case, 4-PAM modulation is used
as each block of 2000 bits should be transmitted using
T
2 = 1000 channel uses. IfhAB = 0, at the end of
each transmission, the destination node will have the
same amount of information as in the non-cooperative
transmission scheme.

• Fig. 9(c) shows only the transmission of node A’s data
using the proposed retransmission scheme with incremen-
tal redundancy. In each transmission, 2000 coded bits
are transmitted inT channel uses. Here, node A’s data

6Note that here we have used repetition of blocks for retransmission
schemes with DF relaying and relaying using superposition modulation. This
is not strictly optimal, however, combination of standard channel codes and
repetition generally performs well for very low rates. In case of retransmission
schemes with DF relaying and relaying using superposition modulation,
ideally a rate-1/12 code should be used in this setup.
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Figure 11. Packet error probability comparison for the casewhen no
superposition modulation is used at node A during retransmission of its
erroneous packets. The simulation parameters are similar to the ones in Fig.
8.

gets transmitted both from node A as well as node B
using superposition modulation. In this case also, when
hAB = 0, this scheme reduces to the one with non-
cooperative transmission scheme (this is the basic idea
of superposition modulation based cooperation scheme
proposed in [4]).

For the simulation, the superposition ratioγ is set to 0.17. For
L = 0 and at a packet error probability of10−3, relaying with
superposition modulation shows a performance gain of 2.4 dB
compared to the classical DF relaying. ForL = 1 and2, the
gain for the relaying with superposition modulation over the
DF relaying is 2.5 dB.

D. Varying Superposition Ratio for Retransmissions

Next we present simulation results for the case in which
node A transmits its own packet without superimposing the
partners data during the retransmission. Node B still transmits
node A’s packet, which was in error, using superposition
modulation. In a way this scenario reflects the case in which
node A is not “fair” to node B. Fig. 10 shows an example of
this scenario. As shown in figure, node A does not superpose
node B’s data during retransmission of its packetSAi

in
time slotst + 2 and t + 4. However node B still superposes
S

′

Ai
during time slotst + 3 and t + 5. The motivation for

this simulation is that if the receiver could send additional
feedback about the reliability of the previous transmissions,
the transmitter could vary its superposition ratio (reducethe
power allocated for partner’s data) during the retransmissions.
Fig. 11 shows a performance comparison of the packet error
probability with diversity combining and code combining, for
the case when node A does not superimpose node B’s data
during the retransmissions. We see that, whenL = 2, setting
γ = 0 for retransmissions at node A can only provide a
marginal gain of about 0.5 dB at a packet error probability of
10−3 for both the diversity combining and the code combining
cases. This result shows that even if the node, whose packets
are in error is not “fair” to the cooperating node, the gains it
can get are not significant.

VII. C ONCLUSIONS

The proposed retransmission scheme based on superpo-
sition modulation based relaying has superior performance
compared to the retransmission schemes based on classical
DF relaying and non-cooperative transmission. When only
two retransmissions are allowed, at PEP values of interest,a
non-cooperative retransmission scheme has better performance
than the baseline retransmission scheme based on DF relaying.
With the proposed retransmission scheme for the symmetric
relaying scenario, nodes can still cooperate with each other
even when their packets are received in error at the destination.

For the retransmission scheme with diversity combining,
the optimal superposition ratio is independent of the spectral
efficiency. For the retransmission scheme with code combin-
ing, with fixed average powers and average channel gains, the
optimal superposition ratio depends on the maximum number
of retransmissions allowed at high spectral efficiency values.

APPENDIX A
PROOF OF(5)

PEP0
div can be derived as follows. From Equation (4), first

we note that

Pr
(
I0

AB
< R

)
,Pr

(

log2

(

1 + P
′

A
α0

AB

)

< R
)

=Pr

(

α0
AB

<
2R − 1

P
′

A

)

=

ˆ

2R
−1

P
′

A

t=0

1

λAB

exp

(

− t

λAB

)

dt

=1 − exp (XAB) (17)

7Optimized through simulations.
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Similarly, we have

Pr
(
I0

AD
< R

)
= 1 − exp (XAD) (18)

and

Pr
(
I0

AB
> R

)
= exp (XAB) (19)

where XAB, XAD are defined in Section IV-A1. Now
PMRC,0 , Pr

(
IMRC

(
AD0, BD0

)
< R

)
can be simplified as

PMRC,0 =Pr
{(

P
′

A
α0

AD
+ P

′

B
α0

BD

)

< 2R − 1
}

=

ˆ

2R
−1

P
′

B

0

Pr

{

α0
AD

<
2R − 1 − P

′

B
t

P
′

A

}

fα0
BD

(t) dt

=

ˆ

2R
−1

P
′

B

0

[

1 − exp

(

P
′

B
t + 1 − 2R

P
′

A
λAD

)]

×

1

λBD

exp

(

− t

λBD

)

dt

=1 − exp

(
1 − 2R

P
′

B
λBD

)

− exp

(
1 − 2R

P
′

A
λAD

)

× (20)

1

λBD

ˆ

2R
−1

P
′

B

0

exp

(

−t

[

1

λBD

− P
′

B

P
′

A
λAD

])

dt

︸ ︷︷ ︸

,Z

The termZ can be further simplified to arrive at

Z =

{
1
δ

[1 − exp (XBDδ)] if δ 6= 0

−XBD if δ = 0
(21)

Using (17)–(21) in (4), we arrive at (5).

APPENDIX B
PROOF OF(8)

From (7),

PMRC,1 ,Pr
(
IMRC

(
AB0, AB1

)
< R

)

=Pr

{
(
α0

AB
+ α1

AB

)
<

2R − 1

P
′

A

}

(a)
=Pr

{

α∗
AB

<
2R − 1

P
′

A

}

=

ˆ

2R
−1

P
′

A

0

t

λ2
AB

exp

(

− t

λAB

)

dt

=1 − exp (XAB) (1 − XAB) (22)

In (a),α∗
AB

= α0
AB

+α1
AB

, which is the sum of two independent
exponential random variables with the same meanλAB . Hence
its distribution is given byfα∗

AB
(t) = t

λ2
AB

exp
(

− t
λAB

)

, t ≥
0. Similarly, we have

Pr
(
IMRC

(
AD0, AD1

)
< R

)
= 1 − exp (XAD) (1 − XAD)

(23)

Defining P1 , Pr
(
I0

AB
< R, IMRC

(
AB0, AB1

)
> R

)
, we

have

P1 =Pr

{
(
α0

AB
+ α1

AB

)
>

2R − 1

P
′

A

, α0
AB

<
2R − 1

P
′

A

}

=

ˆ

2R
−1

P
′

A

0

Pr

{

α1
AB

>
2R − 1

P
′

A

− t

}
1

λAB

exp

(

− t

λAB

)

dt

=

ˆ

2R
−1

P
′

A

0

exp

(
1 − 2R

P
′

A
λAB

+
t

λAB

)
1

λAB

exp

(

− t

λAB

)

dt

= − XAB exp (XAB) (24)

Defining PMRC,2 , Pr
(
IMRC

(
AD0, AD1, BD1

)
< R

)
, we

have

PMRC,2 =Pr
{(

α∗
AD

P
′

A
+ α1

BD
P

′

B

)

< 2R − 1
}

=

ˆ

2R
−1

P
′

B

0

Pr

{

α∗
AD

<
2R − 1 − tP

′

B

P
′

A

}

×

1

λBD

exp

(

− t

λBD

)

dt

=

ˆ

2R
−1

P
′

B

0

[

1 − exp

(

tP
′

B
+ 1 − 2R

P
′

A
λAD

)

×
(

1 +
tP

′

B
+ 1 − 2R

P
′

A
λAD

)]

1

λBD

exp

(

− t

λBD

)

dt

(25)

PMRC,2 in (25) can be further simplified as in (26) shown at
the top of the next page. The integrals in (26) can be further
simplified to arrive at:

Z1 =1 − exp (XBD)

Z2 =

{
1
δ

[1 − exp (XBDδ)] if δ 6= 0

−XBD if δ = 0

Z3 =







λBD

[
exp (XBDδ)

(
XBD

δ
− 1

δ2

)
+ 1

δ2

]
if δ 6= 0

−XBD(2R−1)
2P

′

B

if δ = 0

(27)
Pr
(
I0

AB
> R

)
is as given in (19). DefiningPMRC,3 ,

Pr
(
IMRC

(
AD0, AD1, BD0, BD1

)
< R

)
, we have

PMRC,3 =Pr
{[

α∗
AD

P
′

A
+ α∗

BD
P

′

B

]

< 2R − 1
}

=

ˆ

2R
−1

P
′

B

0

Pr

{

α∗
AD

<
2R − 1 − tP

′

B

P
′

A

}

×

t

λ2
BD

exp

(

− t

λBD

)

dt

=

ˆ

2R
−1

P
′

B

0

[

1 − exp

(

tP
′

B
+ 1 − 2R

P
′

A
λAD

)

×
(

1 +
tP

′

B
+ 1 − 2R

P
′

A
λAD

)]

t

λ2
BD

exp

(

− t

λBD

)

dt

(28)

PMRC,3 in (28) can be further simplified as in (29) shown on
top of the next page.
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PMRC,2 =

ˆ

2R
−1

P
′

B

0

1

λBD

exp

(

− t

λBD

)

dt

︸ ︷︷ ︸

,Z1
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ˆ
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1
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exp (XAD)
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ˆ
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P
′

B

0
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(

−t

(

1
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P
′

A
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(26)

PMRC,3 =

ˆ

2R
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P
′

B

0

t
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exp

(

− t

λBD

)

dt
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,Y1

+ [XAD exp (XAD) − exp (XAD)]

ˆ
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P
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0

t
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exp

(
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(

1
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︸ ︷︷ ︸
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P
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exp (XAD)

P
′

A
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ˆ
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P
′

B

0
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exp

(

−t

(

1
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− P
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P
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(29)

Y1 =1 − exp (XBD) (1 − XBD)

Y2 =

{(
exp (XBDδ)

(
XBD

δ
− 1

δ2

)
+ 1

δ2

)
if δ 6= 0

X2
BD

2 if δ = 0

Y3 =







λBD

[

exp (XBDδ)
(

−X2
BD

δ
+ 2XBD

δ2 − 2
δ3

)

+ 2
δ3

]

if δ 6= 0

X2
BD(2R−1)

3P
′

B

if δ = 0

(30)

The integrals in (29) can be simplified as in (30) shown
on top of this page. Using (22)–(30) in (7), we obtain the
expression forPEP1

div as in (8).

APPENDIX C
PROOF OF(11)

From (10), the termPcc,0 , Pr
(
I0

AD
+ I0

BD
< R

)
=

Pr {(x + y) < R}, wherex = log2

(

1 + α0
AD

P
′

A

)

and y =

log2

(

1 + α0
BD

P
′

B

)

can be simplified as follows. Using the
following distributions forx andy

fx (t) =
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λAD

exp

(
1 − 2t

P
′

A
λAD

)

2t, t ≥ 0 and
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′
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2t, t ≥ 0

we can write

Pcc,0 =
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=
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0
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ˆ R

0

exp

(
1 − 2R−t

P
′

A
λAD

)

fy (t) dt
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exp
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P
′
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P
′

A
λAD

− 2t

P
′
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λBD
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2tdt

(b)
=

ˆ R

0

fy (t) dt
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,L1

− ln 2

P
′
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λBD

exp

(
1

P
′

A
λAD
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P
′
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′
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(31)

In (b), we have used the expansionexp (x) = 1+x+O
(
x2
)
.

The integrals in (31) can be simplified to get

L1 =1 − exp

(
1 − 2R−t

P
′

A
λAD

)

L2 =
2R − 1

ln 2
− 22R − 1

2 ln 2P
′

B
λBD

− R2R

P
′

A
λAD

(32)

Using (32) in (31) and simplifying using a series expansion,
we get

Pcc,0 =
2RR ln 2 − 2R + 1

P
′

A
P

′

B
λADλBD

+ O

(
1

P 3

)

(33)

Now using (17)–(19) with a series expansion and (33), from
(10) we arrive at (11).
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0

ˆ R−t

0

fx (t) fy (u) du dt

︸ ︷︷ ︸

,M1

−
ˆ R

0

ˆ R−t

0

exp

(
1 − 2R−t−u

P
′

B
λBD

)

fx (t) fy (u) du dt

︸ ︷︷ ︸

,M2

−

ˆ R

0

ˆ R−t

0

ˆ R−t−u

0

exp

(
1 − 2R−t−u−v

P
′

B
λBD

)

fx (t) fy (u) fz (v) dv du dt

︸ ︷︷ ︸

,M3

(36)

APPENDIX D
PROOF OF(13)

In (12),Pr
(
I0

AB
+ I1

AB
< R

)
andPr

(
I0

AD
+ I1

AD
< R

)
can

be simplified similarly as in Appendix C, to get

Pr
(
I0

AB
+ I1

AB
< R

)
=

2RR ln 2 − 2R + 1

(P ′

A
λAB)

2 + O

(
1

P 3

)

Pr
(
I0

AD
+ I1

AD
< R

)
=

2RR ln 2 − 2R + 1

(P ′

A
λAD)

2 + O

(
1

P 3

)

(34)
Considering the term

Pcc,1 ,Pr
(
I0

AB
< R, I0

AB
+ I1

AB
> R

)

=Pr (x < R, x + y > R)

with x = I0
AB

andy = I1
AB

, we have

Pcc,1 =

ˆ R

0

Pr{y > R − t} fx (t) dt

=

ˆ R

0

exp

(
1 − 2R−t

P
′

A
λAB

)

fx (t) dt

=
ln 2

P
′

A
λAB

exp

(
2

P
′

A
λAB

)
ˆ R

0

exp

(

−2R−t + 2t

P
′

A
λAB

)

2tdt

=
ln 2

P
′

A
λAB

exp

(
2

P
′

A
λAB

)
ˆ R

0

(

1 − 2R−t + 2t

P
′

A
λAB

)

2tdt

= −XAB + O

(
1

P 2

)

(35)

Now considering the term

Pcc,2 ,Pr
(
I0

AD
+ I1

AD
+ I0

BD
+ I1

BD
< R

)

=Pr (x + y + z + w < R)

with x = I0
AD

, y = I1
AD

, z = I0
BD

and w = I1
BD

, we can
write Pcc,2 as in (36) shown at the top of this page. Using a
series expansion and simplifying, the expressions forM1, M2

andM3 in (36) can simplified to arrive at the expressions in
(37)–(39) shown on top of the next page. This yields the final
expression forPcc,2 as shown in (40).

The termPcc,3 , Pr
(
I0
AD + I1

AD + I1
BD < R

)
is equal to

M1 − M2 , and hence

Pcc,3 =

(

2R (R ln 2)
2 − 2

(
2RR ln 2 − 2R + 1

))

2 (P ′

A
λAD)

2
P

′

B
λBD

+O

(
1

P 4

)

(41)
From (34), (35), (40) and (41), we arrive at the PEP expression
in (13).
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