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Abstract

We study the influence of different implementations of no-slip solid wall boundary conditions on the convergence to steady-state of the Navier-Stokes equations. The various approaches are investigated using the energy method and an eigenvalue analysis. It is shown that the weak implementation is superior and enhances the convergence to steady-state for coarse meshes. It is also demonstrated that all the stable approaches produce the same convergence rate as the mesh size goes to zero. The numerical results obtained by using a fully nonlinear finite volume solver support the theoretical findings from the linear analysis.
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1 Introduction

The formulations of the solid wall boundary conditions for the Navier-Stokes equations and the related slip condition for the Euler equations are well known. Less well known is the relation between these two formulations with a weak implementation. One of the more striking features is the fact that with a weak implementation of the boundary condition, the velocity at the wall becomes
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zero only for very fine meshes. It has also been shown in [8,2,48,3] that the Navier-Stokes solution converge to the Euler solution for coarse meshes.

As an example, consider Figures 1 and 2 where a no-slip velocity is imposed through weak and strong boundary procedures. (We reserve the term boundary condition for the continuous problem and use boundary procedure when we refer to the numerical implementation of the boundary condition). The velocity field is illustrated on a coarse and fine grid. There is a small velocity component on the wall boundary for the coarse mesh with the weak implementation. The wall velocity is reduced as the grid is refined. Away from the wall there are small differences between the solutions.

![Fig. 1. The velocity field close to the solid wall for weak and strong implementation. Coarse mesh results, notice the non-zero slip velocity at the wall for the weak case.](image1)

![Fig. 2. The velocity field close to the solid wall for weak and strong implementation. Fine mesh results, notice the almost zero slip velocity at the wall for the weak case.](image2)

The main reason to use weak boundary procedures stems from the fact that together with summation-by-parts operators they lead to provable stable schemes. For application of this technique to finite difference methods, node-centered finite volume methods, spectral domain methods and various hybrid methods see [25,42,4,30,31,36,44,48,20,39,6,22,13,24], [32,47,45,46,14,41], [18,16,19,7] and [33,34,15,37,5] respectively. In this paper we will consider a new effect of using
weak boundary procedures, namely that it in many cases (all that we tried) speeds up the convergence to steady-state.

Most of the work on convergence acceleration to steady-state is done for the discrete problem. Techniques such as local time-stepping, multigrid, residual smoothing, etc are used to enhance the convergence to steady-state, see for example [23,28,49]. In the majority of the investigations, the discrete problem including boundary conditions, is formulated first, and the numerical convergence acceleration technique is more or less independently added on afterwards. We will not consider this type of numerical convergence acceleration techniques but rather focus on more fundamental aspects related directly to the governing equations and the numerical scheme.

We will consider the basic requirement for convergence to steady-state, namely the position of the eigenvalues (the spectrum) of the Initial Boundary Value Problem (IBVP). The eigenvalues of the corresponding semi-discrete Initial Value Problem (IVP) problem obtained by using the method of lines, see [40], are equally important and will also be discussed. We start by formulating the relevant IBVP and the data requirements for the existence of a steady-state solution. Next we make sure that we have a well posed procedure (such that it is possible to reach the steady-state) and finally quantify the speed of convergence using the utmost right lying eigenvalue in the spectrum. That is repeated with minor technical modifications (such as replacing the concept well-posedness by stability, investigating numerical eigenvalues, etc.) for the IVP.

Next we apply the general theory to the specific case of solid wall boundary conditions. We continue the work in [10] and to some extent follow the procedure outlined in [12,29] for the analysis of far field boundary conditions. Our basic theoretical tools will be the classical ones, namely the energy method, the Laplace transform technique and the matrix exponential. Our basic computational tool is a node vertex edge based flow solver for unstructured grids, the Edge code (see [9,11]). Edge has all the standard numerical convergence acceleration techniques described above, but as mentioned earlier, that technique will not be considered.

The paper is organized as follows. In section 2 we formulate the steady-state problem. Next, in section 3, the complete steady-state analysis for general IBVP’s is presented. In section 4 we present the corresponding IVP. The corresponding steady-state analysis for the semi-discrete problem is displayed in section 5. The complete theory is applied to the particular problem with solid wall boundary conditions for the Navier-Stokes equations in section 6, and the problem is simplified and analyzed in detail in section 7. Numerical experiments supporting the theoretical analysis will be presented in section 8 and conclusions are drawn in section 9.
Consider the following time-dependent one-dimensional model problem.

\[ u_t + Au = F(x,t), \quad x \geq 0, \quad t \geq 0 \]
\[ Lu = g(t), \quad x = 0, \quad t \geq 0 \]
\[ u = f(x), \quad x \geq 0, \quad t = 0, \]

where \( u(x,t) = (u^1, u^2, ..., u^m)^T \) is the solution vector with \( m \) components, and \( A = A(\partial/\partial x) \) is the differential operator. The forcing function \( F \), the boundary data \( g \) and the initial function \( f \) are the data of the problem. For simplicity we disregard the influence of the right boundary.

Assume now that we want to use (1) and compute a steady solution \( v \) that satisfies

\[ Av = \tilde{F}(x), \quad x \geq 0 \]
\[ Lv = \tilde{g}, \quad x = 0. \] (2)

The difference problem that describes the possible convergence to steady-state is obtained by subtracting (2) from (1). The deviation \( e = u - v \) from steady-state satisfies

\[ e_t + Ae = dF(x,t), \quad x \geq 0, \quad t \geq 0 \]
\[ Le = dg(t), \quad x = 0, \quad t \geq 0 \]
\[ e = df(x), \quad x \geq 0, \quad t = 0, \] (3)

where \( dF(x,t) = F - \tilde{F}, dg(t) = g - \tilde{g} \) and \( df(x) = f - v \). Note that we have used the fact that \( v_t = 0 \) to arrive at (3).

For a steady-state solution to exist, no time-dependent data are allowed. This means that \( dF \) and \( dg \) must vanish as \( t \to \infty \). Furthermore, we cannot expect to be able to guess the initial condition that makes \( df = 0 \). The task is therefore to develop techniques for the IBVP (3) with zero forcing function, zero boundary data and non-zero initial function such that \( e \to 0 \) as \( t \to \infty \).

For later reference, the final version of the steady-state problem under investigation in this paper is

\[ e_t + Ae = 0, \quad x \geq 0, \quad t \geq 0 \]
\[ Le = 0, \quad x = 0, \quad t \geq 0 \]
\[ e = f, \quad x \geq 0, \quad t = 0. \] (4)

Our ambition is to reduce \( e \) from its initial value \( f \) and reach zero fast.
3 Convergence to steady-state of solutions to the IBVP

We discuss the requirements for obtaining steady-state solutions \((e = 0)\) in (4). In almost all practical cases, the spatial operator \(A\) is given. The speed at which \(e \to 0\), the convergence rate to steady-state, can therefore only be manipulated by the boundary condition \(Le = 0\). Different choices of the boundary operator \(L\) leads to different convergence rates.

3.1 The Laplace-transform method for obtaining the convergence rate

The convergence rate will be obtained by using the so called Laplace-transform technique, see [12,29,17]. Assume that a suitable boundary operator \(L\) has been determined. The Laplace transformed version of (4) is

\[
(sI + A)\hat{e} = f, \quad x \geq 0
\]

\[
L\hat{e} = 0, \quad x = 0,
\]

(5)

where \(s = \eta + i\xi\) is the dual variable to time and

\[
\hat{e}(x, s) = L e = \int_0^\infty e(x,t) \exp (-st) dt.
\]

(6)

The integral in (6) is well defined if the time-growth of the solution \(e\) in (4) is bounded, i.e. if (4) is well posed and \(\eta\) is sufficiently large and positive.

To solve (5) we make the ansatz \(\hat{e}_h = \psi \exp (\kappa x)\) for the homogeneous solution. The particular solution \(\hat{e}_p\) which depends on the initial data \(f\) is assumed known. That leads to a generalized eigenvalue problem for \(\kappa(s)\) of the form

\[
(sI + A(\kappa))\psi = 0, \quad |sI + A(\kappa)| = 0.
\]

(7)

The first equation in (7) has a non-trivial solution \(\psi \neq 0\) if and only if there are \(\kappa\) such that the second relation is satisfied. \(A(\kappa)\) is a polynomial in \(\kappa\) with matrix coefficients. As an example, \(A = A\partial / \partial x + B\partial^2 / \partial x^2\) leads to \(A(\kappa) = A\kappa + B\kappa^2\) where \(A\) and \(B\) are matrices. Note that \(\psi = \psi(\kappa(s), s)\).

Assuming that there are no multiple generalized eigenvalues \(\kappa\), the general homogeneous solution is

\[
\hat{e}_h = \sum_i \sigma_i \psi_i \exp (\kappa_i x) = \Psi \bar{X}(x)\sigma,
\]

(8)

where \(\bar{X}(x) = \text{diag}(e^{\kappa_1 x}, e^{\kappa_2 x}, \ldots), \Psi = [\psi_1, \psi_2, \ldots]\) and \(\sigma = [\sigma_1, \sigma_2, \ldots]^T\). The coefficients \(\sigma_i\) will be determined by the boundary conditions. The total solution is given by \(\hat{e} = \hat{e}_h + \hat{e}_p\). The boundary conditions in (5) lead to \(L\hat{e}_h = \hat{g}\)
where \( \hat{g} = -L \hat{e}_p \). By using (8), the final equation for the coefficients \( \sigma_i \) becomes
\[
E(s) \sigma = \hat{g}, \quad E(s) = L\Psi \bar{X}(0). \tag{9}
\]

\( E(s) \) is a matrix with the structure given by the boundary operator \( L \), the eigenvectors \( \psi_i \) and the generalized eigenvalues \( \kappa_i \). The right-hand side \( \hat{g} \) is known and depend on the particular solution and it’s gradients on the boundary.

A unique solution \( \sigma \) of (9) is obtained if \( E \) is non-singular. With a non-singular \( E \), i.e. with \( s \) such that \( \eta > \eta^* \) where all the possible singularities (or eigenvalues) in \( E \) lies to the left in the complex plane, we can solve for \( \sigma \) and formally transform back to time domain by
\[
e(x,t) = \mathcal{L}^{-1} \hat{e} = \exp(\eta^* t) \left( \frac{1}{2\pi} \int_{-\infty}^{+\infty} \hat{e}(x,\eta^* + i\xi) \exp(i\xi t) d\xi \right). \tag{10}\]

Convergence to steady-state is obtained if \( \eta^* < 0 \). The way to increase the convergence rate (\( \eta^* \)) to steady-state is to choose the boundary operator \( L \) such that \( \eta^* \) lies as far as possible to the left in the complex plane. For later reference we denote \( \eta^* = \) the continuous decay rate.

**Remark:** If there are multiple roots \( \kappa \) to the first equation in (7), the ansatz \( \hat{e}_h = \psi \exp(\kappa x) \) must be reformulated. Instead of a constant vector, \( \psi \) is now of the form \( \psi = \psi_0 + x\psi_1 + ... + x^n\psi_n \), where \( n + 1 \) is the multiplicity of the root \( \kappa \). That complicates the derivation above technically, but in principle it remains the same. Also the conclusion that we have convergence to steady-state for \( \eta^* < 0 \) remains the same. For more details in the multiple root case, see [12,29,17].

### 3.2 The energy method for deriving boundary conditions

In the previous section, the boundary operator was assumed given. To derive suitable boundary operators \( L \) such that \( e \to 0 \) fast as \( t \to \infty \) we use the energy method. By choosing dissipative boundary operators \( L \) we hope to push the spectrum (the utmost right lying eigenvalues) as far left as possible in the left half plane. Multiply (4) with \( e^T \), add the transpose of the equation, and integrate over the domain. That leads to
\[
\|e\|_2^2 = -\int_0^\infty e^T (A + A^T) e dx = BT(e,e_x)_{x=0} - \int_0^\infty R(e,e_x) dx. \tag{11}\]

For (11) to be well posed, the right-hand side (RHS) in (11) must be bounded by \( const.\|e\|^2 \), see [17] for more details on well-posedness.

**Remark:** In (11) we have assumed that the operator \( A \) may include sec-
ond derivatives (integration-by-parts yield first derivatives). All important hyperbolic (Euler, Maxwell's, wave equations) and parabolic (heat, stress equations) as well as incompletely parabolic problems (Navier-Stokes equations) are thereby included.

For a fast convergence to steady-state (a negative $\eta^*$ with large magnitude), the RHS in (11) should be made as negative as possible. In almost all practical cases, the spatial operator $A$ is given and hence also the original form of the RHS. There is no possibility to modify the volume term $R$ (which must be negative semi-definite). The rate at which the norm is decreasing (or increasing) can only be manipulated by the boundary condition $Le = 0$. Different choices of $L$ leads to different sizes and signs of $BT(e, e_x)_{x=0}$ and different convergence rates.

**Remark:** No direct method for constructing boundary conditions that lead to fast convergence to steady-state exist. In this paper we assume that forcing the energy to decay fast, will lead to fast convergence to steady-state.

### 4 The formulation of the IVP for steady-state calculations

We discretize the IBVP (4) in space and leave time continuous, i.e. use the method of lines [40]. The focus is on the matrix properties of the resulting system of ordinary differential equations. The semi-discrete version of (4) can formally be written

$$e_t + \bar{A}e = 0, \quad t \geq 0$$

$$e = f, \quad t = 0.$$  \hspace{1cm} (12)

where $e = (e_0, e_1, \ldots, e_N)^T$, $e_j = (e^1, e^2, \ldots, e^m)_j^T$ is the discrete version of the deviation $e$ from steady-state. $\bar{A} = A - \Sigma$ is a modified version of $A$, where $A$ is the $(N + 1)m \times (N + 1)m$ discretization matrix approximating the operator $A$ and $N + 1$ is the number of grid points. When the scheme is adjusted to include the numerical treatment of the boundary conditions ($\Sigma$) we obtain $\bar{A}$.

There are two distinctly different ways to prescribe boundary conditions for solvers where the unknowns are located on the boundary. One can use a weak or a strong boundary procedure. In a weak boundary procedure, the quantities at the boundaries, even though they are known, are updated in time. The boundary value typically deviates slightly from the prescribed value but the deviation is reduced as the grid is refined. With a strong boundary procedure, on the other hand, the specified boundary value is injected into the dependent variable on the boundary. The boundary quantity is no longer an unknown, and there is hence no need for an update. For more details on various boundary procedures, see [26].
In the case of a weak boundary procedure we have $\bar{A} = A - \Sigma$ where the matrix $A$ correspond to the internal discretisation (often on so called summation-by-parts (SBP) form). The incorporation of the continuous boundary conditions $Le = 0$ is done weakly by using the penalty term $\Sigma e$. The form of the penalty matrix $\Sigma$ depend on the boundary operator $L$, i.e. $\Sigma = \Sigma(L)$. Roughly speaking, the penalty term must be accurate and lead to stability. For more details on SBP operators and penalty methods, see the references in the introduction. We will also go through it in detail below.

The way to incorporate the continuous boundary conditions using a strong implementation is not clearly separable from the internal discretisation (as is the weak boundary procedure). It essentially amounts to modifying the internal operator $A$ directly in the boundary region and turn it into $\bar{A}$. To facilitate the comparison with weak boundary conditions we reformulate the strong implementation such that it directly mimics the weak one. That means that we add and subtract terms to obtain the matrix relation $\bar{A} = A - \Sigma$ where $A$ is the same for both weak and strong boundary procedures.

5 Convergence to steady-state of solutions to the IVP

We discuss the requirements for obtaining steady-state solutions $e = 0$ in (12). The sign and size of the real part of the eigenvalues to $\bar{A}$ is the crucial factor. The eigenvalues of course depend on the discretisation of the spatial operator as well as on the boundary procedure. We will focus on the influence of the boundary procedure and keep the discretisation of the spatial operator fixed.

5.1 The matrix exponential method for obtaining the convergence rate

Once we have the IVP on the form (12) we can write down the solution as

$$e = \exp (-\bar{A}t) f, \quad t \geq 0,$$

(13)

using the definition of the matrix exponential. Next we assume that $\bar{A}$ is diagonalizable (the algebraic multiplicity of the eigenvalues $\lambda_i$ is equal to the geometric multiplicity) such that $\bar{A} = XD^{-1}X^{-1}$ where $D = diag(\lambda_i)$. That leads to

$$e = X \exp (-\Lambda t)X^{-1} f, \quad t \geq 0,$$

(14)

and convergence to steady-state if all $\Re(\lambda_i) > 0$. The way to increase the convergence rate ($\min_i \Re(\lambda_i)$) to steady-state is to choose a boundary procedure such that $\min_i \Re(\lambda_i)$ lies as far as possible to the right in the complex plane. Note that the sign convention used here is such that $\min_i \Re(\lambda_i) \to -\eta^*$ as the mesh is refined.
Remark: If there are multiple roots $\lambda_i$ such that $\bar{A}$ is not diagonalizable (the algebraic multiplicity of the eigenvalues $\lambda_i$ is larger than the geometric multiplicity), then we can use the Jordan decomposition of $\bar{A}$. The derivation above remains almost the same and the conclusion that we have convergence to steady-state for $\min_i \Re(\lambda_i) > 0$ remains exactly the same. For more details in the multiple root case, see [12,29,17].

5.2 The energy method for deriving boundary procedures

To derive a suitable discretization, i.e. a matrix $\bar{A}$ with eigenvalues such that $e \to 0$ as $t \to \infty$ as was discussed above, we use the energy method. Multiply (12) with $e^T \bar{P}$ from the left, where $\bar{P} \equiv (P \otimes I_m)$. $I_m$ is the $m \times m$ identity matrix and the $(N+1) \times (N+1)$ matrix $P$ is symmetric and positive definite. The same holds for $\bar{P}$, which thus is a valid norm $\|e\|_P = e^T \bar{P} e$. This leads to

$$\langle \|e\|_P^2 \rangle_t = -e^T (\bar{P} \bar{A} + (\bar{P} \bar{A})^T) e. \quad (15)$$

Recall that $\bar{A}$ includes both the interior approximation and the boundary procedure. For (15) to be energy stable, the right-hand side (RHS) must be bounded by $\text{const.}(\|e\|_P^2)$, see [17] for more details on stability.

For a steady state to exist, we know from the previous section that the eigenvalues of $\bar{A}$ must have strictly positive real parts. We also know that if $\min_i \Re(\lambda_i)$ is large, the convergence will be fast. To manipulate the eigenvalues of $\bar{A}$ directly is almost impossible. However, by using the energy method, see (15), we can modify the matrix $(\bar{P} \bar{A})^S = (\bar{P} \bar{A} + (\bar{P} \bar{A})^T)/2$ in such a way that it modifies $\bar{A}$ and most likely enhances the convergence rate.

In most cases, the internal part of the discretisation ($A$) is given by the class of method chosen. The choice of boundary approximation ($\Sigma$), on the other hand is crucial and will be considered in detail. As was mentioned above ($\Sigma = \Sigma(L)$) and it is therefore highly dependent on the boundary conditions in (4) but also on the specific numerical implementation technique. In this paper we focus on the latter.

Let us assume that we have chosen a particular boundary approximation such that $(\bar{P} \bar{A})^S$ is positive definite and leads to an energy decay in (15). Let $\lambda$ and $x$ be an eigenvalue and eigenvector to $\bar{A}$. By multiplying the relation $\bar{A} x = \lambda x$ from the left with $x^* \bar{P}$ and rearranging we get

$$\lambda = \Re(\lambda) + i \Im(\lambda), \quad \Re(\lambda) = \frac{x^* (\bar{P} \bar{A})^S x}{x^* \bar{P} x}, \quad \Im(\lambda) = \frac{x^* (\bar{P} \bar{A})^{AS} x}{x^* \bar{P} x}, \quad (16)$$

where $(\bar{P} \bar{A})^{AS} = (\bar{P} \bar{A} - (\bar{P} \bar{A})^T)/2$. Consequently, we can guarantee convergence to steady-state if we have an energy decay in (15). We can also see from
(16) that by making $(\bar{P}\bar{A})^S = (\bar{P}\bar{A} + (\bar{P}\bar{A})^T)/2$ more positive definite, there is a possibility that we can increase the convergence rate $\min_i \Re(\lambda_i)$. For later reference we denote $\min_i \Re(\lambda_i) =$ the discrete decay rate.

The strategy in this paper for studying the influence of weak and strong solid wall boundary procedures can be summarized as follows. First we make sure that the continuous solid wall boundary conditions are well posed and lead to convergence to steady-state (otherwise further investigation is meaningless). Next we discretise and derive the different forms of $\bar{A} = A - \Sigma$. The inner scheme $A$ is the same for all cases but $\Sigma$ varies depending on the form of boundary implementation we use. We will study three types, the weak, the strong and an intermediate form of implementation. After that we use the energy method and try to determine if the schemes are stable. Finally we compute the eigenvalues of $\bar{A}$ and see which procedure yields the largest value of $\min_i \Re(\lambda_i)$.

6 The Navier-Stokes equations

The symmetrized frozen coefficient time-dependent compressible Navier-Stokes equation in two dimensions is given by (see [1],[38])

$$U_t + (A_1U)_x + (A_2U)_y = \varepsilon \left[ (B_{11}U_x + B_{12}U_y)_x + (B_{21}U_x + B_{22}U_y)_y \right].$$  \hfill (17)

In (17), $\varepsilon = 1/Re$, $U = [\bar{\rho}'/\sqrt{\gamma \bar{\rho}}, u', v', T'/\bar{M}_\infty^2 \sqrt{\gamma(\gamma - 1)}]^T$ and

$$A_1 = \begin{bmatrix} \bar{\rho}' & \bar{u}' & 0 & 0 \\ \bar{u}' & \bar{\rho}' & 0 & \sqrt{\gamma - 1} \bar{c} \\ 0 & 0 & \bar{u}' & 0 \\ 0 & \sqrt{\gamma - 1} \bar{c} & 0 & \bar{u}' \end{bmatrix}, \quad A_2 = \begin{bmatrix} \bar{v}' & \bar{\rho}' & 0 \\ 0 & \bar{v}' & 0 & 0 \\ \bar{v}' & 0 & \bar{\rho}' & \sqrt{\gamma - 1} \bar{c} \\ 0 & \sqrt{\gamma - 1} \bar{c} & 0 & \bar{v}' \end{bmatrix},$$

$$B_{11} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & \mu \rho' & 0 \\ 0 & 0 & \frac{\gamma \mu}{Pr \rho} \end{bmatrix}, \quad B_{12} = B_{21} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{\lambda + \mu}{2 \rho} & 0 \\ 0 & \frac{\lambda + \mu}{2 \rho} & 0 & 0 \\ 0 & 0 & 0 & \frac{\lambda + 2 \mu}{Pr \rho} \end{bmatrix}, \quad B_{22} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & \rho' & 0 & 0 \\ 0 & 0 & \frac{\lambda + 2 \mu}{\rho'} & 0 \\ 0 & 0 & 0 & \frac{\gamma \mu}{Pr \rho} \end{bmatrix}.$$  

The dependent variables consist of the density $\rho'$, the velocities $u'$, $v'$ and the temperature $T'$. The coefficients are frozen at a constant state $\bar{U} = [\bar{\rho}, \bar{u}, \bar{v}, \bar{T}]^T$. 
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In the vectors and matrices above we have used the ratio of the specific heats \( \gamma = c_p/c_v \), the speed of sound \( \bar{c} \), the dynamic viscosity \( \mu \), the bulk viscosity \( \lambda \), the kinematic viscosity \( \nu = \mu/\rho \), the Prandtl number \( \Pr = \nu/\alpha \) (\( \alpha \) is the thermal diffusivity) and the Reynolds number \( \text{Re} = \rho_\infty U_\infty L/\mu_\infty \). The infinity subscript denotes free stream conditions and \( L \) is a characteristic length. Note again that the form of the matrices (Jacobians) above are obtained for the symmetrized frozen coefficient version of the Navier-Stokes equations.

Equation (17) can be rewritten more compactly in the conservative form

\[
U_t + F_x + G_y = 0, \tag{18}
\]

where

\[
F = A_1 U - \varepsilon (B_{11} U_x + B_{12} U_y) = F^I - \varepsilon F^V, \\
G = A_2 U - \varepsilon (B_{21} U_x + B_{22} U_y) = G^I - \varepsilon G^V. \tag{19}
\]

\( F^I \) and \( G^I \) contain the inviscid terms and \( F^V \) and \( G^V \) the viscous terms.

### 6.1 The solid wall boundary conditions and well-posedness

We consider the computational domain to be the half plane \( \Omega \in (-\infty, +\infty) \times [0, +\infty) \) and the solid wall to reside at \( y = 0 \). Applying the energy method to (18) on the domain \( \Omega \) and using the Green-Gauss theorem leads to

\[
\|U\|_t^2 = \int_{-\infty}^{+\infty} U^T [G^I - 2\varepsilon G^V]_{y=0} dx - 2\varepsilon \iint_\Omega \begin{bmatrix} U_x \\ U_y \end{bmatrix}^T \begin{bmatrix} B_{11} & B_{12} \\ B_{21} & B_{22} \end{bmatrix} \begin{bmatrix} U_x \\ U_y \end{bmatrix} dxdy.
\]

The contribution from the integral term is negative semi-definite since the matrix \( B = [B_{11} B_{12}; B_{21} B_{22}] \) is positive semi-definite.

To limit the energy growth, the boundary term must be bounded using the correct number and form of boundary conditions. At a solid wall we are allowed three boundary conditions for the two-dimensional Navier-Stokes equations. By inserting zero velocity, i.e. \( u' = v' = 0 \) we obtain \( U^T G^I = \bar{v}(\bar{\rho}^2 + \bar{T}^2) \) and \( U^T G^v = \gamma \bar{c} \bar{\rho} T' T'_y \) where \( \bar{\rho} = \bar{c} \rho / (\sqrt{\gamma} \bar{\rho}) \) and \( \bar{T} = T' / (\bar{c} M_\infty^2 \sqrt{\gamma (\gamma - 1)}) \). Consequently, the boundary term is negative with \( \bar{v} \leq 0 \) and either \( T' = 0 \), \( T'_y = 0 \) or \( T' + \beta T'_y = 0, \beta > 0 \). We summarize the result in the following proposition.

**Proposition 6.1** The continuous problem (17)-(19) with \( \bar{v} \leq 0 \), is well posed on the domain \( (x, y) \in (-\infty, +\infty) \times [0, +\infty) \) if

\[
u' = v' = 0 \quad \text{and} \quad T' = 0 \quad \text{or} \quad T'_y = 0, \quad \text{or} \quad T' + \beta T'_y = 0, \quad \beta > 0 \tag{20}
\]
Fig. 3. A one-dimensional problem is obtained by using Fourier transform.

are used as solid wall boundary conditions at $y = 0$.

Remark: The $n$-dimensional Navier-Stokes equations require $n$ boundary conditions at an inflow boundary and $n - 1$ at an outflow boundary. In this case (two dimensions) we need four boundary conditions at an inflow boundary and three at an outflow boundary. The solid wall is in that sense a subsonic outflow boundary. For more discussions on boundary conditions see for example [43],[17],[38]

7 Analysis of solid wall boundary procedures

In this section we formulate a simplified but relevant model problem for the analysis of solid wall boundary procedures. The general theory outlined in section 2-5 will be applied.

7.1 Formulation of the IBVP

Consider the two dimensional equations given in (17). We are primarily interested in the phenomena occurring normal to the boundary at $y = 0$ and Fourier transform in the $x$ direction to obtain

$$
\hat{U}_t + \mathcal{A}\hat{U} = 0, \quad \mathcal{A} = \left( C_0 + C_1 \frac{\partial}{\partial y} + C_2 \frac{\partial^2}{\partial^2 y} \right). \tag{21}
$$

Here $C_0 = i\omega A_1 - \varepsilon(i\omega)^2 B_{11}$, $C_1 = A_2 - \varepsilon i\omega (B_{12} + B_{21})$, $C_2 = -\varepsilon B_{22}$ and $\hat{U}(\omega, y, t) = \int_{-\infty}^{\infty} U(x, y, t) \exp(-i\omega x)dx$. That is, all $\partial/\partial x$ are replaced by $i\omega$, see Figure 3. Equation (21) is a one dimensional partial differential equation in the domain $0 \leq y \leq H$, where $H$ is considered large. We are interested in how the boundary treatment at $y = 0$ affects the convergence to steady state. The parameter $\omega$ measures the size of the $x$ derivative in the original problem (17). To achieve an energy estimate we multiply (21) by $\hat{U}^*$, add the
conjugate transpose, and integrate with respect to $y$. Note that the matrices $A_1, A_2, B_{11}, B_{12}, B_{21}$ and $B_{22}$ are symmetric and real-valued. We obtain

$$\| \hat{U} \|^2 + 2\varepsilon \| \hat{U} \|^2_B = \left[ -\hat{U}^* A_2 \hat{U} + \varepsilon (\hat{U}^* B_{22} \hat{U}_y + \hat{U}^*_y B_{22} \hat{U}) \right]_0^H \tag{22}$$

where $\| \hat{U} \|^2 \equiv \int_0^H \hat{U}^* \hat{U} dy$ and

$$\| \hat{U} \|^2_B = \int_0^H \left[ \begin{array}{c} i\omega \hat{U} \\ \hat{U}_y \end{array} \right]^* \left[ \begin{array}{cc} B_{11} & (B_{12} + B_{21})/2 \\ (B_{12} + B_{21})/2 & B_{22} \end{array} \right] \left[ \begin{array}{c} i\omega \hat{U} \\ \hat{U}_y \end{array} \right] dy.$$ 

The matrix $B_{TOT}$ is positive semi-definite. To bound the boundary terms $(BT)$ in (22) at the wall we use the no-slip boundary conditions $\hat{u} = \hat{v} = \hat{T}_y = 0$.

**Remark:** In the following we focus on the results at $y = 0$. At $y = H$, we use Dirichlet boundary conditions and a standard weak numerical implementation. That treatment can be found in Appendix A.

The solid wall boundary condition expressed on matrix form is

$$L_0 \hat{U}(0, t) + K_0 \hat{U}(0, t)_y = 0, \quad L_0 = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad K_0 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}. \tag{23}$$

The number of rows in $L_0$ and $K_0$ corresponds to the number of boundary conditions given, and the number of columns is the same as the number of variables. The IBVP we will investigate in terms of convergence to steady-state is defined by (21) and (23) augmented with an initial condition. The formulation of this problem corresponds to (4). Proposition 6.1 guarantees that (21) in combination with (23) leads to a well-posed problem.

### 7.2 The continuous decay rate

To find the convergence rate we follow the procedure in Section 3.1, and Laplace transform (21) and (23). We obtain a version of (5) where $f = \hat{U}(\omega, y, 0), L = L_0 + K_0 \partial/\partial y$ and $y$ is the independent variable. The ansatz $\hat{e}_h = \psi \exp(\kappa y)$ for the homogenous solution to (5) yields (7), where

$$A(\kappa) = i\omega A_1 + \kappa A_2 - \varepsilon \left( (i\omega)^2 B_{11} + i\omega \kappa (B_{12} + B_{21}) + \kappa^2 B_{22} \right).$$
For non-trivial solutions we need to satisfy the second condition in (7), which for this particular problem means finding the roots of a 7\textsuperscript{th} degree polynomial in $\kappa$. The $\kappa_j$ and the corresponding $\psi_j$ are found numerically. Thereafter the homogenous solution is expressed as in (8), but scaled for $\Re(\kappa) > 0$ for better conditioning. We have

$$\hat{e}_h(\omega, y, s) = \sum_{\Re(\kappa) < 0} \sigma_j \psi_j \exp(\kappa_j y) + \sum_{\Re(\kappa) > 0} \sigma_j \psi_j \exp(\kappa_j (y - 1)) = \Psi \bar{X}(y)\sigma,$$

where $\Psi$, $\bar{X}$ and $\sigma$ are given below. The conditions from both boundaries are used to obtain (9). See Appendix A for the upper boundary operators $L_N$ and $K_N$. Here $E(s)\sigma = \hat{\gamma}$ is a 7 × 7 system of equations, where

$$E(s) = \begin{bmatrix}
L_0 \Psi \bar{X}(0) + K_0 \Psi \bar{K} \bar{X}(0) \\
L_N \Psi \bar{X}(1) + K_N \Psi \bar{K} \bar{X}(1)
\end{bmatrix},$$

$$\bar{X}(y) = \text{diag}[e^{\kappa_1 y}, e^{\kappa_2 y}, e^{\kappa_3 y}, e^{\kappa_4(y-1)}, e^{\kappa_5(y-1)}, e^{\kappa_6(y-1)}, e^{\kappa_7(y-1)}],$$

$$\Psi = [\psi_1, \ldots, \psi_7], \quad \bar{K} = \text{diag}[\kappa_1, \ldots, \kappa_7], \quad \sigma = [\sigma_1, \ldots, \sigma_7]^T.$$ 

To find the decay rate we solve for the $s$ values such that $|E(s)| = 0$, using the secant method. This is done repeatedly for a broad band of starting points and these $s$ values form the continuous spectrum of the problem. The real part $\eta^*$ of the $s$ furthest to the right, such that $\eta^* \geq \Re(s) \forall s$, is the continuous decay rate, which gives the convergence rate to steady-state, see equation (10).

### 7.3 Formulation of the IVP

We introduce an equidistant mesh $y_j = H j / N$, where $j = 0, 1, \ldots, N$ and $N + 1$ is the number of grid points. Let $V$ be the semi-discrete representation of $\hat{U}$ in (21) such that $V_j(t) \approx \hat{U}(y_j, t)$. The semi-discrete representation of the IBVP (21),(23) is

$$V_t + AV = \Sigma_0 V, \quad A = [(I_N \otimes C_0) + (D_1 \otimes C_1) + (D_2 \otimes C_2)], \quad \Sigma_0 V$$

where $I_N$ is the $(N + 1) \times (N + 1)$ identity matrix. The operator $D_1 \equiv P^{-1}Q$ mimics $\partial / \partial y$ and $D_2 \equiv P^{-1}M$ mimics $\partial^2 / \partial y^2$. The term $\Sigma_0 V$ takes care of the boundary procedures at the solid wall. (The treatment of the upper boundary is neglected here but described in Appendix A.) The IVP we will investigate in terms of convergence to steady-state is (24). The relation (24) augmented with an initial condition corresponds to (12).

The operators $D_1, D_2$ presented above are on Summation-By-Parts (SBP)
form and have the following properties

\[ Q + Q^T = E_N - E_0 \quad P = P^T > 0 \]
\[ M = -S^T R S + (E_N - E_0) S \quad R + R^T \geq 0 \]  \hspace{1cm} (25)

where \( E_0 = \text{diag}(1,0,\ldots,0) \) and \( E_N = \text{diag}(0,\ldots,0,1) \). For more details on SBP operators, see [42,27]. If \( D_2 = D_1^2 \) is used, then \( S = D_1, R = P \).

7.4 The discrete energy method

Next we multiply (24) by \( V^* \bar{P} \) from the left, where \( \bar{P} = P \otimes I_4 \), and add the conjugate transpose. Note that since \( \bar{P} \) is positive definite it gives rise to a valid norm \( \|V\|_P^2 = V^* \bar{P} V \), corresponding to the continuous norm \( \|\hat{U}\|^2 = \int_0^H \hat{U}^* \hat{U} dy \). Using the properties in (25) we obtain

\[
\frac{d}{dt} \|V\|_P^2 + 2\varepsilon \left[ i\omega V \begin{bmatrix} P \otimes (B_{11}) & P \otimes (B_{12} + B_{21})/2 \\ P \otimes (B_{12} + B_{21})/2 & P \otimes B_{22} \end{bmatrix} \begin{bmatrix} i\omega V \\ \bar{D} V \end{bmatrix} \right] \leq V_0^* A_2 V_0 - \varepsilon \left( V_0^* B_{22} (\bar{D} V)_0 + (\bar{D} V)_0^* B_{22} V_0 \right) + V^* \left( \bar{P} \Sigma_0 + \Sigma_0^* \bar{P} \right) V.
\]  \hspace{1cm} (26)

In (26) we have used \( D_2 = D_1^2 \) and \( \bar{D} \equiv D_1 \otimes I_4 \). We have also assumed a dissipative treatment of the upper boundary and indicated that by the inequality sign. The estimate in (26) is similar to the continuous estimate in (22), except for the terms including \( \Sigma_0 \). The estimate (26) also corresponds to the general formulation (15).

\( P \) and \( B_{11} \) are square matrices and hence \( P \otimes B_{11} \) and \( B_{11} \otimes P \) are permutation similar, meaning that there exists a permutation matrix \( \Phi \) such that \( P \otimes B_{11} = \Phi^T (B_{11} \otimes P) \Phi \), see [35], [21]. The same holds for \( B_{12}, B_{21} \) and \( B_{22} \). As a consequence we can write \( B_{\text{disc}}^{\text{TOT}} = (I_2 \otimes \Phi)^T (B_{\text{TOT}} \otimes P) (I_2 \otimes \Phi) \). Further, we can split \( P \) into \( P = \bar{P} + p_0 E_0 \) such that (26) becomes

\[
\frac{d}{dt} \|V\|_P^2 + 2\varepsilon \left[ i\omega \Phi V \begin{bmatrix} (B_{\text{TOT}} \otimes \bar{P}) \\ \Phi \bar{D} V \end{bmatrix} \right]^* \leq BT_0
\]  \hspace{1cm} (27)
where

\[
BT_0 = \begin{bmatrix}
V_0 \\
i\omega V_0 \\
(\bar{D}V)_0
\end{bmatrix}^* \begin{bmatrix}
A_2 & 0 & -\varepsilon B_{22} \\
0 & -2p_0\varepsilon B_{11} & -p_0(\varepsilon B_{12} + B_{21}) \\
-\varepsilon B_{22} & -p_0(\varepsilon B_{12} + B_{21}) & -2p_0\varepsilon B_{22}
\end{bmatrix} \begin{bmatrix}
V_0 \\
i\omega V_0 \\
(\bar{D}V)_0
\end{bmatrix}
\]

\[+ V^*(\bar{P}\Sigma_0 + \Sigma_0^*\bar{P})V.\]

If \(\bar{P}, B_{TOT} \geq 0\) then \(B_{TOT} \otimes \bar{P} \geq 0\), which makes the quadratic term in (27) dissipative. Thus we need \(\bar{P} \geq 0\) for stability and for a second order accurate scheme this implies that \(p_0 \leq \Delta y/2\).

The interior discretization is the same for all three schemes, and in the numerical simulations we use the compact second order stencil. The boundary treatment is included in the terms involving \(\Sigma_0\) in (28). \(\Sigma_0\) will be different dependent on whether the boundary procedure is weak, strong or a mixture of both. If \(BT_0 \leq 0\) the numerical scheme is guaranteed to be stable.

7.4.1 A weak solid wall boundary procedure

Consider the penalty term

\[
\Sigma_0^{\text{weak}}V = (P^{-1}e_0 \otimes \tau_0)(L_0V_0 + K_0(\bar{D}V)_0)
\]

(29)

where the boundary operators are given in (23) and where \(e_0 = [1, 0, \ldots, 0]^T\). The dimension of \(\tau_0\) is the transpose of the dimensions of \(L_0\) and \(K_0\), which means that \(\tau_0\) is a \(4 \times 3\) matrix. We insert the term \(V^*(\bar{P}\Sigma_0^{\text{weak}} + (\Sigma_0^{\text{weak}})^*\bar{P})V\) into the matrix in (28) and obtain

\[
BT_0^{\text{weak}} = \begin{bmatrix}
V_0 \\
i\omega V_0 \\
(\bar{D}V)_0
\end{bmatrix}^* \begin{bmatrix}
\tau_0L_0 + (\tau_0L_0)^* + A_2 & 0 & \tau_0K_0 - \varepsilon B_{22} \\
0 & -2p_0\varepsilon B_{11} & -p_0(\varepsilon B_{12} + B_{21}) \\
(\tau_0K_0)^* - \varepsilon B_{22} & -p_0(\varepsilon B_{12} + B_{21}) & -2p_0\varepsilon B_{22}
\end{bmatrix} \begin{bmatrix}
V_0 \\
i\omega V_0 \\
(\bar{D}V)_0
\end{bmatrix}
\]

To prevent energy growth we need the \(12 \times 12\) matrix \(M_0^{\text{weak}}\) to be negative semi-definite. By choosing \(\tau_{14} = \tau_{24} = \tau_{34} = \tau_{12} = \tau_{23} = \tau_{32} = \tau_{42} = 0\) and \(\tau_{13} = -\bar{c}/\sqrt{\gamma}, \tau_{43} = -\bar{c}\sqrt{(\gamma - 1)/\gamma}\) in the penalty matrix \(\tau_0\), the matrix \(M_0^{\text{weak}}\)
decouples into three parts as

\[ BT^{\text{weak}}_0 = \begin{bmatrix} \rho_0 & T_0 & i\omega T_0 \\ i\omega T_0 & (DT)_0 \end{bmatrix} \begin{bmatrix} \theta_{11} & 0 & 0 \\ 0 & \theta_{22} & \theta_{24} \\ 0 & 0 & \theta_{33} \end{bmatrix} \begin{bmatrix} \rho_0 & T_0 & i\omega T_0 \\ i\omega T_0 & (DT)_0 \end{bmatrix} \]

\[ = \begin{bmatrix} u_0 & \psi_{11} & \psi_{13} \\ i\omega v_0 & 0 & \psi_{22} \psi_{23} \\ (Du)_0 & \psi_{31} \psi_{32} \psi_{33} \end{bmatrix} \begin{bmatrix} M_0^\theta \\ M_0^\psi \end{bmatrix} + \begin{bmatrix} u_0 & \varphi_{11} & \varphi_{13} \\ i\omega v_0 & 0 & \varphi_{22} \varphi_{23} \\ (Du)_0 & \varphi_{31} \varphi_{32} \varphi_{33} \end{bmatrix} \begin{bmatrix} v_0 \\ (Dv)_0 \end{bmatrix} \]

where we have used the notation \( V_i = [\rho_i \ u_i \ v_i \ T_i]^T \) and where

\[
\begin{align*}
\psi_{11} &= \bar{\nu} + \tau_{22} + \tau_{22}^* \\
\psi_{13} &= -\epsilon \frac{\mu}{\rho} \\
\psi_{22} &= -2p_0\epsilon \frac{\mu}{\rho} \\
\psi_{23} &= -2p_0\epsilon \frac{\lambda + \mu}{\rho} \\
\psi_{33} &= -2p_0\epsilon \frac{\mu}{\rho} \\
\varphi_{11} &= \bar{\nu} + \tau_{33} + \tau_{33}^* \\
\varphi_{13} &= -\epsilon \frac{\lambda + 2\mu}{\rho} \\
\varphi_{22} &= -2p_0\epsilon \frac{\lambda + 2\mu}{\rho} \\
\varphi_{23} &= -p_0\epsilon \frac{\lambda + \mu}{\rho} \\
\varphi_{33} &= -2p_0\epsilon \frac{\lambda + 2\mu}{\rho} \\
\theta_{11} &= \bar{\nu} \\
\theta_{22} &= \bar{\nu} \\
\theta_{33} &= \bar{\nu} \\
\theta_{44} &= -2p_0\epsilon \frac{\gamma\mu}{Pr \bar{\rho}} \\
\end{align*}
\]

The choice \( \tau_{44} = \epsilon\gamma\mu/(Pr\bar{\rho}) \) makes the sub-matrix \( M_0^\theta \) diagonal with negative entries. To make \( M_0^\psi \leq 0 \) we define \( \tilde{M}_0^\psi \equiv \Xi M_0^\psi \Xi^T \), such that \( \tilde{M}_0^\psi \) is block diagonal. Now \( \tau_{22} \) is chosen such that \( \tilde{M}_0^\psi \), and consequently \( M_0^\psi \), is negative semi-definite. The same procedure is repeated for the sub-matrix \( M_0^\psi \). We have now proved the result presented in the following proposition.

**Proposition 7.1** The IVP (24) with the penalty term \( \Sigma_0 \) defined by (29) yields a stable scheme if

\[
\tau_0 = \begin{bmatrix} 0 & -\bar{\epsilon}/\sqrt{\gamma} & 0 \\ \tau_{22} & 0 & 0 \\ 0 & \tau_{33} & 0 \\ 0 & -\bar{\epsilon}\sqrt{\frac{\gamma-1}{\gamma}} & \tau_{44} \end{bmatrix}
\]

\[
\begin{align*}
\tau_{22} &\leq -\bar{\nu}/2 - \epsilon\mu^3/(p_0\bar{\rho}(\lambda + 3\mu)(\mu - \lambda)) \\
\tau_{33} &\leq -\bar{\nu}/2 - \epsilon(\lambda + 2\mu)^3/(p_0\bar{\rho}(\lambda + 3\mu)(3\lambda + 5\mu)) \\
\tau_{44} &= \epsilon\gamma\mu/(Pr\bar{\rho}) \\
\end{align*}
\]

where \( p_0 \leq \Delta y/2 \).
Note that the penalty scales with the number of grid points. We will use the limit values for $\tau_{22}$, $\tau_{33}$ and $p_0 = \Delta y/2$ throughout our numerical simulations.

7.4.2 A mixed solid wall boundary procedure

Here the boundary conditions $\hat{u}(0, t) = \hat{v}(0, t) = 0$ are imposed strongly, while $\hat{T}_y(0, t) = 0$ is imposed weakly. The latter is managed by the penalty term

$$\Sigma^T_{0} V = (P^{-1} e_0 \otimes \bar{\tau}_0) \overline{K}_0 (\overline{D} V)_0,$$

where $\bar{\tau}_0 = [0, 0, 0, \tau_{44}]^T$ is equal to the third column of $\tau_0$ in Proposition 7.1 and $\overline{K}_0 = [0, 0, 0, 1]$ is the third row of $K_0$ in (23).

In the strong boundary procedure we use $u_0 = v_0 \equiv 0$, and there is no need for an update. The corresponding rows and columns are cancelled from the system of equations. The resulting system for the mixed scheme is two rows/columns smaller than the system obtained using the weak boundary procedure.

For analysis purposes the scheme is expanded such that the left-hand side is equal to that of (24), and identical terms are added to the right-hand side of the scheme. The equation

$$V_t + AV = \Sigma^{mix}_0 V, \quad \Sigma^{mix}_0 V = \Sigma^{u,v}_0 V + \Sigma^T_{0} V$$

is identical to the original mixed scheme (except for two empty "dummy" rows and columns). Here $\Sigma^{u,v}_0$ consists of the terms added to cancel the influence from $u_0, v_0$ in row/column two and three of $A$. The upper 8x8 corner of $\Sigma^{u,v}_0$ is given below, the rest of the matrix is zero.

$$\Sigma^{u,v}_0 = \begin{bmatrix}
0 & i\omega a & \frac{-a}{\Delta y} & 0 & 0 & 0 \\
i\omega a & i\omega \nu + \varepsilon \omega^2 \varphi - \frac{\nu}{\Delta y} & \frac{-a}{\Delta y} & 0 & 0 & 0 \\
\frac{-a}{\Delta y} & \frac{\varepsilon \omega (\varphi - \psi)}{\Delta y} & i\omega \nu + \varepsilon \omega^2 \psi - \frac{\nu}{\Delta y} & \frac{-b}{\Delta y} & 0 \\
i\omega b & \frac{-b}{\Delta y} & 0 & 0 & 0 \\
0 & i\omega b & \frac{-b}{\Delta y} & 0 & 0 & 0 \\
0 & \frac{-\varphi}{2\Delta y} & \frac{\varepsilon \omega (\varphi - \psi)}{2\Delta y} & 0 & 0 & 0 \\
0 & \frac{\varphi}{2\Delta y} & 0 & 0 & 0 \\
0 & 0 & \frac{-b}{2\Delta y} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{-b}{2\Delta y} & 0 & 0 & 0 \\...
\end{bmatrix}$$

The abbreviations $a = \bar{c}/\sqrt{\gamma}$, $b = \bar{c}/\sqrt{\gamma - 1}/\gamma$, $\varphi = (\lambda + 2\mu)/\bar{\rho}$ and $\psi = \mu/\bar{\rho}$ have been used to shorten the expressions above.

The final boundary term $BT^{mix}_0$ corresponds to (28). Using the $\bar{\tau}_0$ specified above, the boundary terms decouples into three independent parts (corre-
spondingly to the weak case, see (30)). Thus, to make $BT_{0}^{\text{mix}} \leq 0$ the three sub-matrices

$$M_{0}^{\theta} = \begin{bmatrix}
\theta_{11} & 0 & 0 & 0 \\
0 & \theta_{22} & 0 & 0 \\
0 & 0 & \theta_{33} & 0 \\
0 & 0 & 0 & \theta_{44}
\end{bmatrix}, \quad M_{0}^{\psi} = \begin{bmatrix}
\psi_{11} & 0 & \psi_{13} \\
0 & \psi_{22} & \psi_{23} \\
\psi_{31} & \psi_{32} & \psi_{33}
\end{bmatrix}, \quad M_{0}^{\varphi} = \begin{bmatrix}
\varphi_{11} & 0 & \varphi_{13} \\
0 & \varphi_{22} & \varphi_{23} \\
\varphi_{31} & \varphi_{32} & \varphi_{33}
\end{bmatrix}$$

must be negative semi-definite. $M_{0}^{\theta}$ is identical to the weak version and hence negative semi-definite. For the other two sub-matrices we have

$$\begin{align*}
\psi_{11} &= -2\varepsilon \frac{\mu}{\rho \Delta y} \\
\psi_{13} &= -2\varepsilon \frac{\mu}{\rho} \\
\psi_{22} &= (\Delta y - 2p_{0})\varepsilon \frac{\mu}{\rho} \\
\psi_{23} &= (\Delta y - p_{0})\varepsilon \frac{\lambda + \mu}{\rho} \\
\psi_{33} &= -2p_{0}\varepsilon \frac{\mu}{\rho}
\end{align*}$$

$$\begin{align*}
\varphi_{11} &= -2\varepsilon \frac{\lambda + 2\mu}{\rho \Delta y} \\
\varphi_{13} &= -2\varepsilon \frac{\lambda + 2\mu}{\rho} \\
\varphi_{22} &= (\Delta y - 2p_{0})\varepsilon \frac{\lambda + 2\mu}{\rho} \\
\varphi_{23} &= (\Delta y - p_{0})\varepsilon \frac{\lambda + \mu}{\rho} \\
\varphi_{33} &= -2p_{0}\varepsilon \frac{\lambda + 2\mu}{\rho}
\end{align*}$$

Note that $M_{0}^{\psi}$ multiplies $[u_{0}, i\omega v_{0}, (D_{1}u)_{0}]^{T}$ where both $u_{0}$ and $v_{0}$ are identically zero. Thus the only element of $M_{0}^{\psi}$ we need to consider is $\psi_{33}$ which is clearly negative. The same arguments hold for $M_{0}^{\varphi}$ and hence the mixed scheme is energy stable. We summarize the result in the following proposition.

**Proposition 7.2** The IVP (24) with the penalty parameter $\Sigma_{0} = \Sigma_{0}^{u,v} + \Sigma_{0}^{T_{y}}$ from (32), where $\Sigma_{0}^{u,v}$ and $\Sigma_{0}^{T_{y}}$ are specified in (31) and (33), yields a stable scheme if

$$\tilde{\tau}_{0} = \left[ 0, 0, 0, \varepsilon\gamma\mu/(P, \tilde{\rho}) \right]^{T}$$

is used.

### 7.4.3 A strong solid wall boundary procedure

Here, all the conditions $\hat{u}(0, t) = 0$, $\hat{v}(0, t) = 0$ and $\hat{T}_{y}(0, t) = 0$ are imposed strongly. The last condition is implemented as $T_{1} - T_{0} = 0$. As for the mixed scheme $u_{0}$ and $v_{0}$ will not be updated and the corresponding rows and columns in the system of equations are cancelled. $T_{0}$ is also redundant since $T_{0} = T_{1}$. Hence the strong system has three equations less than the weak system.
For analysis purposes we expanded the strong scheme to the same size as the weak and mixed scheme. The left-hand side became equal to that of (24) by adding $\Sigma_{0}^{\text{strong}}V$ to both sides of the original strong scheme. The expanded strong scheme was written

$$V_t + AV = \Sigma_{0}^{\text{strong}}V$$

where $\Sigma_{0}^{\text{strong}}V$ is given in Appendix B. However, despite a considerable effort, the strong scheme can not be proven energy stable in the $\bar{P}$ norm. This has consequences, as we will see exemplified later.

8 Numerical simulations

All three schemes (weak, mixed and strong) in the previous section, can be written on the form $V_t + \bar{A}V = 0$. As already mentioned in section 5.1, a large value of the discrete decay rate $\min_i(\Re(\lambda_i))$, where $\lambda_i$ are the eigenvalues of $\bar{A}$, will give fast convergence to steady state. We will first compute the eigenvalues of $\bar{A}$ for the linear IVP (24) and investigate which of the three solid wall boundary procedures that leads to the fastest convergence to steady-state. Next we will check if the conclusions drawn from the linear model problem carries over to the fully nonlinear Navier-Stokes equations.

8.1 The discrete decay rate

We have computed the discrete decay rate for various values of $\omega$, $\varepsilon$ and $\bar{v}$. In all cases we have used $\bar{u} = 1$ as the mean velocity in the $x$ direction, $M = 0.5$ as the Mach number, $\bar{\rho} = 1$ as the mean density, $\bar{c} = 1/M$ as the speed of sound, $\gamma = 1.4$, the dynamic viscosity $\mu = 1$, the bulk viscosity $\lambda = -2/3$ and $P_r = 0.7$ as the Prandtl number.

Firstly, the $x$ dependence (represented by $\omega$) was varied, while the parameters $\varepsilon$ and $\bar{v}$ were fixed. In Figure 4, $\varepsilon = 0.1$ and $\bar{v} = -0.1$ was used and the discrete decay rate for two typical meshes is shown. The discrete decay rates obtained by the weak procedure is larger than the ones for the two other formulations. Note in particular that small values of $\omega$ lead to small values of the discrete decay rate.

In Figure 4 one can see that the numerical decay rates converge to the continuous ones when the mesh is refined, for small $\omega$. To resolve also the higher modes, an even finer mesh would be required. In Figure 5, the same calculations are performed for $\varepsilon = 0.01$ and $\bar{v} = -0.1$. The weak scheme still produces decay rates larger than the ones from the other two formulations.
As before small values of $\omega$ gives the smallest (i.e. worst) values of the decay rate $\min_i(\Re(\lambda_i))$.

The results in Figure 4 and 5 indicate that $\omega = 0$ gives the smallest values of the decay rates, i.e. $\omega = 0$ is the worst and most important case to study from a steady state computations point of view. In the following we focus on that case.

In Figure 6 we show $\min_i(\Re(\lambda_i))$ for $\omega = 0$ for varying values of $\epsilon$, $\bar{v}$ and the number of grid points. The weak scheme has distinctly larger values of the decay rate than the other two schemes for coarse meshes. Recall that a large positive value of the discrete decay rate means fast convergence to steady state. For example, the results in Figure 6(b) indicate that the convergence to steady-state is five times faster than for the mixed and strong scheme. For fine meshes the discrete decay rate for all the schemes converge to the continuous decay rate, which in the figures is indicated by a solid black line.
8.2 Numerical results using a fully nonlinear finite volume solver

The analysis of our model problem indicates that the weak scheme yields faster convergence to steady-state. To investigate if this result carries over to the fully nonlinear Navier-Stokes equations, we use the finite volume solver Edge, which is applicable on both structured and unstructured grids, see [9], [11]. The governing equations are integrated explicitly with a multistage Runge-Kutta scheme to steady-state and acceleration by FAS agglomeration multigrid can be used. There are numerous boundary conditions in Edge for walls, external boundaries and periodic boundaries.

In Figure 7(a-c) the meshes used in this section for the first flow case are shown,
and in Figure 7(d), the flow field around the nose of the NACA0012 airfoil is shown. The flow conditions are as follows: Mach number $M = 0.8$, Reynolds number $Re = 500$ and $\alpha = 0^\circ$ as the angle of attack. These parameters yield a subsonic, low Reynolds flow which is assumed laminar.

Figure 8 displays the convergence to steady-state using the density residual. No artificial dissipation is used. The weak solution converges faster than the solutions obtained by the other two schemes. The difference is more pronounced for the coarsest grid, which is what is expected from the linear results. Next we investigate the flow over a flat plate with the geometry schematically depicted in Figure 9(a). For $x < 0$ a symmetry condition is used, and for $x \geq 0$ the no-slip solid wall condition is imposed. The resulting velocity profile at the wall is visualized in Figure 9(b).
The convergence of the density residual is shown in Figure 10. The weak scheme converges slightly faster than the mixed scheme, while the strong scheme does not converge at all. This behavior is also consistent with our previous linear analysis. Recall that for the model problem the strong scheme had an eigenvalue passing zero for the coarsest mesh (Figure 6(c)).

Next we investigate the influence of solid wall boundary procedures on the multigrid acceleration technique. We consider the same flow field (the flat plate) again. Now neither the mixed nor the strong boundary procedure converges, see Figure 11. This is probably due to the fact that eigenvalues close to or equal to zero (for our analogous linear problem) gives a non-decaying energy. Compare with Figure 6(d) where both the mixed and the strong discrete decay rates are magnitudes lower than the weak decay rate.
9 Summary and conclusions

We have studied how the choice of boundary procedure for solid walls affects the convergence to steady-state of the Navier-Stokes equations. Three kinds of boundary procedures were considered, namely a weak formulation, a strong formulation and a mixture of the weak and the strong formulation.

In the analysis part of the paper we considered the constant coefficient version...
of the Navier-Stokes equations with Fourier transformation in the $x$ direction. We proved stability for the weak and the mixed schemes using the energy method. No proof could be obtained for the strong formulation.

The discrete decay rate was obtained by computing the eigenvalues of the spatial operator for the three different boundary procedures. The discrete decay rate of the weak scheme was significantly larger lead to faster convergence to steady-state than the ones from the other two schemes. The difference was most pronounced for coarse meshes. For fine meshes the discrete decay rates converged to the continuous decay rate for all three boundary procedures.

Numerical calculations indicated that the linear results carries over to the fully nonlinear Navier-Stokes equations. Two flow cases, the steady flow around a NACA0012 airfoil and a flat plate, were considered. In all simulations the solution from the weak scheme converged fast, which was consistent with the linear analysis. The solutions obtained by the mixed and strong schemes either converged slower or, in some cases, did not converge at all.
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A A weak boundary procedure for the upper boundary

For the upper boundary ($y = H$) we use the Dirichlet boundary condition. On matrix form this is expressed as $L_N \bar{U}(1, t) + K_N \bar{U}(1, t)_y = 0$, where $L_N = I_4$ and $K_N = 0_4$. Inserting this into (22) yields $BT_{y=H} = 0$, which does not add any energy growth. The boundary terms (corresponding to (28) for $y = 0$) is

$$BT_N = \begin{bmatrix} V_N \\ i\omega V_N \\ (\bar{D}V)_N \end{bmatrix}^* \begin{bmatrix} -A_2 & 0 & \varepsilon B_{22} \\ 0 & -2\varepsilon B_{11} & -\varepsilon(B_{12} + B_{21}) \\ \varepsilon B_{22} & -\varepsilon(B_{12} + B_{21}) & -2\varepsilon B_{22} \end{bmatrix} \begin{bmatrix} V_N \\ i\omega V_N \\ (\bar{D}V)_N \end{bmatrix}$$

$$+ V^* (\bar{P} \Sigma_N + \Sigma^*_N \bar{P}) V. \quad \text{(A.1)}$$
By using the penalty term $\Sigma_N V = (P^{-1} e_N \otimes \tau_N) V_N$ we obtain

$$BT_N = \begin{bmatrix} V_N & i\omega V_N \\ (DV)_N \end{bmatrix} \begin{bmatrix} \tau_N + \tau^*_N - A_2 & 0 & \varepsilon B_{22} \\ 0 & -2p_N\varepsilon B_{11} & -p_N\varepsilon (B_{12} + B_{21}) \end{bmatrix} \begin{bmatrix} V_N \\ i\omega V_N \end{bmatrix}.$$  

The matrix $M_N$, specified above, is made negative semi-definite by choosing the elements $\tau_{ij}$ of the $4 \times 4$ matrix $\tau_N$. Inserting the values $\tau_{12} = \tau_{21} = \tau_{14} = \tau_{41} = \tau_{23} = \tau_{32} = \tau_{24} = \tau_{42} = 0$, $\tau_{13} = \tau_{31} = \tilde{c}/(2\sqrt{\gamma})$ and $\tau_{34} = \tau_{43} = \sqrt{\gamma}/\gamma/2$ yields

$$BT_N = \begin{bmatrix} \rho_0 & \theta_{11} & 0 & 0 \\ T_0 & 0 & \theta_{22} & 0 \\ i\omega T_0 & 0 & \theta_{33} & 0 \\ (DT)_0 & 0 & \theta_{42} & \theta_{44} \end{bmatrix} \begin{bmatrix} * \\ \rho_0 \\ T_0 \\ i\omega T_0 \end{bmatrix} + \begin{bmatrix} u_0 \\ i\omega v_0 \\ (Du)_0 \\ (Dv)_0 \end{bmatrix} \begin{bmatrix} * \\ \psi_{11} & 0 & \psi_{13} \\ 0 & \psi_{22} & \psi_{23} \\ \psi_{31} & \psi_{32} & \psi_{33} \end{bmatrix} \begin{bmatrix} v_0 \\ i\omega u_0 \\ (Du)_0 \\ (Dv)_0 \end{bmatrix} \begin{bmatrix} * \\ \varphi_{11} & 0 & \varphi_{13} \\ 0 & \varphi_{22} & \varphi_{23} \\ \varphi_{31} & \varphi_{32} & \varphi_{33} \end{bmatrix} \begin{bmatrix} v_0 \\ i\omega u_0 \end{bmatrix}$$

where

\[
\begin{align*}
\psi_{11} &= 2\tau_{22} - \bar{v} \\
\psi_{13} &= \frac{\mu}{\rho} \\
\psi_{22} &= -2p_N\varepsilon \frac{\mu}{\rho} \\
\psi_{23} &= -p_N\varepsilon \frac{\lambda + \mu}{\rho} \\
\psi_{33} &= -2p_N\varepsilon \frac{\lambda + 2\mu}{\rho}
\end{align*}
\]

\[
\begin{align*}
\varphi_{11} &= 2\tau_{33} - \bar{v} \\
\varphi_{13} &= \frac{\lambda + 2\mu}{\rho} \\
\varphi_{22} &= -2p_N\varepsilon \frac{\lambda + 2\mu}{\rho} \\
\varphi_{23} &= -p_N\varepsilon \frac{\lambda + \mu}{\rho} \\
\varphi_{33} &= -2p_N\varepsilon \frac{\lambda + 2\mu}{\rho}
\end{align*}
\]

\[
\begin{align*}
\theta_{11} &= 2\tau_{11} - \bar{v} \\
\theta_{12} &= 2\tau_{14} - \bar{v} \\
\theta_{22} &= 2\tau_{44} - \bar{v} \\
\theta_{33} &= -2p_N\varepsilon \frac{\gamma\mu}{Pr\rho} \\
\theta_{44} &= -2p_N\varepsilon \frac{\gamma\mu}{Pr\rho}
\end{align*}
\]
The three sub-matrices $M^\theta_N$, $M^\psi_N$ and $M^\phi_N$ are negative semi-definite if the following stability demands are fulfilled

$$
\tau_N = \begin{bmatrix}
\tau_{11} & 0 & \bar{c}/(2\sqrt{\gamma}) & 0 \\
0 & \tau_{22} & 0 & 0 \\
\bar{c}/(2\sqrt{\gamma}) & 0 & \tau_{33} & \bar{c}\sqrt{\frac{\gamma-1}{\gamma}}/2 \\
0 & 0 & \bar{c}\sqrt{\frac{\gamma-1}{\gamma}}/2 & \tau_{44}
\end{bmatrix}, \quad \tau_{11} \leq \bar{v}/2, \quad \tau_{44} \leq \bar{v}/2 - \frac{\varepsilon\gamma\mu}{4\bar{p}P_N p_N},
$$

$$
\tau_{22} \leq \bar{v}/2 - \frac{\varepsilon\mu^3}{\bar{p}(\lambda + 3\mu)(\mu - \lambda)p_N} \quad \text{and} \quad \tau_{33} \leq \bar{v}/2 - \frac{\varepsilon(\lambda + 2\mu)^3}{\bar{p}(\lambda + 3\mu)(3\lambda + 5\mu)p_N}.
$$

In the numerical simulations we used the limit values and $p_N = \Delta y/2$.

### B Canceling terms for the strong scheme

We have identified $\Sigma^{\text{strong}}_0 V = (\tilde{C}_0 + \tilde{C}_1 + \tilde{C}_2)V$, where

$$
\tilde{C}_0 = \begin{bmatrix}
0 & i\omega & 0 & 0 & 0 & 0 & 0 \\
i\omega & i\omega \bar{u} + \omega^2\varepsilon\varphi & 0 & i\omega b & 0 & 0 & 0 \\
0 & 0 & i\omega \bar{u} + \omega^2\varepsilon\psi & 0 & 0 & 0 & 0 \\
0 & i\omega b & 0 & i\omega \bar{u} + \omega^2\varepsilon\theta & 0 & -i\omega b & 0 & -i\omega \bar{u} - \omega^2\varepsilon\theta \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \ddots
\end{bmatrix},
$$

$$
\tilde{C}_1 = \frac{1}{2i\omega^3} \begin{bmatrix}
0 & 0 & -2a & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -2\bar{v} & 2i\omega\varepsilon(\varphi - \psi) & 0 & 0 & 2\bar{v} & -2i\omega\varepsilon(\varphi - \psi) & 0 & 0 & 0 \\
-2a & 2i\omega\varepsilon(\varphi - \psi) & -2\bar{v} & -2b & 2a & -2i\omega\varepsilon(\varphi - \psi) & 2\bar{v} & 2b & 0 & 0 \\
0 & 0 & -2b & -2\bar{v} & 0 & 0 & 2b & 3\bar{v} & 0 & 0 & -b - \bar{v} \\
0 & 0 & -a & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\bar{v} & i\omega\varepsilon(\varphi - \psi) & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & i\omega\varepsilon(\varphi - \psi) & -\bar{v} & -b & 0 & 0 & 0 & b & 0 & 0 \\
0 & 0 & -b & -\bar{v} & 0 & 0 & 0 & 0 & \bar{v} & \ddots
\end{bmatrix}.
$$
and

$$\tilde{C}_2 = \frac{-\varepsilon}{\Delta y^2} \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & \theta & 0 & 0 & -\theta \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & \psi & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & \varphi & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & \theta & 0 & 0 & -\theta & \ddots \end{bmatrix}. $$

The abbreviations $a = \tilde{c}/\sqrt{\gamma}$, $b = \tilde{c}\sqrt{(\gamma - 1)/\gamma}$, $\varphi = (\lambda + 2\mu)/\tilde{\rho}$, $\psi = \mu/\tilde{\rho}$ and $\theta = \gamma\mu/(\tilde{P}\tilde{\rho})$ have been used to shorten the expressions above.
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