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Abstract

Organic solar cells using carbon based materials have the potential to deliver cheap solar electricity. The aim is to be able to produce solar cells with common printing techniques on flexible substrates, and as organic materials can be made soluble in various solvents, they are well adapted to such techniques. There is a large variation of organic materials produced for solar cells, both small molecules and polymers. Alterations of the molecular structure induce changes of the electrical and optical properties, such as band gap, mobility and light absorption. During the development of organic solar cells, the step of mixing of an electron donor and an electron acceptor caused a leap in power conversion efficiency improvement, due to an enhanced exciton dissociation rate. Top performing organic solar cells now exhibit a power conversion efficiency of over 10%. Currently, a mix of a conjugated polymer, or smaller molecule, and a fullerene derivative are commonly used as electron donor and acceptor. Here, the blend morphology plays an important role. Excitons formed in either of the donor or acceptor phase need to diffuse to the vicinity of the donor-acceptor interface to efficiently dissociate. Exciton diffusion lengths in organic materials are usually in the order of 5-10 nm, so the phases should not be much larger than this, for good exciton quenching. These charges must also be extracted, which implies that a network connected to the electrodes is needed. Consequently, a balance of these demands is important for the production of efficient organic solar cells.

Morphology has been found to have a significant impact on the solar cell behaviour and has thus been widely studied. The aim of this work has been to visualize the morphology of active layers of organic solar cells in three dimensions by the use of electron tomography. The technique has been applied to materials consisting of conjugated polymers blended with fullerene derivatives. Though the contrast in these blends is poor, three-dimensional reconstructions have been produced, showing the phase formation in three dimensions at the scale of a few nanometres. Several material systems have been investigated and preparation techniques compared.
Even if excitons are readily dissociated and paths for charge extraction exist, the low charge mobilities of many materials put a limit on film thickness. Although more light could be absorbed by increased film thickness, performance is hampered due to increased charge recombination. A large amount of light is thus reflected and not used for energy conversion. Much work has been put into increasing the light absorption without hampering the solar cell performance. Aside from improved material properties, various light trapping techniques have been studied. The aim is here to increase the optical path length in the active layer, and in this way improve the absorption without enhanced extinction coefficient.

At much larger dimensions, light trapping in solar cells with folded configuration has been studied by the use of optical modelling. An advantage of these V-cells is that two materials with complementing optical properties may be used together to form a tandem solar cell, which may be connected in either serial or parallel configuration, with maintained light trapping feature. In this work optical absorption in V-cells has been modelled and compared to that of planar ones.
Populärvetenskaplig sammanfattning

Organiska solceller kan erbjuda ett billigt sätt att konvertera solljus till elektrisk energi. I denna typ av solceller används plastmaterial, lösliga i organiska lösningsmedel, för att åstadkomma detta. Fördelen med dessa material är att de kan appliceras med trycktekniska metoder, vilket innebär lägre produktionskostnader, jämfört med konventionella solceller. Även om material och tillverkningsmetoder ständigt utvecklas, med högre verkningsgrader som följd, är det önskvärt att höja prestandan och bättre förstå vad som påverkar denna, för att kunna ta fram effektivare och mer hållbara material och solceller.

är alltså nödvändigt för effektiva celler, och därför kan samma material i olika morfologier ge olika prestanda. Lösningsmedel, koncentration, material, och beläggningsmetod kan alla påverka det aktiva lagrets slutliga utseende och eftersom morfologin är viktig har mycket arbete lagts på, och många tekniker använts för, att undersöka denna.

I detta arbete har elektronomografie använts för att undersöka det aktiva lagrets morfologi. I denna teknik används ett transmissionselektromikroskop (TEM) för att samla in data, vilka består av projektioner ur flera vinklar av det aktiva lagret. De genererade bilderna används sedan för att göra en tredimensionell rekonstruktion. TEM ger möjlighet till några nanometers upplösning, och trots att både donator och acceptor till största delen består av kol är kontrasten tillräcklig för att möjliggöra rekonstruktioner.

Här har elektronomografie använts till att jämföra material och tillverkningsvillkor. Metoden har varit speciellt användbar för att jämföra material liknande varandra, där exempelvis olika lösningsmedel används. Till synes små förändringar i processvillkoren har visat sig kunna ge stora skillnader i materialens utseende. Några generella slutsatser gällande sambandet mellan morfologi och prestanda har dock varit svårt att dra, vilket pekar på komplexiteten hos laddningsgenereringen i organiska solceller.

Då laddningarnas rörlighet ofta är låg i materialen används tunna filer för att lättare extrahera laddningarna. Nackdelen med tunna filer är att mycket ljus reflekteras bort, och därför är ljusfängning, där ljuset leds en längre väg genom det aktiva lagret, av intresse. Här kan mer ljus absorberas utan att laddningarna får svårare att nå elektroderna.
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Introduction

The use of organic solar cells (OSCs) [1–3] may be a potential route for filling the increasing need of energy by the exploitation of the long lived sun. Organic materials, such as polymers, may be used for the deposition of films on plastic substrates by common printing methods. The aim is to keep the material and production costs down, while maintaining a high production rate. Thus, the price of extracted energy is kept low, which is vital if the technology is to be able to compete with its inorganic cousins. Although progress in improving material and devices has been seen the recent years, with PCEs over 8%, [4] more may still be done. Often, a 10% power conversion efficiency (PCE) is claimed to be needed for commercialisation of OSCs, and a PCE of 10% was recently reported. [5] Along with the need of cheap and efficient solar cells is the need for stability. It is common that OSCs suffers from short life times. [6] Water and oxygen can have a severe effect on the layers and layer interfaces comprising the solar cell, and cause degradation. Reorganisation of the active layer may also be a cause of decreased performance. Good, but still cheap, encapsulation may be a solution to this problem.

As part of the strive towards more efficient OSCs is the synthesis of new materials, [7] with better light absorption, higher charge mobilities and better mechanical properties. As the active layer, where the energy conversion takes form, of OSCs is often consisting of a blend of an electron donor and an electron acceptor, the miscibility of these and their solubility in miscellaneous solvents are among the important properties.

Over the years, solar cells prepared with the use of different materials or solvents and posttreated in various ways have been thoroughly studied. As the morphology is of large importance for the behaviour of OSCs it has been examined in many ways, and is also a large part of this thesis. Many techniques (see 2.1) can be used to image the surface of e.g. polymer
layers, or extract information such as crystal sizes or stoichiometry from the bulk, but since light is absorbed in all of the active layer the possibility to image the layer in three dimensions, with good resolution, is of importance. However, it is only recently that the technique of electron tomography has been applied to OSCs.

1.1 Polymers

The function of any photovoltaic cell (see 1.2) is based on the use of semiconducting materials in the active layer. In the devices studied here, semiconducting polymers and fullerene derivatives have been used.

Polymers are molecules consisting of several identical units called mers, hence the name. Carbon is commonly the main constituent here, and the mers are covalently bonded. In a polymer the number of mers are sufficient to leave some material properties, e.g. melting temperature, unaltered by the addition or removal of a mer. The number of building blocks needed may of course differ for different properties, which means that the material may be a polymer in some sense, but not in others. A common, and simple, polymer is polyethylen (or polythene) (PE) shown in figure 1.1. The name comes from the starting material, ethene, in the polymerization process. In figure 1.1 the PE molecule is seen as a long chain of covalently bonded carbon atoms, with hydrogen atoms attached. The covalent bonds in the molecule is the overlap of atomic orbitals (AOs), forming molecular orbitals (MOs). In carbon the $s$- and $p$-orbitals can be seen to be combined into hybrid orbitals, called $sp^3$-, $sp^2$- and $sp$-orbitals, depending on the ratio of $s$ and $p$ character. The reason for this hybridisation is a reduction in energy and better overlap of the atomic orbitals, [8]. In figure 1.2 probability isosurfaces of the orbitals are schematically depicted. The actual shape of the orbitals are somewhat different, but they are here sketched to emphasise the
important directional characteristics. In PE carbon molecules are bonded to two other carbons, by overlap of the $sp^3$-orbitals, and to two hydrogens, by overlap of the carbon $sp^3$-orbitals and hydrogen $s$-orbitals, named $\sigma$-bonds. In a conjugated polymer, e.g. polyacetylen (or polyethylene) (PA) (see figure 1.3) C-C and C-H bonds is formed in the same way. However, here the AOs in carbon is $sp^2$-hybridized, with two of the $sp^2$-orbitals overlapping $sp^2$-orbitals of adjacent carbons and one overlapping the $s$-orbital of a hydrogen. The remaining $p$-orbital (light grey in figure 1.2) form, together with one at the adjacent carbon, the other part of the double bond, named $\pi$-bond.

![Figure 1.2](image1.png)

**Figure 1.2:** Schematic pictures of atomic and hybrid orbitals. From top left to bottom right: $s$-, $p$-, $sp^3$-, $sp^2$-, and $sp$-orbitals.

![Figure 1.3](image2.png)

**Figure 1.3:** Molecular structure of the conjugated polymer polyacetylene.

The linear combinations of orbitals into molecular orbitals comes together with the formation of band structures, relating the orbital energy and the wave vector, $k$, of the wave function of the MO. In conjugated polymers alternating double and single bonds are found. These are associated with differences in bond lengths and a reduction in energy, compared
to the case with equal bond lengths.

The existence of \( \pi \)-bonds and orbitals gives the conjugated polymers semiconducting properties, with band gaps depending on the structure of the molecule. This, together with decent hole mobilities, makes them suitable as solar cell materials.

The conductivity is, however, poor in a neat conjugated polymer. If the material is doped, by oxidation or reduction, the conductivity may increase dramatically as charges are made free to move. As an example, Poly(3,4-ethylenedioxythiophene):poly(styrenesulfonate) (PEDOT:PSS), which is widely used as anode in OSCs, may be mentioned. The molecular structure of PEDOT:PSS is seen in figure 1.4. Some of the sulfonyl groups are deprotonated and negatively charged, while PEDOT is positively charged.
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**Figure 1.4**: Examples of organic electronic materials used in solar cells.

As polymers or polymers and smaller molecules are mixed in a cooling melt or drying solution, phase separation may occur, depending on the
interaction between molecules, both of the same and the other species. [9–11] This has a large influence on the morphology of the active layer of OSCs, as these are made of a blend between an electron donating and an electron accepting material. Often the donor is a conjugated polymer and the acceptor a fullerene derivative, e.g. PC$_{61}$BM or PC$_{71}$BM. Examples of polymers used in the active layer of solar cells is found in figure 1.4, together with the fullerene derivative PC$_{61}$BM.

1.2 Organic solar cells

In a solar, or photovoltaic, cell light is converted to electrical energy. The basic construction of a solar cell is a semiconducting material between two electrodes with differing work functions. As light is absorbed the semiconductor is excited, whereby an electron is moved to a higher energy level in the conduction band, and leaves a hole in the valence band. During operation, a voltage is applied over the cell, which affects the electric field within the semiconductor. (See fig 1.5) If the applied voltage is less than the open circuit voltage, e.g. at short circuit, a gradient in the energy levels will be present, since the anode and cathode have different work functions, which will drive the charges towards the electrodes. In figure 1.5 the highest occupied MO (HOMO) and lowest unoccupied MO (LUMO), i.e. the edge of the valence band and conduction band, respectively, are schematically described. The short circuit and open circuit case, i.e. anode and cathode are connected or disconnected, are illustrated.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1_5.jpg}
\caption{Energy levels in solar cells at (a) short circuit and (b) open circuit.}
\end{figure}

To extract an electrical current from the device, some difficulties need to be handled. The efficiency with which the solar cell device transform energy, $\eta$, is limited by all steps from light absorption to charge extraction, and can be compactly written

$$\eta = \eta_{abs} \cdot \eta_{diff} \cdot \eta_{dis} \cdot \eta_{trans} \cdot \eta_{col}$$ (1.1)
Figure 1.6: Schematic picture of energy conversion in organic solar cells. (a) shows a bilayer cell (bottom) and corresponding energy levels (top). (b) shows a bulk heterojunction cell (bottom) and corresponding energy levels (top).

where all included efficiencies could be wavelength or electric field dependent. First, the active layer needs to absorb the incoming light efficiently, which may be achieved by using materials with large absorption coefficients, thick layers or light trapping configurations. [12–18] This efficiency is described by $\eta_{abs}$, which includes losses by reflection and parasitic absorption in other layers, such as electrodes. Commonly, the active layer of an OSC is around 100 nm thick, which is rather thin for efficient light absorption. The reason for not using thicker layers, which would result in sufficient light absorption without the need for light trapping features, is that the electrical properties of the solar cell is hampered. The charge mobilities of the organic materials used are usually too small to allow for thick active layers.

When the organic semiconductor is excited, free charges are not immediately produced. Instead excitons are formed, which are coulombically bound electron-hole pairs. In inorganic materials, such as Si, the exciton binding energies are small, [19] due to a higher dielectric constant, screening the charges. The excitons can therefore separate into free charges, with small Coulomb interaction, thermally. However, in organic materials, such as conjugated polymers, the exciton binding energies can be as large as 1 eV [20], far larger than $k_B T$. Thus the exciton is unlikely dissociated into free charges in the neat polymer, but will recombine, resulting in a small current. An effective solution to this problem is to use two materials, of
which one is an electron donor and one an electron acceptor, to form the active layer. The materials should be designed such that the LUMO and HOMO of the donor exhibits a higher energy than the LUMO and HOMO of the acceptor. Such cells are schematised in figure 1.6, both in bilayer and bulk heterojunction configuration. After excitation the excitons are diffusing around and may, with probability $\eta_{\text{diff}}$, encounter an acceptor-donor interface before they recombine. An electron of such an exciton, in the donor phase, situated at the interface between the donor and acceptor will, due to the electron affinity difference, be driven to the LUMO of the acceptor. At this stage there may still be a coulombic electron-hole interaction, small enough for the charges to overcome with the help of the electro-chemical potential difference. The dissociation of excitons is achieved with efficiency $\eta_{\text{dis}}$, possibly via a charge transfer (CT) exciton, where the electron and hole are situated in the acceptor and donor phase, respectively.

After dissociation the electron and hole are driven towards the contacts, where they are collected. The transport and collection efficiencies are described by $\eta_{\text{trans}}$ and $\eta_{\text{col}}$, respectively. A good match between anode work function and donor HOMO, and between cathode work function and acceptor LUMO, results in a larger $V_{\text{oc}}$ and inner electric field, and good extraction of current. [21]

Good extraction of free charge carriers (high $\eta_{\text{trans}}$) requires the existence of pathways, in each of the phases, from the dissociation site to the contacts, where charges are collected. Isolated islands of one phase in the other will result in trapped charges, eventually recombining. [22] Free pathways are self-evident when a bilayer configuration, where the donor is placed on top of the acceptor, is used. However, only the excitons generated within the diffusion length from the donor-acceptor interface can be dissociated and contribute to photocurrent. As the diffusion length is typically 5-10 nm [23–25] for conjugated polymers much light is lost in the bilayer configuration; thick layers, though effectively absorbing, will result in much energy dissipation far from the donor-acceptor interface, while layer thicknesses closer to the exciton diffusion length means higher $\eta_{\text{dis}}$, but less absorption. A successful architecture of the donor-acceptor solar cell is the bulk heterojunction, where the donor and acceptor are blended, forming an entangled network within the active layer. The mixing produces a much larger total interface area and smaller exciton to interface distances than in the bilayer cell. The existence of free pathways is, however, not as obvious here as in the bilayer case.

The macroscopic behaviour of solar cells is tested by current-voltage (JV) measurements, from which much information can be gained. Figure 1.7 displays an example of such a JV-curve. Important features are short circuit current density ($J_{\text{sc}}$), open circuit voltage ($V_{\text{oc}}$) and fillfactor ($FF$). Short
circuit current is the current gained without any applied field and open circuit voltage the voltage applied to produce no current. For high power conversion efficiency both high \(J_{sc}\) and \(V_{oc}\) is desired, together with a large \(FF\). The \(FF\) is illustrated as a shaded box in figure 1.7 and is the ratio between the power extracted at the maximum power point (MPP) and the product of \(J_{sc}\) and \(V_{oc}\), i.e. \(FF = \frac{max(|J \cdot V|)}{|J_{sc} \cdot V_{oc}|}\). A small serial resistance \(R_s\) is desirable for easy charge extraction, while the parallel resistance \(R_p\) should be high, which corresponds to a small amount of shunts. A small \(R_s\) and large \(R_p\) improve the fill factor.

**Figure 1.7:** Example of \(JV\)-curve, under illumination (---) and in the dark (----). Short circuit current \(J_{sc}\), open circuit voltage \(V_{oc}\) and maximum power point \(P_{max}\) are shown. The fill factor \((FF)\) is indicated as the grey box.

Another useful measurement is the external quantum efficiency (EQE) which is the wavelength resolved ratio between the number of extracted electrons and the number of incident photons. The related internal quantum efficiency (IQE) is, although not directly measurable, also important, as it describes the ratio between the number of extracted electrons and the number of absorbed photons in the active layer.

The open circuit voltage is closely related to the band gap of the active material. [2,26] Since only photons with energy larger than the bandgap are absorbed, this means that there is a trade off between voltage and current. A smaller bandgap provides the possibility for more light to be absorbed
and contribute to current, but is at the same time lowering the voltage. For better use of photon energy, tandem cells may be utilised. [27] In these cells more than one active layer is used for energy conversion of different wavelength regions. By the smaller energy losses higher efficiencies can be reached. [28] The purpose of a tandem cell is to diminish the energy loss of absorbed photons by using several bandgaps, as illustrated in figure 1.8, and the principle is to direct different parts of the solar spectrum onto subcells with appropriate bandgaps. An easy way of directing is to use the subcells themselves as filters. With several active layers a higher bandgap may be used to absorb the high-energy photons, resulting in a smaller loss of energy due to thermal relaxation.

Figure 1.8: Principle of a stacked tandem solar cell. The light is energetically filtered while absorbed by the subcells.
The better mixed and homogeneous the blend of a bulk heterojunction solar cell is, the smaller the exciton diffusion length need to be, but the chance of finding isolated islands, not connected to the electrodes, will be larger. Moreover, smaller domains mean less charge delocalization, which may work against efficient charge separation. [29,30] The morphology of the active layer is thus of large importance in bulk heterojunction cells and a beneficial morphology shows both a large interface area and good connection between potential dissociation sites and the contacts together with domains large enough for efficient exciton dissociation. Donor polymers and acceptor molecules are commonly mixed in a common solvent, or solvent blend, for deposition on a substrate, where the morphology develops during solvent evaporation. Thus, the possibility to direct control of the morphology formation is minute. Changes in solvent, molecular structures, blend ratio, concentration and deposition technique are all variables affecting the final morphology.

Thus, phase formation in organic solar cells is of importance, both for energy conversion and charge extraction. The desired dimensions of the phases is dependent on mean exciton diffusion lengths, recombination rates and charge mobilities, which are all dependent on the materials involved.

Phase separation of polymer blends in general has been thoroughly studied and Flory-Huggins theory is often used to describe the behaviour of polymer blends. [9] It is the continuation of the theory of molecular solutions to blends comprising long molecules. From the assumption that each mer in a polymer occupies one virtual lattice point in a volume of mixture, the change of free energy upon mixing of two components, \( a \) and \( b \), can be
described by
\[
\frac{\Delta G}{k_B T} = \frac{N_a}{N_a} \ln \phi_a + \frac{1 - \phi_a}{N_b} \ln (1 - \phi_a) + \chi \phi_a (1 - \phi_a)
\] (2.1)
where $\Delta G$ is the change in Gibb’s free energy per site upon mixing, $\phi_a$ is the fraction of component $a$ and $1 - \phi_a = \phi_b$ fraction of component $b$. $N_a$ and $N_b$ is the number of segments of species $a$ and $b$, respectively. $\chi$ is the interaction parameter, describing the contact energy between segments [10]

\[
\chi = \frac{2E_{ab} - E_{aa} - E_{bb}}{2k_B T}
\] (2.2)

Here, $E_{ij}$ represents the contact energy between components $i$ and $j$, $k_B$ is Boltzmann’s constant and $T$ the temperature. In the absence of interacting forces such as hydrogen bonds, the interaction energy between segments of the same species is smaller than between differing species, giving a positive parameter $\chi$. Thus, the first two terms of eq. 2.1 describe the entropic part which acts to mix the two components, while the last term, describing the interaction energy that acts to separate the materials. In figure 2.1 is the interaction of all terms of the right hand side of eq. 2.1 exemplified. Four

\[\text{Figure 2.1: Free energy of mixing as function of concentration of component a. Spinodal (squares) and binodal (circles) points are marked.}\]
points are marked in figure 2.1, namely the binodal and spinodal points. The spinodal points are the inflection points of $\Delta G$. Between the spinodal points $\partial^2\Delta G/\partial \phi_a^2 < 0$, meaning that the composition is unstable to any fluctuations in concentration. A phase with concentration $\phi_a'$ is associated with a higher energy than two phases with concentrations $\phi_a''$ and $\phi_a'''$, as in figure 2.1. The volume of these phases are determined by

$$V'' \phi_a'' + V''' \phi_a''' = V_{tot} \phi_a'$$

and

$$V'' + V''' = V_{tot}$$

which describe mass and volume conservation, respectively. These equations give the free energy per segment corresponding to point $P$ in figure 2.1. A blend with concentration $\phi_a'$ will thus phase separate, by spinodal decomposition, without experiencing any energy barrier.

The binodal points are distinguished by equilibrium conditions. That is that the chemical potential of the two components are equal in the two phases, and these points have a common tangent in the plot of $\Delta G$.

Between the binodal and spinodal point the blend is metastable, meaning that small concentration fluctuations will increase the total free energy, while larger fluctuations will decrease the energy. In this region there is an energy barrier that needs to be overcome for phase separation to occur. This free energy barrier of nucleation that the system needs to overcome is larger further away from the spinodal point. Phase separation of a blend in the metastable region occurs by nucleation and growth, where small droplets of one material form and grow until equilibrium conditions are reached. [10] Once equilibrium is reached growth of phases proceeds by Ostwald ripening, where large particles grow at the expense of smaller ones. Figure 2.2 illustrates typical morphologies obtained by spinodal decomposition and nucleation in binary blends.

If the interaction parameter, $\chi$, is changed, so is $\Delta G$. Thus a phase diagram may be constructed, where the phase characteristics are plotted as function of concentration and interaction parameter. An example is seen in figure 2.3. In the phase diagram the spinodal and binodal points are plotted, as these describe instability and equilibrium limits. The critical point is where the spinodal and binodal curves meet. Below this point the blend is easily mixed to one phase. Often the phase diagram is plotted as function of temperature, where the critical point is either an upper or lower critical solution temperature, depending on the temperature dependence of $\chi$.

A common approach to film formation in OSCs is spin coating, where the blend solution is applied to the substrate, placed on a rotatable chuck. As the substrate is set to rotate the solution is spread out and dried, while the
film is formed. Here, the solubility of the two materials in the solvent blend, together with the concentration, spin speed and the evaporation rate governs the film formation. The films produced are usually thin, so the development of phases is confined between the substrate and air interfaces. [31]

In the case of spin coating the system goes from low concentration and a well mixed phase to a high concentration quickly as the solvent is evaporated. Therefore, there is seldom enough time for the system to reach equilibrium conditions. The system is said to be quenched in this process, and the final structure is difficult to foresee. A fast evaporating solvent freezes the materials quickly, by giving them little time to reorganise in accordance to material interaction energies. Thus films formed from such solvents may exhibit a far from equilibrium structure. The formation of PC$_{61}$BM-cry stallites, due to limited solubility, in slow-drying polymer:PC$_{61}$BM films has been observed. This led to a morphology of finely dispersed fullerene crystals, which can be compared to general case of blends, where slow drying means time for phase separation. [32]

The solvents used has proven to be of large importance for the film morphology, both in blends for OSCs and blends of insulating polymers. [33–42] The use of solvent blends, with one main solvent and an additional, less volatile, solvent has been successfully applied for morphology improvements in OSCs. [38–40]

Also important for formation of thin films by spin coating is the surface energy at the substrate and air interfaces. [42] A preferential wetting by one component can introduce a vertical concentration gradient, [43–46] even though the interface effect may be localised close to the surface. A homogenous mixture in a bulk sample, which is quenched into the spinodal re-
Figure 2.3: Schematic example of phase diagram, where spinodal (---) and binodal (—) points are shown as function of interaction parameter, $\chi$.

Region undergo decomposition showing spinodal waves with some wavelength, random in phase, amplitude and direction. [47] In a thin film, surface effects may play a crucial role, as the component with the smallest surface energy tend to segregate to the surface. This induces spinodal waves, and decomposition, directed orthogonal to the surface.

In addition to the fast quenching and surface energy, the confined geometry of the thin sample is also a factor in the formation of active layers via spin coating, where thicker layers allow for the growth of larger phases.

Posttreatment, e.g. thermal or vapour annealing, is common in fabrication of some organic solar cells. The mobility of the components can be improved by heating and the system can faster move towards thermal equilibrium. Postannealing is especially common for crystalizing materials, where the degree of crystalization may increase, with improved charge transport characteristics. [48–50] This is, however, not a general result. [51]

The influence of morphology on OSC characteristics is mainly seen as altered charge mobilities, light absorption, currents and fill factors, due to phase aggregation. [22,34,35,38,52–54] Crystallised materials often exhibit a smaller voltage due to the increased packing and lowered energy states. [54]

Morphology also plays a role for charge separation, where larger domains...
often seem to facilitate exciton dissociation. This can be understood by con-
sidering the increased delocalization volume available in a coarse morphol-
ogy compared to a finer one. [29,30] After the diffusion of an exciton formed
in either phase, a charge transfer exciton is formed. The charge transfer
state is localised on both donor and acceptor and has a lower energy than
the donor or acceptor exciton in a well performing solar cell. These excitons
are not as tightly bound as the pure phase excitons and may be dissociated
by the help of an applied electric field. The larger polaron pair radius,
which accompanies more delocalized charges, decrease the coulombic force
and makes the splitting easier. An increased, local, charge mobility, due to
clustering may also be influential in the separation of charges. [29,30]

The morphology can also be seen to change with the donor-acceptor
ratio, [30,32,55–58] and the stoichiometry is thus of importance for the solar
cell behaviour also in this sense, with larger fullerene domains in blends with
high acceptor content. In addition to affecting exciton separation efficiency,
charge transport properties are modulated. A larger amount of fullerenes
produce a better connected network for extraction, as well as improving
both hole and electron mobilities. [59,60]

In figure 2.4 is an example of stoichiometry dependent morphology. Here,

![Figure 2.4](image)

**Figure 2.4:** Middle sections (ca 1.6 nm thick) of tomographic recon-
structions of APFO-3:PC$_{61}$BM with different stoichiometries. From up-
per left to lower right: 2:1, 1:1, 1:2, and 1:4

the conjugated polymer APFO-3 is mixed with PC$_{61}$BM in different ratios
and spin cast into films. The difference in morphology is clearly seen between the 1:4 blend and the others. A coarser film structure is found in the blend with highest amount of PC$_{61}$BM. This blend ratio is also the one giving the best performing devices. [59]

2.1 Morphology measurements

As the morphology of OSCs is believed to have a large impact on the function of the device much effort have been put into measurements and its description. Some techniques are more commonly used for that purpose, and are shortly described below.

Atomic Force Microscopy

Atomic force microscopy (AFM) is a well established technique for examination of surface morphology. [61, 62] Commonly when imaging the topography of a sample with AFM, an oscillating cantilever, with a small tip, is used. The cantilever and tip is moved over the sample, and the sample-tip interaction causes changes in the amplitude and phase of the cantilever oscillations. During scanning, the height of the cantilever is adjusted to minimise the changes in oscillation amplitude. The phase difference between the measured cantilever oscillations and the driving signal is measured simultaneously with the topographical data. The phase data provides information about differences in material properties, albeit without species identification. The curvature radius of the tip is a few nanometres. Thus, the technique provides the possibility to image both the topography of the sample and changes in material composition, with high resolution. There is generally no need for any special sample preparation as long as the surface of interest is free for investigation. The disadvantage is that only the surface, and not bulk properties, may be examined. A way to retrieve some information about the bulk is to cut the sample to lay bare a surface of the bulk. [62,63]

In addition to topography and material composition variations, variants of AFM are used to image other properties of the specimen.

Conductive AFM

Conductive AFM (CAFM) may be used to map the electrical properties of the film. [64] In CAFM a biased tip is in contact with the sample and the resulting current is measured, with or without the presence of light. The result may e.g. be a map of local resistance or \( JV\)-curve.
**Kelvin probe force microscopy**  The difference in work function between the tip and the sample may be used in Kelvin probe force microscopy (KPFM) to map the sample workfunction, [64] which provides additional knowledge of the material. As the tip and material are put in contact their Fermi levels will align and an electric field form between tip and sample. The voltage needed to counter this field is the measured output signal. Commonly KPFM is done in non-contact mode nowadays, to improve sensitivity. [64]

**Secondary ion mass spectroscopy**

To gain information about the active layer as function of depth, secondary ion mass spectroscopy [44] has been used. Here, the sample is bombarded with ions which mills the sample down. The secondary ions produced are detected by their mass to charge ratio, and information of material composition is in that way provided. Additionally, the molecules may be isotopically labeled, with e.g. \(^{2}\)H, for higher spectroscopic precision. In imaging mode the primary beam is rastered over the surface and the secondary ions uses to build the image. The lateral resolution, when imaging surfaces in this mode, can be a few hundred nanometres. [65]

**X-ray scattering**

X-ray diffraction can be used to study the crystallinity of a material. Information about crystal structure and crystallite size is obtainable with this technique. [66]

**Near-edge X-ray absorption fine structure spectroscopy**

A useful technique for determining stoichiometry close to an interface is near-edge X-ray absorption fine structure spectroscopy (NEXAFS), [67–69] where the absorption, as function of wavelength, is measured. After excitation of the sample fluorescent photons or Auger electrons are ejected. The mean free path of the Auger electrons is small, thus electrons generated at a larger sample depth loose their energy and is not contributing to the signal. Hence the surface sensitivity of the technique. In addition a retarding electric field can be employed, so that only electrons from very close to the surface is detected. This partial electron yield mode increase the surface sensitivity even further, as compared to total electron yield detection, where all available electrons are used. By varying the incidence angle of the polarised wave, orientation of dipoles may be deduced.
2. Scanning electron microscopy

Another surface mapping technique is scanning electron microscopy, where an electron beam is focused to a diameter of a few nanometres and scanned over the sample. The incident beam interacts with the sample and electrons are scattered back, elastically and inelastically. The backscattered electrons are detected and this signal forms the surface image. SEM has been used to image cross sections of donor acceptor blends of OSCs. [35]

2.1.1 Transmission electron microscopy

The foundation of electron tomography is the images, obtained by transmission electron microscopy (TEM). Here electrons are used for image formation, as compared to photons in light microscopy. As the electrons are accelerated over several thousands volts their momentum will be high and (de Broglie) wavelength short. E.g. the wavelength of electrons accelerated over 200 kV is 2.5 pm. The short wavelengths enables a high resolving power.

A sketch of a TEM is found in figure 2.5, where the most important parts are depicted. Topmost in the microscope is the electron gun, of which there are several types. Thermionic and field emission guns (FEG) are two main categories. The thermionic gun consist of a filament under negative bias which is heated until emission of electrons occur. The electrons are sequentially accelerated by the electric field formed between the filament cathode and ground. A Schottky FEG is also heated, to nearly emit electrons. The FEG is connected to two anodes. The charges are emitted by an applied extraction voltage between the FEG (cathode) and the first anode. After that the charges are accelerated by a larger electric field, produced by the second anode. FEGs produce a higher current density and brightness than thermionic guns.

Right after the gun is a set of condenser lenses and condenser apertures. Two condenser lenses are commonly used, together with the pre-field objective lens (upper objective lens), to form a parallel electron beam at the sample position. The condenser aperture is here used to block a part of the electron beam and making it more parallel.

The objective lens is the most important lens in the microscope, as this forms the image of the sample. All errors associated with image formation are magnified further down the column. The objective lens is also the one most affected by aberrations, due to the large range of scattering angles. An objective aperture may be placed in the back focal plane of the lens to exclude electrons scattered at high angles, thus working as a lowpass filter and increasing contrast in the image. There is also a selected area aperture, placed in the image plane, used to select the area of interest when diffraction
Figure 2.5: Sketch of transmission electron microscope, including the most important features and the ray path, excluding electron-sample interaction.

is studied.

The objective lens magnifies the image around 50 times and the subsequent intermediate and projector lenses are used to magnify the image to the desired amount.

The image is projected onto a phosphorescent screen for viewing, or a camera for collection. Alternatively, the diffraction pattern, which is formed in the back focal plane of the objective lens, can be projected onto the viewing apparatus.

In figure 2.5 two electron rays are depicted as lines going from the electron gun, through various lenses, apertures and the specimen stage, ending up on the image plate. It is convenient, and most often sufficient, to think of the rays and action of the lenses as such. However, the electrons are charged species and the lenses electromagnets, so this picture is not entirely true. A significant difference between light microscopes and TEM is the rotating ray trajectory of the latter. As the electrons are subject to a Lorentz force the image will be rotated through the column, but can be compensated for by additional lenses.

Correction coils, used for the important alignment of the microscope
optics, are also omitted in figure 2.5 for clarity.

**Image formation in TEM**

In TEM electrons are used for collecting information of the specimen. Many of the incident electrons will pass through the sample unaffected, but some will be scattered, elastically or inelastically. Inelastic scattering is important for spectroscopic studies, such as X-ray or electron energy loss spectroscopy, where light emitted from the excited sample, or the energy loss of the transmitted electrons, are detected respectively. The detected energy distribution can be used to map the concentration of different elements.

A part of the elastically scattered electrons are deflected enough to be absorbed outside the objective aperture, contributing to the amplitude contrast, as illustrated in figure 2.6. With lighter materials, e.g. biomaterials or active layers of OSCs, most of the scattered electrons are deflected at a low angle, and thus transferred through the objective aperture. Still, these electrons carry information about the specimen by their change of phase, relative the unscattered electrons, and will contribute to phase contrast.

![Figure 2.6: Schematic illustration of the objective aperture and its effect on scattered electrons. Electrons scattered at a sufficiently high angle are absorbed outside the aperture.](image)

Phase contrast is due to the interference of electron waves. The waves before and after specimen and optics are depicted in figure 2.7. The incident plane electron wave, \( \psi_i \), is scattered by the sample, and the scattered wave, \( \psi_s \), may generally be described as [70–72]

\[
\psi_s = f_s \psi_i = (1 - s) \exp(i\phi_s) \psi_i
\]

(2.5)

where \( f_s \) is a specimen function, describing scattering as absorption and phase shift of the incident plane wave. The phase shift, \( \phi_s \), of the scattered
wave may be described by
\[
\phi_s = \frac{2\pi}{\lambda} \int_{-\infty}^{\infty} (n(r) - 1)dz = -\frac{2\pi}{\lambda E} \frac{E - E_0}{E + 2E_0} \int_{-\infty}^{\infty} V(r)dz \] (2.6)
where
\[
n(r) = 1 - \frac{V(r)}{E} \frac{E + E_0}{E + 2E_0} \] (2.7)
is the refractive index [72], wherein \( E \) and \( E_0 \) are the kinetic and rest energies of the electrons, and \( V(r) \) the potential in the material. This means that the phase change is proportional to the projected sample potential. The wave is transferred to the image plate/camera via electron optics and

\begin{figure}[h]
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\caption{Electron waves in the microscope. \( \psi_i \) is the incident plane wave, \( \psi_s \) the scattered wave and \( \psi_m \) the wave reaching the image plane.}
\end{figure}

as the scattered wave travels down the column it is phase shifted also due to imperfect lenses and defocusing. Spherical aberration is of importance here. Spherical aberration means that the focal length of the lens is not constant with the distance from the optic axis. The objective lens focus the rays passing the lens at a larger radius more, as illustrated in figure 2.8. The aberration causes the ray to deviate from its ideal path an angle \( \Delta \theta_s \approx \Delta r/b = C_s \theta^3 M/b \) [71] In figure 2.8 \( M = b/a, \ a \approx f \) and \( \theta \approx R/a \), thus
\[
\Delta \theta_s = \frac{C_s R^3}{f^4} \] (2.8)
where \( C_s \) is the spherical aberration, \( f \) the focal length of the lens and \( R \) the radius at which the ray is diffracted.
Figure 2.8: Angular deviation $\Delta \theta = \Delta \theta_s + \Delta \theta_a + \Delta \theta_f$, due to spherical aberration and defocusing.

Similar angular deviations may be achieved both by displacing the specimen a distance $\Delta a$ and changing the focus value of the lens by $\Delta f$. With the use of the lens equation it can be shown that [72]

$$\Delta \theta_a = \frac{R}{f^2} \Delta a \quad (2.9)$$

and

$$\Delta \theta_f = -\frac{R}{f^2} \Delta f \quad (2.10)$$

The total angular deviation due to spherical aberration and defocusing is

$$\Delta \theta = \Delta \theta_s + \Delta \theta_a + \Delta \theta_f = C_s \frac{R^3}{f^4} - \frac{R}{f^2} (\Delta f - \Delta a) \quad (2.11)$$

The phase shift, due to aberrations and defocus, between two waves passing the lens at the optic axis and $R$, respectively is

$$\chi(\theta) = \frac{2\pi}{\lambda} \int_0^R \frac{\Delta \theta dR}{R} \approx \frac{\pi}{\lambda} \left( \frac{1}{2} C_s \theta^4 + \Delta z \theta^2 \right) \quad (2.12)$$

where $R/f \approx \theta$ have been used and $\Delta z = \Delta a - \Delta f$. With the frequency coordinate $q = \theta/\lambda$, [72]

$$\chi(q) = \frac{\pi}{\lambda} \left( \frac{1}{2} C_s \lambda^3 q^4 + \Delta z \lambda q^2 \right) \quad (2.13)$$

Returning to the general model for the description of the scattered wave, $\psi_s = f_s \psi_i$, and assuming a thin specimen, with only a small amount of scattering, the exit wave amplitude can be expanded to [70]

$$\psi_s = (1 - s + i \phi_s) \psi_i \quad (2.14)$$
The wave amplitude in the image plane, $\psi_m$ is the convolution of the exit wave amplitude and the point spread function, $h(r) = \mathcal{F}^{-1}(H(q))$, where $H$ is the Fourier transform of $h$. That is

$$\psi_m = \psi_s * h = (1 - s + i\phi_s)\psi_i * \mathcal{F}^{-1}(H(q))$$  \hspace{1cm} (2.15)$$

where $H(q) = \exp(-i\chi(q))P(q)$ is the contrast transfer function (CTF), including the function of the aperture, $P(q)$, but omitting the envelop functions, which describe the attenuation of the wave amplitude at larger frequencies. The image intensity is $\psi_m\psi_m^*$. If, since $s$ and $\phi_s$ are small, quadratic terms are neglected, this becomes, with a normalised incident amplitude

$$I = \psi_m\psi_m^* = 1 - 2\mathcal{F}^{-1}(SP(q)\cos \chi(q)) + 2\mathcal{F}^{-1}(\Phi_s P(q) \sin \chi(q))$$  \hspace{1cm} (2.16)$$

where $S = \mathcal{F}(s)$ and $\Phi_s = \mathcal{F}(\phi_s)$.

$s$ is usually small and phase contrast the dominant contrast mechanism, so the phase contrast transfer function, $A(q)P(q)\sin \chi(q)$, where $A(q)$ is an envelop function, may be used to extract the point resolution for a certain microscope and focus settings. The point resolution is found where the first zero of the CTF is located.

If the spherical aberration e.g. is 2 mm and the defocus is set to -2 µm, a point resolution around 2 nm is obtained, where the first zero of the CTF is found.

Along the optic path, between sample and image plane, apertures may be inserted. The most important aperture here is the objective aperture, situated close to the diffraction plane. As mentioned, this aperture acts as a lowpass filter, filtering out the waves scattered at large angles and thus large frequencies, improving the amplitude contrast.
Electron tomography

Tomography is a technique used to display the three-dimensional structure of an object. Commonly the structure is reconstructed from the combination of several two-dimensional projections of the object. A well known form of tomography is X-ray tomography, or computed tomography (CT), where X-rays are used to record projections of the sample. The technique is widely used in medicine.

Projections of a specimen is described by the Radon transform [73]

\[ \hat{f}(p, \theta) = \mathfrak{R}(f) = \int_L f(x, y)ds \]  

which is the projection of a function \( f \), as is illustrated in figure 3.1. The Radon transform and Fourier transform are closely related. It is seen that the Fourier transform of a projection equals the middle section of the Fourier transform of the projected function, as illustrated in figure 3.2a, in the discrete case. As \( \theta \) is changed, Fourier space is filled and may be used for reconstruction of the full function \( f \). [74, 75] In reality, time and sample stability limits the angular step size to some finite value, \( \Delta \theta \), usually around one degree. This, together with the finite resolution of the recording medium, means that Fourier space is discretely sampled. In the case of thin films there is also a maximum possible tilt angle, which introduces a missing wedge of information, as illustrated in figure 3.2b. In practice other reconstruction methods than Fourier methods, such as weighted backprojection (WBP), arithmetic reconstruction technique (ART) or simultaneous iterative reconstruction technique (SIRT) is used for the reconstruction for computational reasons. WBP has been used in the work described in this thesis. Here, the backprojection is performed by respreading the projections over the volume. [76] The backprojection is convolved with the weighting filter, being the inverse of the transfer function of the backprojection. In
two dimensions this is

\[ f(x, y) = \tilde{s}^{-1}(B(q_x, q_y)W(q_x, q_y)) = \tilde{s}^{-1}\left(\frac{B(q_x, q_y)}{H(q_x, q_y)}\right) \]  

(3.2)

where \( B(q_x, q_y) \) is the Fourier transform of the backprojected function and \( H(q_x, q_y) \) the transfer function of the backprojection method.

In electron tomography (ET) [77] TEM is used for data collection, with the potential for higher resolution. The technique has been used for some time in biology for the study of virus and cell structures, [78–80], and in material sciences [75], e.g. polymer science, for visualisation of copolymers and blends. [81–86] It has more recently been applied to OSC materials, [34, 53, 87–97] which are similar to biomaterials in the sense that they are soft materials, mostly consisting of carbon. They are also fairly sensitive to electron radiation, which limits the exposure and the signal to noise ratio, even though the solar cell materials tend to be more robust than biological samples.

In ET, the resolution of the final reconstruction is limited by the tilt angle step. According to Crowther’s criterion, [76, 98] the resolution, \( d \), is limited to

\[ d = D\Delta\theta \]  

(3.3)

where \( D \) is the typical feature size and \( \Delta\theta \) the tilt angle step size. Using the film thickness of 100 nm as the typical feature size and a tilt angle step of 1° gives a resolution \( d=2 \) nm. This resolution estimate has been
Figure 3.2: (a) Sampling of Fourier space by projections. (b) Discrete sampling from multiple tilt angles, illustrating the effect of the missing wedge. * indicate sampled function points.

shown to sometimes be too conservative. [99, 100] The sampling frequency is not the only resolution limiting factor in ET. For organic materials the low signal to noise ratio has a severe impact on the final result. One way of assessing the resolution of tomography reconstructions is Fourier shell correlation (FSC), [101] where two reconstructions are made; one for each half set of angles. Their Fourier transforms are compared and the correlation as function of spatial frequency is used for resolution estimates. To define one resolution value from the FSC is however not straight forward, and several suggestions to that exist. [102]

3.1 Electron tomography of organic solar cells

Active layers of OSCs are suitable for morphological studies by ET, as their thickness is typically small enough. The active layer need to be detached from the other layers of the cell. One way of achieving this is to utilise the water solubility of PEDOT:PSS, typically used as anode in OSCs. When the active layer has been prepared, without cathode, the substrate is immersed in water to dissolve the anode, leaving the layer of interest floating. Alternatively, complete solar cells may be used by selecting the film close to the metal cathode. The floating specimen is picked up by a copper grid, and gold nano particles are placed on the surface, as indicated in figure 3.3. The well scattering Au-particles are used as help in image alignment in the later reconstruction step. At this stage the sample is ready for data collection.

Data collection is performed in a TEM which allows for high tilt of the
Figure 3.3: Sample preparation of tomography specimen. PE-DOT:PSS is dissolved, leaving the active layer on the water surface. The film is picked up with a Cu-grid and exposed to a gold particle containing solution.

sample holder, and is nowadays greatly facilitated by computer controlled microscopes, allowing for automatic adjustment of tilt angles, focusing, image tracking and exposure. During data collection the sample is typically tilted from ca -70° to ca 70°, in steps of around 1°. Since the specimen is never completely flat or stable there is a need for image tracking and refocusing during the procedure. In figure 3.4 are examples of images at high and low tilt angle, recorded during data collection. The lack of clear features, due to the low contrast, can be noticed in these images.

Following data collection the projections are aligned, with the help of the applied Au-markers. As these scatter electrons very well, they are easily distinguished from the rest of the film. Even so, there is commonly some alignment imperfections leading to a diminished resolution in the final tomograms. An area of interest is thereafter extracted, and these images are used for the data reconstruction. The work in this thesis has been performed in close collaboration with Karolinska Institutet, Stockholm, Sweden, where

Figure 3.4: Examples of typical images obtained during data collection at high and low tilt angles. Image width is ca 1.5 µm in the specimen plane. Tilt angles are -60°, 0° and 60°.
data collection has been performed and from where software for the reconstruction steps has been used.

Most of the polymer and fullerene consist of carbon. With this follows a low contrast in the TEM images and reconstructions. However, there is sufficient contrast between the polymer and the fullerene to produce images useful for tomography. Another problem with visualising the blend is that the phase formation involves mixing of the two materials. [51] Since the resolving power of the microscope is too poor to distinguish the different species in the mixed phases, the phases can only be differentiated as polymer rich and fullerene rich. The film formation, when using e.g. spin coating and volatile solvents, results in films away from equilibrium, so the phase diagrams of polymer:fullerene blends cannot be straightforwardly used to gain knowledge about the local stoichiometries in the sample.

Even with the aforementioned difficulties ET has proven beneficial in the work with OSCs. Especially the comparison of similar samples, differing in preparation method or solvents used, has been useful. [34, 53, 88, 89] The polymer HXS-1 [41] blended with PC\textsubscript{71}BM is a good example of this. The effect of adding a small amount of 1,8-diiodooctane (DIO) to the main solvent, ortho-dichlorobenzene, was seen as a larger $J_{sc}$ and $FF$ as compared to solar cells prepared without DIO. [34] From tomography studies it could be seen that the active layers prepared with the use of DIO showed a coarser morphology than the layers made without the extra solvent, as seen in figure 3.5, where planar sections close to the middle of the reconstructed films are displayed. During analysis of the reconstruction several different lowpass filters and thresholds are used to assess the morphology and compare this to the morphology of other samples. Thus, there is much visual inspection involved in the analysis, but for simple presentation and comparison of the morphology of materials, the reduction of the reconstructions to data describing the morphology is desirable. This can be lengths [92], feature angles [93], aggregate volume [82] or crystallite density [89].

To further analyse the reconstructions and facilitate the comparison of materials and preparation techniques, it is desirable to extract some condensed measures of the morphology. When analysing tomography reconstructions, such as in figure 3.5, extraction of data can be performed in different ways. As domain sizes are of importance for charge formation and extraction a measure of that feature is desirable. Commonly the reconstructions are binarised to simplify the measurements. [92, 93] Binarisation is done by choosing a threshold and setting all voxels above this threshold white and the others black. Volumes, areas and distances may easily be measured in the resulting black and white images. The choice of threshold has, however, a large impact on the result of such analyses, especially in low contrast samples. Higher contrast samples, e.g. blends of organic
Figure 3.5: Planar sections ($\approx$1.6 nm thick) of HXS-1:PC$_71$BM with (left) and without (right) DIO. Reconstructions are lowpass filtered at 5 nm period.

materials and metal or metal oxides, makes the procedure easier, albeit far
from trivial, and such reconstructions have been used to model the charge
generation in the bulk. [92, 97] To this comes the noise reducing lowpass
filtering, which also affects real data. Examples of the combined effect of
the two image operations is found in figure 3.6, where sections of a recon-
struction of HXS-1:PC$_71$BM (2:5), made with DIO, lowpass filtered and
binarised at different thresholds, are shown. These images can be compared
to images in figure 3.7 from reconstructions of HXS-1:PC$_71$BM (2:5), made
without DIO, filtered and binarised in the same way. Even though the im-
age processing produces images, from the same data, which are somewhat
dissimilar, the difference between the two samples (with and without DIO)
is still clear. The sample prepared with the use of additional DIO exhibit a
coarser structure compared to the other sample.

These examples elucidate the difficulty of choosing one binarisation thresh-
hold for further morphology description. It may be argued that a threshold
giving the correct volume ratio should be used for binarisation, but since it
cannot be stated that the phases are pure, the solution is not as straight-
forward. Due to this, the analysis in this work has been performed with the
use of multiple thresholds. Measurements of interest have primarily been the distance from an arbitrary point to the nearest interface and the interface area, due to their importance for charge generation and extraction. From binarised reconstructions length values can be extracted by the use of a distance transform, where the voxels in the volume are mapped onto a volume with the shortest distance to a black-white interface. From here mean values of distances in the two phases may be extracted, for example. Interface areas are also easily extractable from the same binarisation of the data. As stated this is done for volumes binarised at several thresholds. Thus, each reconstruction gives a vector of numbers, which can be used to compare active layers. Such a comparison of mean distances from within the phases to the nearest interface is shown in figure 3.8, where films of HXS-1:PC$_{71}$BM (2:5) made from solvent with or without additive are compared.
Figure 3.7: Planar sections (~1.6 nm thick) of HXS-1:PC$_{71}$BM (2:5), from solvent without DIO. Lowpass filtered at (from left to right): 5 nm, 10 nm and 15 nm period. Binarisation, from top to bottom, at threshold 0.2, 0.4 and 0.8. Sections are 345 nm wide.
Figure 3.8: Mean distance from every black (upper) or white (lower) point to the nearest interface in binarised reconstructions of HXS-1:PC<sub>71</sub>BM (2:5), from solvent with or without DIO. The ratio between the volume of white points and the total volume is also shown.
The result is shown for several thresholds and for three lowpass filters. The difference is not large between the results from reconstructions lowpass filtered at 5 nm period, which is probably due to the low signal to noise ratio. The impact of noise on the result is therefore large with these settings. Nevertheless, the data from reconstructions filtered at 20 nm show a larger difference, corresponding to the coarser morphology of the sample prepared with solvent additive (see figs 3.6 and 3.7). Care must however be taken during such analyses. Even if the magnification is kept at a moderate level during data collection, the sampled area is still small compared to the total solar cell. E.g. in figure 3.9 are reconstructions of a TQ1:PC$_{71}$BM (1:2). The properties of solar cells made by spincoating this blend was found to be dependent on the distance between the cell and the rotation centre. [53] Figure 3.9 display planar sections of reconstructions of films taken about 12 mm and 1 mm from the rotation centre, respectively. Two different magnifications have been used in both cases. The coarser structure of the film taken 1 mm away from rotation centre, as compared to the film from 12 mm, is obvious in the reconstructions from lower magnification. The
difference between the other images, from higher magnification, is not that clear. Here are only a handful of the lighter blobs seen, compared to nearly ten times as many in the case with lower magnification. The use of these reconstructions for distance measurements also give different results, as seen in figures 3.10 and 3.11.

**Figure 3.10:** Mean distance from every black (upper) or white (lower) point to nearest interface in binarised reconstructions of TQ1:PC_{71}BM (1:2). Calculations are done using data collected at 20 kx magnification. The ratio between the volume of white points and the total volume is also shown.
Figure 3.11: Mean distance from every black (upper) or white (lower) point to nearest interface in binarised reconstructions of TQ1:PC71BM (1:2). Calculations are done using data collected at 50 kx magnification. The ratio between the volume of white points and the total volume is displayed as well.
The result from the reconstructions from lower magnification (fig 3.10) harmonise with the apparent morphology difference seen in the upper part of figure 3.9. In figure 3.11 the difference is very small and even indicate the opposite coarseness relation between samples. The reason for this could well be that the smaller sampling volume used does not accurately represent the morphology of the active layer. Thus, as with two-dimensional TEM measurements, care need to be taken during ETOM measurements and analysis so that an appropriate area of interest is studied. This may be difficult to achieve without knowledge of the inner structure, which is often revealed only after reconstruction, due to the low signal to noise ratio.

The comparison of morphologies and device performance shows that a larger current density is associated with a coarser morphology in the case of HXS-1:PC_{71}BM, while the opposite is the case with TQ1:PC_{71}BM. This is an indication of the complex process of current generation in OSCs, where exciton quenching, recombination and transport are important properties which should be mutually optimised and may depend on morphology. These properties affect the IQE, which can be estimated by comparing the measured EQE with results from optical modelling. A comparison that shows that the IQE is indeed higher in the better performing devices.

Due to the limited tilt angle, imposed by the geometry of the thin film samples and sample holder, there is a missing wedge of data in the \( q_z \)-direction of frequency space, as discussed above. This means that frequencies corresponding to structures parallel to the film surfaces and orthogonal to the tilt axis are badly sampled, with following artefacts, such as elongation of features in the \( z \)-direction. A way of reducing the amount of lost data is to perform an additional data collection with the rotation axis orthogonal to the first. In addition to an increase in the number of images, the missing wedge is reduced to a missing pyramid, with improved image quality as a result. [83, 104, 105] The difference between reconstructions of data from single- and double tilt is exemplified in figure 3.12, where a middle section of a sample of iron decorated amyloid fibrils [106] is shown. The left hand image is reconstructed from data from one tilt axis, while two orthogonal axes of rotation have been used for the right hand image. Though the difference between the images is small, some fibres are better rendered in the image from double tilt. These are fibres lying in a direction close to orthogonal to the tilt axis in the single tilt case, and thus corresponding to frequencies lying in the missing wedge.

The introduction of Fe-particles could cause problems with reconstructions due to the crystalline nature of the particles. Electron diffraction in crystals cause angle dependent intensities in the sample data, which can introduce artefacts in the reconstructions. However, since the effect of scattering is large only at a small number of angles, the final reconstruction is
Figure 3.12: Sections of a reconstruction of amyloid fibrils decorated with Fe-particles. Left image is from single tilt, with the tilt axis horizontally. Right image is from double tilt. Reconstructions are lowpass filtered at 10 nm. Two fibres are indicated by the arrows.

usually almost unaffected, [107–109] due to the averaging effect. The same thing is seen in the reconstructions of the iron decorated amyloid fibres. The collected data does show an intensity oscillating with the tilt angle, but the final reconstructions do not show iron particle shapes deviating from the expected.
Optical modelling

New materials for OSCs are constantly synthesised, with the aim of improving properties like light absorption, photovoltage, durability and charge transport. New materials bring new optical properties, which affect the absorption and reflection of the solar cell. Also, the use of novel device structures, such as the removal of indium tin oxide (ITO) as charge transporting layer, involve alterations of layer sequences and thicknesses. As the layers of the OSC is typically around 100 nm the optical behaviour is governed by interference effects, and it can thus be difficult to foresee the effect of device structure changes. In figure 4.1 is the simulated result of the number of photons absorbed in three devices shown. Here, the electric fields are calculated with the transfer matrix method (TMM), [110–112] and number of absorbed photons is calculated from the E-field. TMM is a common and useful technique for calculation of the electric field within a one-dimensional stack of thin, planar, layers. The modelling is done by considering reflections and transmissions at all interfaces in the modelled stack. By superimposing waves travelling down and up the stack, and considering the attenuation due to absorption within each layer, the total electric field is found. The absorbed energy at a point in the stack is proportional to the square of the electric field, as [110]

\[ Q(z, \lambda) = \frac{1}{2} \epsilon_0 \alpha n(z, \lambda) |E(z, \lambda)|^2 \]  

(4.1)

where \( c \) is speed of light, \( \epsilon_0 \) permittivity, \( n(z, \lambda) = \Re(\tilde{n}(z)) \) the real part of the refractive index and

\[ \alpha = \frac{4\pi k(z, \lambda)}{\lambda} \]  

(4.2)

where \( k(z, \lambda) = \Im(\tilde{n}(z, \lambda)) \) is the extinction coefficient and \( \lambda \) the wavelength. Thus, the number of absorbed photons and maximum photocur-
rents, where an IQE of unity is assumed, are easily calculated.

As seen in figure 4.1, the change of active layer thickness have a significant effect on the absorption profile, which make the absorption, and electric field, profile important for the device functionality. Much light should be absorbed in the active layer, while the absorption in electrodes and reflection should be kept low, for high currents. The maximum possible photocurrent may be calculated by neglecting any electrical losses and assuming that every photon absorbed in the active layer gives rise to an electron in the outer circuit. This means no charge recombination, and thus $\eta_{\text{IQE}} = 1$. The maximum photocurrent versus active layer thickness is shown in figure 4.2, which exemplifies the active layer thickness dependence on absorption and photocurrent generation. A local maximum is found around 80 nm active layer thickness for this configuration. Such a local maximum is typical and point to the importance of optical modelling in the field of OSCs. Calculating the optical effects of device structure changes is easier and faster than building devices. It can also be useful to isolate optical effects in the analysis of new materials or devices.

Not included in this thesis, but essential for optical modelling, is the

Figure 4.1: Structure of device modelled with TMM (a) and number of absorbed photons (glass omitted) for three active layer thicknesses. Device structure is: glass, ITO (100 nm), PEDOT:PSS (40 nm), APFO-3:PC$_{61}$BM, Al, with active layer thicknesses of 50 nm (a), 80 nm (b) and 130 nm (c).
obtention of input data in the form of refractive indices. This has been done using variable angle spectroscopic ellipsometry, where the change of polarisation of light upon reflection is used to determine properties of the sample. The sample is in this case a layered stack of materials, and properties such as thicknesses and refractive indices may be extracted. Here the film morphology affect the optical properties. Especially in the case with pure polymer films the chains has a tendency to line up with the substrate, giving an anisotropic refractive index. [113] An effect which can be highly dependent on preparation method and conditions, [114] and in bulk heterojunctions it can be seen at a variable degree. [111, 115] Due to this the refractive index of a blend depends not only on the stoichiometry, but also on the morphology resulting from the mixing. Attempts to apply an effective mean field approximation (EMA) to describe the refractive index of the blend as a combination of the indices of the neat materials have been made. There is no general good fit between EMA and measured data, however. [111,115] Thus, there is a need to establish the optical properties with the stoichiometry of interest, which may mean that several blend ratios need to be prepared and measured.

The advantage of utilising optical modelling when optimising OSCs is associated with the electrical properties of the materials. A common current

\[ J_{\text{max}} \]
problem with organic electronic materials is the low light absorption as compared to the charge transport. Thus, the active layers of organic solar cells need to be thin to allow for good enough charge extraction. Too thin layers are, however, not good from a light absorption point of view. The bad charge transport properties also implies the need of a transparent electrode, to minimise the charge transport distance within the active layer. Thus, organic solar cells are thin film stacks, and as such heavily affected by interference.

The use of multiple active materials, in tandem cells, is a way of reducing energy losses associated with thermal relaxation of excitons formed by short wavelengths of absorbed light. Optical modelling has shown to be useful here, as current matching of the subcells is often needed. This is when the subcells are connected in serial, which is common for stacked tandem solar cells. Serial connection is also good for diminishing resistive losses. In addition, the potential photocurrent should be maximised with the materials at hand. This is a complex task for which optical modelling has proven useful, [116] especially since the optimal structure, in the optical sense, may involve the low bandgap cell closest to the sun. [117–119] This may be unintuitive considering the description of tandem solar cells as filters and absorbers (see fig 1.8), but is a result of the thin layers used in OSCs. Thicker layers would show a Beer-Lambert like absorption and small internal reflections.

Different kind of techniques for enhancing the absorption without affecting the transport properties have been studied. These include the use of diffraction gratings to couple the light into the active layer, [13, 120] or producing surface plasmons to locally increase absorption. [121] Nanoparticles have also been used to produce plasmons and scatter light to improve absorption in both inorganic and organic solar cells. [122] External light trapping features, such as lenses [123] or fluorescent absorbers [18] have been applied to OSCs as well. Mirroring structures to confine the light have also been studied. [12] An efficient light trapping configuration which is possible to produce in large format is the folded solar cell, or V-cell. [14–17] Here two solar cells are placed facing each other in a V-shaped configuration. Alternatively, a softer substrate is used and folded to produce the same kind of structure. [124] In figure 4.3 is a sketch of the V-cell found. Two rays showing the reflection at the first interface are included in figure 4.3 to indicate the combined light trapping and energy filtering effect found in the structure. Light which is not absorbed by one of the subcells is available for absorption in the other cell. This is repeated a number of times, depending on the folding angle, \( \alpha \). Thus the optical path length is enhanced without enhancing the charge extraction path length. If the absorption properties of the individual subcells are dissimilar, an additional filtering effect is ob-
Figure 4.3: Simplified sketch of folded cell (V-cell). The principle of multiple reflections and the definition of folding angle, $\alpha$, is shown.

tained, resulting in a tandem cell. In a stacked tandem solar cell transparent electrodes or recombination layers are needed to allow the light to reach the subcell furthest from the sun. In a stacked, serial connected, solar cell the recombination layer may be formed in various ways, including thin metal or metal oxide layers [125–127], which can be combined with an organic material. [118,128,129] As the subcells of the V-cell may be prepared separately or side by side and then folded together to form the final configuration, the need of a transparent cathode or recombination layer is absent.

TMM is efficient for the modelling of one-dimensional structures. Modelling of the V-cell requires calculations in two dimensions, incorporating several, oblique angles of incidence. Non-normally incident light may be problematic to handle with TMM. [130] For these calculations the finite element method (FEM) has been utilised. Here the area (or volume) of interest is subdivided into a fine triangular mesh. A set of trial functions is defined such that each function, $v_i$, equals 1 at the vertex numbered $i$ and equals 0 at all triangles not touching the $i$:th vertex. There is thus $N$ trial functions in the set, where $N$ is the number of vertices in the triangulation.
The solution to the differential equation, for function $u$, 

$$F(u) = f$$  \hspace{1cm} (4.3)$$

is approximated by a linear combination of the trial functions, $v_i$ [131]

$$u_{approx} = \sum_{i=1}^{N} U_i v_i$$  \hspace{1cm} (4.4)$$

where the coefficients $U_i$ are sought. By applying a variational formulation of the problem, for $u_{approx}$, an equation system with the unknown $U_i$ is obtained. [131,132]

The application to electromagnetic waves is implemented in COMSOL MULTIPHYSICS, where models are built by specification of the geometry and dielectric functions of materials. Maxwell’s equations are then solved over the specified geometry. Thus, interference and reflections are considered in the calculations, together with the propagation of light in several directions within the multilayer stacks. This makes the method suitable for investigation of the optical properties of the V-cell.

For accurate calculations, the triangle mesh need to be fine enough. Around five vertices per wavelength is often stated as a rule of thumb, and by comparison with modelling results from TMM of planar structures the acceptability of the mesh size can be verified. As the number of unknowns in the equation system grows quickly with the size of the modelled structure, this need to be kept small to minimise computing time and memory use. For the V-cell this means keeping the legs of the V short. On the other hand, too small features may introduce undesired interference and diffraction effects not found in the real, mm-scale, system, and for this reason the geometry needs to be large enough. This was tested by comparing results from modelled V-cells with different leg lengths, but otherwise identical properties, to find a length where the results are stable to changes in length. [17]

Once the geometry is defined the problem is solved, for all wavelengths of interest, to gain the electric field at all points in the structure. To achieve knowledge about the effect of folding angles and layer thicknesses several geometries are used for calculation and since the these are performed in two dimensions they require longer time compared to modelling done with TMM.

4.1 Optical modelling of devices

Usually, the current per area is considered when optimising devices, as seen in figure 4.2. However, if cost of materials is cause for concern the current
per active layer volume should be considered. The aperture area of the V-cell is decreased with the folding angle, causing an increase of volume of material used per area. Figure 4.4 shows the maximum photocurrent per volume of active layer from an APFO-3:PC$_{61}$BM device. Several active layer thicknesses and folding angles are shown. Interestingly, there is a local maximum around 40 nm active layer thickness and a 50° folding angle, giving slightly higher current values than the planar cell with equal thicknesses. The active layer volume of the V-cell, at α = 50°, is ca 1.3 times larger than the corresponding planar cell. Even so, the effect of light trapping is slightly larger than this here. When the cell is folded to α < 60° the light trapping effect start to manifest itself. For higher angles the light is reflected away at the first bounce. This is the reason for the increase in current per volume seen at these angles. As the cell is folded to even smaller angles the increase in current density is smaller than the increase in volume so the values decrease here. The situation is somewhat different in the case of tandem cells. Here the ratio of active layer volumes is $V_{act,V}/V_{act,P} = (2 \sin(\alpha))^{-1}$ for equal total layer thicknesses, i.e. $d_{tot} = d_{cell1} + d_{cell2}$. This means that the material usage is smaller in the folded cell for folding angles above 30°, but increases sharply with diminishing angles. The optical behaviour of tandem cells, both in folded and planar configuration, was studied in ref 117, where

\[ \text{Figure 4.4: Maximum photocurrent per active layer volume [A/m}^3\text{], as function of folding angle and active layer thickness. The cell structure is PEDOT:PSS (40 nm), APFO-3:PC$_{61}$BM, Al.} \]
the maximum photocurrent of serial connected cells was considered. In serial connected cells the currents from the subcells should be balanced, so the active layer thicknesses need to be tuned to achieve this. The comparison of maximum photocurrent as function of total active layer thickness yielded the conclusion that the folded cell was able to deliver comparably high currents. The material usage was however not discussed. This can be taken into consideration by plotting the current density as function of active layer volume density instead of total thickness. The active layer volume density is defined as active layer volume per cell area. The resulting current densities are shown in figure 4.5. The active layer volume density for the planar cell is the same as the total thickness, whereas it is increasing with decreasing folding angle for the folded cell. E.g. a V-cell with a folding angle of 20° exhibits a volume density 1.5 times higher than a planar tandem cell with

![Figure 4.5: Maximum photocurrent for different active layer volume densities (V_{act}/A), for tandem cells. The cell structures are shown at the top, where g stands for APFO-Green5:PC_{61}BM and r for APFO-3:PC_{61}BM. From left to right: Rec GR; Rec, RG; Spac, GR; Spac, RG; V-cell.](image-url)
the same total active layer thickness. However, a 30° folding angle gives the same volume density as a corresponding planar tandem cell. Thus, the current density is larger for the more open 30° cell than for the 20° cell, when compared in this manner, in contrast to the case where only thicknesses are compared.

An OSC should be able to cope with many light incident angles, if a tracking system is not used, which should be avoided to keep costs low. The expected maximum energy output from tandem solar cells in folded and stacked configuration, during one summer day, was calculated and compared. [133] It was found that the folded cells where able to absorb more light than the planar cells during the day. It was also found that there may be difficult to achieve balanced currents during all of the day by simple active layer thickness adjustments.

Since light absorption in OSCs is much influenced by interference, addition of thin layers in the stack affects the active layer absorption and photocurrent. It has been suggested that the addition of an optical spacer between the active layer and the reflecting cathode could have beneficial optical effects. [134–136] By introducing this extra layer the electric field, and absorption, inside the active layer is changed. An idea is to improve the device optically by such an extra layer. However, it was shown that, for several materials, a positive optical effect could only be achieved if an active layer thickness away from a local absorption maximum was chosen. [137] The addition of an interface layer can have other beneficial effects, depending on spacer material. The spacer may work as a hole blocking layer to decrease interface recombination, or a rough layer which may have additional scattering properties which result in increased absorption and photocurrent. Since there is a positive effect seen for active layers thinner than optimal, an optical spacer can be used to enhance the photocurrent while maintaining a thin layer, which may improve charge extraction.
5

Summary of work

The work in this thesis includes both morphology measurements of organic solar cell materials with the use of electron tomography and modelling of the optical behaviour of devices with different geometries. The included articles are summarised below.

5.1 Paper 1

As electron tomography is a fairly new tool for OSC studies the primary aim has been to establish the technique and try to understand its possibilities and limitations within this field. Although the blended materials typically used in OSCs are similar, the contrast obtained in TEM was found to be large enough to produce tomographic reconstructions with morphology information in three dimensions. Furthermore it was seen that, in neat films, the reconstructions show a higher intensity around the film edges. This is believed to be due to the relative high material contrast at the rough interfaces, as compared to the homogeneous bulk material. Much of the low frequency information within the bulk may be lost in the missing wedge.

5.2 Paper 2

The comparison of blends prepared in similar manners has been the most rewarding use of ET. E.g. the comparison of APFO-Green9:PC$_{71}$BM (1:3) and APFO-Green9:PC$_{61}$BM (1:3). Here ET was used in conjunction with AFM to resolve the morphology of the blends and relate that to the solar cell function. It was found that APFO-Green9:PC$_{71}$BM, being the best performing blend of the two, showed a coarser morphology, both at the surface
and in the bulk. However, the better performance of the PC$_{71}$BM containing device is also due to the higher absorption of this fullerene derivative compared to PC$_{61}$BM.

5.3 Paper 3

The comparison of differing morphologies of otherwise identical material blends may be performed by e.g. the use of different solvents. The polymer HXS-1 was used as donor material in solar cells together with PC$_{71}$BM in a 2:5 blend ratio. Two cell types were compared. In one the active layer was spincast from a solvent containing dichlorobenzene only, while the other type exhibited an active layer prepared from a solvent blend consisting of 2.5 % diiodooctane (DIO) and the rest dichlorobenzene. A significant morphology difference, as revealed by AFM, TEM and ET, was seen between the two types. The active layer cast with the inclusion of the high boiling point solvent DIO showed a coarser structure with larger phases than the film produced without DIO. There was also a significant difference in performance between the devices found. The coarser morphology was seen to give higher current and fill factor, with a slightly decreased open circuit voltage. Together with differing photoluminescence measurements and the small charge mobility difference, the results led to the suggestion that larger domains facilitate charge separation.

5.4 Paper 4

For TQ1:PC$_{71}$BM (1:2) the device performance was found to depend on the spatial relation of the solar cell and spin centre during spincasting of the active layer. Solar cells further from the spin centre was seen to give higher currents than solar cells situated close to the spin centre, while the polymer photoluminescence quenching was similar. The difference in current could be correlated to a morphology difference, where the device with the coarser structure was found to give the lower current, i.e. the opposite as compared to HXS-1:PC$_{71}$BM. This points to the intricacy of charge generation in organic solar cells and the need of further studies.

5.5 Paper 5

As morphology is important for OSCs it is further analysed. Differences in preparation, e.g. stoichiometry, solvents or geometrical alterations, were studied. The results indicate a complex solar cell morphology dependence. The limited tilt angle and the low signal to noise ratio are limitations in
5. ET of OSCs. A way of partially remedy the problem of the missing wedge, caused by the insufficient tilt, is the use of a second, orthogonal, tilt series. Here, along with the extra data, the missing wedge is reduced to a missing pyramid. The reconstructions of OSC materials were seen to be slightly improved with this method. Decorated fibrillar structures were also studied.

5.6 Paper 6

Active layer thicknesses in OSCs are usually kept low, due to unimpressive charge mobilities. Thus, the ability to steer the light onto one or several long paths within the active layer is an attractive way of increasing light absorption and photocurrent. One way is to use a folded cell configuration and optical modelling is helpful here, to gain knowledge of the effect of parameter changes. Light absorption in folded solar cells was modelled, and combinations of different active layer thicknesses, folding angles and materials were studied. A beneficial light trapping effect was found for all studied layer thicknesses. The thinner layers were more affected by the folding, revealing a method to improve light absorption in layers adopted to low charge mobilities. In addition, the combination of two materials with differing refractive indices, forming a tandem cell, was modelled. The results showed a combined effect of light trapping and absorptance broadening.

5.7 Paper 7

The use of optically complementary materials as part of folded tandem cells is attracting. In tandem solar cells there is a need to connect subcells, often with unmatched currents or voltages. For parallel connection matching voltages is desired, while matching currents is in the case of serial connection. The folded cell has the advantage of the possibility to easily choose between types of electrical connections. In stacked planar cells, this is not always the case; cells utilising a recombination layer stacked between two active layers need balanced currents for good performance. However, from the viewpoint of minimising currents and resistive losses, serial connection may be the choice also for folded cells or planar cells with subcells separated by a spacer layer. One folded cell, with folding angle $\alpha = 20^\circ$, was compared to four types of planar cells, with recombination or spacer layers. The maximum balanced photocurrent was compared, and showed that the folded tandem cell has the potential to deliver comparably high currents.
5.8 Paper 8

As a solar cell is supposed to be functional during the main part of the day, it also needs to cope with changing incident angles and spectra. For a single active material solar cell, the problem lies in optimising the installation angle for maximum energy output. The balancing of voltages or currents is an additional problem for tandem cells, where also the position of the subcells relative the sun is a variable parameter. Solar cells with a single active layer and tandem solar cells, in planar and folded configuration was modelled and compared. Incident light properties, i.e. angle, power and colour, during a modelled sunny summer day in mid Europe was used as input in the simulations. The expected maximum power as function of time of day and integrated over the whole day, was compared between cells. The results showed that the folded single active layer cells has the potential to deliver higher photocurrent densities during all of the day, compared to a planar cell. On the other hand, the modelling indicate that currents in folded tandem cells may be more difficult to balance as incident light properties are changing.

5.9 Paper 9

Several techniques to increase light absorption in the thin active layers of OSCs has earlier been investigated, of which one is the addition of an optical spacer between the active layer and reflecting cathode. The idea here is to alter the absorption profile in a beneficial way. We used three different active layer materials together with an optical spacer in modelled devices to calculate the maximum photocurrent dependence on active layer and spacer layer thicknesses, using two different methods. The results were similar for all materials. The optical effect of adding a spacer layer to a device with an optically optimal active layer thickness is to reduce the current. A small increase in current, when using a thinner active layer, is expected.
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