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Abstract—The coefficient decimation technique for reconfigurable FIR filters was recently proposed as a filter structure with low computational complexity. In this brief, we propose to design these filters using linear programming taking all configuration modes into account, instead of only consider the initial reconfiguration mode as in previous works. Minimax solutions with significantly lower approximation errors compared to the straightforward design method in earlier works are obtained. In addition, some new insights that are useful when designing coefficient decimation filters are provided.

Index Terms—FIR filters, Coefficient decimation, Reconfigurability, Linear programming, Approximation error

I. INTRODUCTION

Coefficient decimation is a technique to implement reconfigurable FIR filters [1]. The technique is based on decimating and/or interpolating a fixed set of impulse response coefficients. In this way, several different frequency responses are obtained without changing the coefficient values. Hence, there is no need to store different filter coefficient sets and techniques for simplifying the multipliers, such as shift-and-add techniques, can be straightforwardly applied.

Many architectures for different applications have been proposed based upon the coefficient decimation technique. These different architectures find their use in filter bank channelizers for multi-standard applications [2]–[4], spectrum sensing in cognitive radios [5], and channel adaptation in cognitive radios [6]. Most of these approaches operate with a scheme similar to frequency-response masking (FRM) filters [7], where the model filter is using the coefficient decimation technique, and, hence, can be reconfigured. Clearly, the masking filter(s) needs to be reconfigured accordingly, which is often solved by using several sets of filter coefficients. Still, the coefficient decimation technique can be used for reconfigurable single stage filters as well.

In the previous works [1], [2], [4]–[6], the design has been performed using the Parks-McClellan algorithm [8] only considered the initial filter specification (the model filter). Interpolating the impulse response results in a compression of the frequency response. However, decimating it will deteriorate the frequency response to possibly break the specifications.

In this brief, we propose an offline design method based on linear programming that takes all required configuration modes into consideration and results in a minimax solution over all configurations. The resulting filter coefficients can replace the ones in previous work to either decrease the worst approximation error and/or decrease the filter order required for a given approximation error in the reconfiguration modes.

Following this introduction, Section II reviews the coefficient decimation technique. In Section III the proposed design approach is presented. In Section IV, two design examples are illustrating the properties of the proposed design method, whereas Section V concludes the brief.

II. COEFFICIENT DECIMATION REVIEW

The initial filter, called the model filter analogous with FRM filters, is assumed to be an even-order linear-phase low-pass FIR filter with passband edge \( \omega_c T \) and stopband edge \( \omega_s T \). The flexibility of the coefficient decimation technique is obtained by having two parameters defining how the impulse response of the model filter is modified: decimation by \( D \) followed by interpolation by \( M \). The decimation leads to that the number of multiplications is reduced by a factor of \( D \). The magnitude response after decimation has a bandwidth and transition bandwidth \( D \) times larger than that of the model filter. The interpolation results in a shrinking of bandwidth and transition bandwidth by a factor of \( 1/M \) and a periodic magnitude response with a period of \( 2\pi/M \). Hence, the decimation and interpolation factors, \( D \) and \( M \), effect the band edges as

\[
\omega_c T' = \frac{D}{M} \omega_c T, \tag{1}
\]

\[
\omega_s T' = \frac{D}{M} \omega_s T, \tag{2}
\]

where \( \omega_c T' \) and \( \omega_s T' \) are the passband and stopband edges of the resulting filter.

The different filter magnitude responses are shown in Fig. 1 which represents the model filter \( H(e^{j\omega T}) \), decimated only version \( H_{D,1}(e^{j\omega T}) \), interpolated only version \( H_{1,M}(e^{j\omega T}) \) and both decimated and interpolated version \( H_{D,M}(e^{j\omega T}) \).

It can be noted that a coefficient decimation filter can result in \( D_{\text{max}} M_{\text{max}} \) different configurations, where \( D_{\text{max}} \) and

\(^1\)Interpolation with \( M \) followed by decimation with \( D \) results in exactly the same impulse response when \( D \) and \( M \) are relative prime [9]. If not, the impulse response is equivalent to decimation with \( D'/M \) followed by interpolation with \( M' \), where \( D' = D/G \), \( M' = M/G \), and \( G = \gcd(D, M) \), i.e., the greatest common divisor of \( D \) and \( M \). This can be easily realized by noting that interpolation with \( G \) followed by decimation with \( G \) will leave a sequence unchanged.
there is an upper limit on the value of \( D \) while not formally required, it is often preferred to select the interpolation factors, \( D \) and \( M \), respectively. A suitable value of \( D \) is selected on the basis of required configurations, while there is an upper limit on the value of \( D_{\text{max}} \). The upper limit on \( D_{\text{max}} \) can be found by

\[
D_{\text{max}} \leq \left\lfloor \frac{\pi}{\omega_{s} T} \right\rfloor.
\]

While not formally required, it is often preferred to select the filter order, \( N \), to be an integer multiple of the decimation factors, \( D \).

Finally, it should be noted that for even \( D \) there are two different ways to decimate an even-order impulse response to obtain a linear-phase filter [10]. To the best of the authors’ knowledge, this has not been considered in any of the previous works on coefficient decimation filters. However, in this brief we provide some insight into this issue by designing one of the examples using all different combinations of decimation.

III. PROPOSED DESIGN APPROACH

The proposed design, as discussed earlier, is based on application of linear programming on the coefficient decimation technique to obtain an optimal solution in the minimax \((H_{\infty})\) sense. For ease of exposition we assume that the filter order \( N \) is an even multiple of all decimation factors \( D_{i} \).

A. Review of Linear Programming FIR Filter Design

In general, when designing linear-phase FIR filters, it is convenient to express their magnitude responses with the aid of a real function denoted \( H_{R}(\omega T) \) as

\[
H(e^{j\omega T}) = e^{j\phi(\omega T)} H_{R}(\omega T).
\]

The function \( H_{R}(\omega T) \) is called the zero-phase frequency response of \( H(z) \). Clearly, the magnitude response of \( H(e^{j\omega T}) \) is equal to the magnitude of \( H_{R}(\omega T) \), i.e.

\[
|H(e^{j\omega T})| = |H_{R}(\omega T)|.
\]

In order to formulate the problems to be utilized in linear programming and for convenience we make use of the function \( \text{trig} \) which has the form \( \text{trig}(k, \omega T) \). It takes as input a scalar \( k \) which corresponds to the filter tap value, numbered from the center tap \( k = 0, 1, 2, \ldots, K \), and the angle \( \omega T \) at which the zero-phase frequency response is evaluated. For an even-order symmetric FIR filter \( K = N/2 \), while for an odd-order symmetric FIR filter \( K = (N - 1)/2 \) [9]. The zero-phase frequency response \( H_{R}(\omega T) \) can be written with the help of \( \text{trig}(k, \omega T) \) and \( h(k) \), i.e., \( k \)th filter coefficient from the center tap as

\[
H_{R}(\omega T) = \sum_{k=0}^{K} h(k) \text{trig}(k, \omega T),
\]

where for \( \text{trig}(k, \omega T) \) we have

\[
\text{trig}(k, \omega T) = \begin{cases} 
1, & k = 0 \\
2 \cos(\omega T k), & k \geq 1 
\end{cases}
\]

for an even-order symmetric FIR filter and

\[
\text{trig}(k, \omega T) = 2 \cos \left( \omega T \left[ k - \frac{1}{2} \right] \right) 
\]

for an odd-order symmetric FIR filter.

Let \( \delta \geq 0 \) represents the maximum approximation error, defined as

\[
\delta = \max_{\omega T} |W(\omega T)| |H_{R}(\omega T) - A(\omega T)||,
\]

where \( A(\omega T) \) is the desired amplitude and \( W(\omega T) \) is a weighting function for controlling the relative ripples in the passband and stopband. These are typically defined for a low-pass filter as

\[
A(\omega T) = \begin{cases} 
1, & 0 \leq \omega T \leq \omega_{s} T \\
0, & \omega_{s} T \leq \omega T \leq \pi 
\end{cases}
\]

and

\[
W(\omega T) = \begin{cases} 
\delta_c/\delta_s, & 0 \leq \omega T \leq \omega_c T \\
1, & \omega_c T \leq \omega T \leq \pi 
\end{cases}
\]

where \( \delta_c \) and \( \delta_s \) are the desired passband and stopband ripples, respectively.

The approximation problem is then stated for a number of angles (frequencies) on a dense grid in the passband and the stopband as [9], [11]

\[
\text{minimize } \delta
\]

subject to \( H_{R}(\omega T) - \frac{\delta}{W(\omega T)} \leq A(\omega T) \), \( \forall i \) \hspace{1cm} (13)

\[
\delta
\]

\[
H_{R}(\omega T) + \frac{\delta}{W(\omega T)} \geq A(\omega T) \), \( \forall i. \hspace{1cm} (14)
\]

Fig. 1. Magnitude responses of different filters: (a) model filter, (b) decimated only model filter, (c) interpolated only model filter, and (d) decimated and interpolated model filter.
B. Joint Linear Programming Design of Coefficient Decimation FIR Filters

For the coefficient decimation approach all different configurations should be considered in the optimization. For this, a minimax optimization based linear programming design problem similar to (12)–(14) is formulated. The constraints are formed assuming a model filter of order $N$, where $N$ is even.

It should be noted that the interpolation of impulse response with a factor $M$ will only cause that the frequency response becomes periodic with a factor $2\pi/M$. Therefore, we do not need to consider different values of $M$ in the filter design. Instead, we formulate the optimization problem for $M = 1$.

Let us introduce the zero-phase transfer function for a filter whose frequency response is decimated with a factor of $D$ into an even-order linear-phase FIR filter as

$$H_{R,D}(\omega T) = D \sum_{k=0}^{K/D} h(Dk) \text{trig}(k, \omega T)$$

(15)

for both odd- and even $D$. Alternatively, for even $D$ there is an alternative decimation that produce an odd-order\(^2\) linear-phase FIR filter as

$$H_{R,D}(\omega T) = D \sum_{k=0}^{\lfloor 2K/D \rfloor} h(Dk + D/2) \text{trig}(k, \omega T).$$

(16)

The additional factors $D$ in front of the sum in (15) and (16) are caused by the fact that the decimated impulse response will have a passband gain of $1/D$ instead of the desired $1$. For a practical implementation this will only shift the signal levels, but it must be considered in the design.

The desired function is dependent on $D$ as

$$A_D(\omega T) = \begin{cases} 1, & 0 \leq \omega T \leq \omega_T, 0 \\ 0, & \omega_T < \omega T \leq \pi \end{cases}$$

(17)

The proposed formulation for linear programming design of coefficient decimation FIR filters can then be written as

minimize $\delta$

subject to

$$H_{R,D}(\omega T) - \frac{\delta}{W(\omega T)} \leq A_D(\omega T), \forall i, D$$

$$H_{R,D}(\omega T) + \frac{\delta}{W(\omega T)} \geq A_D(\omega T), \forall i, D$$

(19)

(20)

The resulting linear optimization problem in (18)–(20) can then be straightforwardly solved using a standard linear programming solver. Note that all the zero-phase frequency responses, $H_{R,D}$, are using the same set of coefficients.

It should be noted that most previously proposed techniques for linear programming-based design of FIR filters with additional requirements can be applied to the formulation above, although the actual usefulness in the coefficient decimation context must be evaluated from case to case. Examples include constraints on zero coefficient values for Nyquist and Nth band filters [12]; fixed-point coefficients [13], [14]; sparseness [15], [16]; flatness constraints [17]; signed-power-of-two terms [18]; and total number of additions in a shift-and-add realization [19].

\(^2\)Filter order $2 \left( \left\lfloor \frac{2K-D}{D} \right\rfloor \right) + 1 = 2 \left( \left\lfloor \frac{N-D}{D} \right\rfloor \right) + 1$ for $N = 2K \geq D$.

### IV. Design Examples

Two design examples are presented here to compare the proposed methodology with the previously used approach of optimizing the model filter for the $D = 1$ specification only. In this brief, GLPK [20] was used for modeling and solving the optimization problem. The models can be obtained from the authors by request.

#### A. Design Example 1

The first example is adapted from [1]. Consider a model filter of order 120 with passband and stopband edges of $\omega_c T = 0.1\pi$ rad and $\omega_s T = 0.15\pi$ rad. The weighting factors are selected as $W = 1$ in both the passband and the stopband. In addition, we have $D_{\max} = 4$. For $D = 2, 3, \text{and} 4$, the effective filter order is 60, 40, and 30, respectively. Note that $D = 2, 3, \text{and} 4$ are all integer multiples of the model filter order.

The magnitude responses are shown in Fig. 2 for both the proposed design methodology as well as the conventional method used in previous works. As seen, the proposed method produces filters with lower approximation errors for $D = 2, 3$, and 4. The worst case approximation error for the conventional design is $-45.25$ dB, while for the proposed method it is $-55.27$ dB. For $D = 1$ it is slightly increased as the approximation error for the conventional design is $-55.97$ dB for the $D = 1$ filter.

It can be noted that the resulting approximations are not equiripple. This is the reason that the otherwise commonly used Parks-McClellan algorithm [8] can not be modified to take several different filter configurations into account, as the convergence of the underlying Remez’ exchange algorithm [21] relies on the fact that the maximum absolute value of the error function should be the same for each lobe.

The reason that the approximation error is larger for $D = 1$ are the additional design constraints for $D = 2, 3$, and $4$ compared to the conventional design. The more different values of $D$ that are designed for, the larger the approximation error. With more constraints, which can be easily seen from the optimization formulation in the previous section being introduced for each additional $D$, the optimal result can never improve. To further illustrate this effect, let us consider designs with different $D_{\max}$. The resulting approximation errors are shown in Table I. Here it can be seen that the worst approximation error increases with increasing $D_{\max}$.

For $D_{\max} = 1$ the two designs are, as expected since both are optimal results in the minimax sense for the same constraints, identical.

For the considered design example there are two different ways to decimate the model filter for $D = 2$ and 4. The different decimation alternatives will form optimization constraints.
Hence, there may be specifications where it is worthwhile to approximate error compared to the different variables, and, hence, most likely different approximation errors are obtained. In Table II the different approximation errors for the considered example are shown. Here, it is clear that the decimation used earlier, yielding even-order filters, is the most advantageous. It could be argued that this is because they have the highest filter orders. However, it can be noted that the 60 and 29 combination gives a larger approximation error compared to the 59 and 29 combination. Hence, there may be specifications where it is worthwhile to consider different decimation cases.

B. Design Example 2

In the second example, a dual standard channel filter for Code Division Multiple Access (CDMA) and Wideband CDMA (WCDMA) described in [6] is used. The overall filter structure consists of a model filter and a masking filter with the purpose of extracting the desired band for channel adaptation. As in [6] we use a 108:th-order model filter with $\omega_c T = 0.2\pi$ rad and $\omega_s T = 0.25\pi$ rad. The decimation and interpolation factors are $D = 1$ and $M = 3$ for the CDMA case and $D = 3$ and $M = 2$ for the WCDMA case. Unity weights are used for the passband and stopband.

The magnitude responses for the two filters using the proposed method and the conventional method are shown in Fig. 3. Again, the proposed design method produce a significantly lower approximation error of $-49.95$ dB compared to $-41.93$ dB for the conventional.

The design in Fig. 3 is performed with $D = 1, 2$, and 3. However, if it is known that the $D = 2$ case is not used, it is possible to skip the corresponding constraints. This leads to a slightly smaller approximation error of $-50.28$ dB.

V. Conclusions

In this brief, a linear programming formulation was proposed for reconfigurable FIR filters based on the coefficient decimation technique. The formulation simultaneously minimizes the largest approximation error in any configuration mode. It was shown that the proposed technique provided significantly better results compared to the previously used design method.

Furthermore, some properties of the coefficient decimation filter approximation error were illustrated. It directly follows from the model and results that the design for more simultaneously optimized configurations implies more constraints in the approximation and, therefore, larger approximation error. Also, it was observed that for even decimation factors there are two possible ways to obtain the decimated impulse response and the effect of this was numerically illustrated. The results show
that there may be specifications where different decimation cases should be considered.
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