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Effect of Oscillator Phase Noise on Uplink Performance of Large
MU-MIMO Systems

Antonios Pitarokoilis, Saif Khan Mohammed, Erik G. Larsson

Abstract— The effect of oscillator phase noise on the sum
rate performance of a frequency selective multi-user multiple-
input multiple-output (MU-MIMO) uplink channel is studied
under imperfect channel state information. A maximum ratio
combining detection strategy is employed by the base station
(BS) (having a large antenna array ofM elements), and an
analytical expression of a lower bound on the sum capacity of
the system is derived. It is shown that an array power gain
of O(

√
M) is achievable. It is also observed that phase noise

effectively limits the fraction of the time used for information
transmission and the number of users in the system. Finally it
is concluded that, phase noise degrades the performance but
does not eliminate the fundamental gains of a Large Scale
Antenna System (LSAS), i.e., power efficiency and high sum
rate performance with low complexity receiver processing.

I. I NTRODUCTION

Multi-user multiple-input multiple-output (MU-MIMO)
systems have been shown to provide an attractive solution
to the ever increasing demand for high data rates in cellular
wireless networks [1]. At the same time, it is necessary
to increase energy efficiency in communication networks.
Studies towards this direction have shown that the use of
unlimited number of base station (BS) antenna elements and
low complexity linear transceiver techniques can provide
unprecedented multiplexing and array power gains [2]. In
[3] it is proved that single-cell Large Scale Antenna Systems
(LSAS) can provideO(M) andO(

√
M) array power gains1

for the case of flat fading uplink with perfect and imperfect
channel state information (CSI), respectively, whereM is
the number of BS antennas. A similar array gain ofO(M)
is shown to hold also for the frequency selective MU-MIMO
downlink channel with perfect CSI [4].

At the transmitter chain, after the baseband processing
the information signal is up-converted to passband by mul-
tiplication with the carrier generated by a local oscillator.
The phase of this carrier signal varies randomly with time,
thereby distorting the information signal. Similar distortion is
present in the receiver chain during down-conversion from
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1An O(
√
M) array power gain implies that, for a fixed desired per user

spectral efficiency, the per user transmit power can be reduced by 1.5 dB for
every doubling in the number of BS antennas while maintaining a constant
information rate to each user.

passband to baseband. The phenomenon ofphase noise is
a non-trivial impairment in communication systems and it
cannot be easily estimated and compensated for. Hence,
significant research has been conducted for the assessment
and mitigation of the effect of phase noise [5], [6], [7],
[8]. However, the work presented in this paper is the first,
to the authors’ knowledge, to address the issue of phase
noise in the uplink of frequency selective LSAS, where
low complexity detection and obtaining reliable channel
estimates is a challenge due to the large number of BS
antennas.

The main contributions of this paper can be summarized
as follows. 1) Firstly, we propose a low-complexity channel
estimation and detection scheme for the uplink of a frequency
selective multi-user LSAS in the presence of phase noise,
2) for the proposed schemes, a closed form expression for
an achievable information sum-rate is derived. Analysis of
the information rate expression reveals that, even with the
proposed simple channel estimation and detection schemes,
anO(

√
M) array gain is achievable in the presence of phase

noise, 3) even though significant array gain can be achieved,
the loss in information rate performance (when compared to a
system with no phase noise) can be significant specially when
the desired spectral efficiency is large. Our study however
reveals that for low to moderate per-user spectral efficiency
(around 1 bpcu) the loss in performance is small. 4) Another
interesting aspect is as follows. Previous studies on the uplink
information sum-rate for systems with no phase noise have
revealed that the sum-rate increases with increasing number
of users. However, interestingly, with phase noise and the
proposed channel estimation/detection scheme, we observe
that the information sum rate can decrease with increase in
the number of users.

II. SYSTEM MODEL

We consider a frequency selective MU-MIMO uplink
channel withM BS antennas andK single antenna users.
The channel between thek-th user and them-th BS antenna
is modelled as a finite impulse response (FIR) filter withL
equally spaced channel taps. Thel-th channel tap is given
by gm,k,l

∆
=
√

dk,lhm,k,l, wherehm,k,l anddk,l model the
fast and slow time varying components, respectively. In this
paper we assume a block fading model wherehm,k,l is fixed
during the transmission of a block ofKL+ND symbols and
varies independently from one block to another.ND denotes
the number of channel uses utilized for data transmission (see
Fig. 1). dk,l ≥ 0, l = 0, . . . , L− 1 models the power delay
profile (PDP) of the frequency selective channel for thek-th



user. Since{dk,l} vary slowly with time, we assume them
to be fixed for the entire communication. We further assume
hm,k,l to be i.i.d.CN (0, 1) distributed. Further, the PDP for
every user is normalized such that the average received power
is same irrespective of the length of the channel impulse
response. Therefore, it holds

L−1
∑

l=0

E

[

|
√

dk,lhm,k,l|2
]

=

L−1
∑

l=0

dk,l = 1, (1)

1 ≤ k ≤ K. Finally, we assume exact knowledge of the
channel statistics at the BS, but not of the particular channel
realizations.

A. Phase Noise Model

Phase noise is introduced at the transmitter during up-
conversion, when the baseband signal is multiplied with
the carrier generated by the local oscillator. The phase of
the generated carrier drifts randomly, resulting in phase
distortion of the transmitted signal. A similar phenomenon
also happens at the receiver side during down-conversion of
the bandpass signal to baseband. In the following,θk, k =
1, . . . ,K denotes the phase noise process at thek-th user and
φ denotes the phase noise process at theM BS receivers.
The latter implies identical phase noise processes at the BS
antenna elements, i.e. we assume full coherency between
the BS receivers. This models the practical scenario of a
centralized BS with a single oscillator output feeding the
down-conversion module in each receiver. We further assume
that the phase noise processesφ, θk, k = 1, . . . ,K are
mutually independent. In this study every phase noise process
is modelled as an independent Wiener process, which is a
well-established model [9], [10]. Therefore, the discretetime
phase noise process at the BS antennas at timen is given
by2

φ[n] = φ[n− 1] + w[n], (2)

wherew[n] ∼ N (0, 4π2f2
c cTs) are independent identically

distributed zero-mean Gaussian increments.fc is the carrier
frequency,Ts is the symbol interval andc is a constant that
depends on the oscillator. Similarly, we can define the phase
noise processes at theK users.

B. Received Signal

Let xk[i] be the symbol transmitted from thek-th user at
time i. The received signal atm-th BS antenna element at
time i is then given by

ym[i] =
√
P

K
∑

k=1

L−1
∑

l=0

e−jφ[i]gm,k,le
jθk[i−l]xk[i− l] + nm[i],

(3)

wherenm[i] ∼ CN (0, σ2) is additive white Gaussian noise
(AWGN). Each user transmits a stream of i.i.d.CN (0, 1)

2The discrete-time phase noise model is used since we are interested
in the discrete-time complex baseband representation of the transmit and
receive signals.

0 KL− 1KL KL+ND − 1i

Training phase Data phase

1 Transmission Block

Fig. 1. Transmission schedule: The channel is assumed to be static during
one transmission block. In each block, the firstKL channel uses are utilized
for channel estimation (via uplink pilots) and the remaining ND channel
uses are utilized for data transmission.

information symbols (i.e.xk[i] ∼ CN (0, 1)), that are in-
dependent of the information symbols of the other users.P
denotes the average uplink transmitted power from each user.

III. T RANSMISSIONSCHEDULE AND RECEIVE

PROCESSING

Motivated by the need for low-complexity channel esti-
mation and detection algorithms, we propose the following
block based uplink transmission scheme. In the proposed
scheme, a transmission block ofKL + ND channel uses
consists ofKL channel uses (for uplink channel estimation)
followed by the data phase (for data transmission) of duration
ND channel uses.

A. Channel Estimation

For coherent demodulation, the BS needs to estimate the
uplink channel. This is facilitated through the transmission
of uplink pilot symbols during the training phase of each
transmission block. The users transmit uplink training signals
sequentially in time, i.e. at any given time only one user is
transmitting uplink training signals and all other users are
idle. To be precise, thek-th user sends an impulse signal
of amplitude

√

PpKL at the(k− 1)L-th channel use and is
idle for the remaining portion of the training phase. Here,Pp

is the average transmit power by a user during the training
phase. Therefore, using (3) the signal received at them-th
BS receiver at timei = (k− 1)L+ l, l = 0, . . . , L− 1, k =
1, . . . ,K is given by

ym[i] = ym[(k − 1)L+ l]

=
√

PpKLgm,k,le
−jφ[(k−1)L+l]ejθk[(k−1)L]

+ nm[(k − 1)L+ l]. (4)

The proposed channel estimates are then given by

ĝm,k,l =
1

√

PpKL
ym[(k − 1)L+ l]

= gm,k,le
−jφ[(k−1)L+l]ejθk[(k−1)L]

+
1

√

PpKL
nm[(k − 1)L+ l]. (5)



We choose the proposed training sequence since it allows
for a very simplistic channel estimation scheme at the BS.
As expected, the channel estimate is distorted by the AWGN
and by the phase noise at the transmitter and at the BS.

B. Maximum Ratio Combining

Using (3), the received signal during the data phase is
given by

ym[i] =
√

PD

K
∑

k=1

L−1
∑

l=0

e−jφ[i]gm,k,le
jθk[i−l]xk[i− l] + nm[i],

(6)

where i = KL, . . . , ND +KL − 1 andPD is the per user
average transmit power constraint during the data phase.
Motivated by the need for low-complexity detection, we
propose a maximum ratio combining (MRC) receiver. The
MRC receiver reverses the received symbols,ym[i], in the
time domain and convolves them with the complex conjugate
of the estimated channel impulse response. Therefore, the
detected symbol,̂xk[i], is given by

x̂k[i] =

L−1
∑

l=0

M
∑

m=1

ĝ∗m,k,lym[i+ l]. (7)

IV. A CHIEVABLE SUM RATE

In this paper, we consider the information sum-rate as the
relevant performance metric for quantifying the effects of
phase noise. To this end, using (5) and (6), (7) can be further
expressed as

x̂k[i] = Ak[i]xk[i] + ISIk[i] + MUIk[i] + ANk[i], (8)

where

Ak[i] =
√

PD

M
∑

m=1

L−1
∑

l=0

|gm,k,l|2 e−j(φ[i+l]−φ[(k−1)L+l])

· e−j(θk[(k−1)L]−θk[i])

ISIk[i] =
√

PD

M
∑

m=1

L−1
∑

l=0

L−1
∑

q=0
q 6=l

g∗m,k,lgm,k,qe
jφ[(k−1)L+l]

· e−jφ[i+l]e−j(θk[(k−1)L]−θk[i+l−q])xk[i+ l − q]

MUIk[i] =
√

PD

M
∑

m=1

K
∑

p=1
p6=k

L−1
∑

l=0

L−1
∑

q=0

g∗m,k,lgm,p,q

· e−j(φ[i+l]−φ[(k−1)L+l])e−j(θk[(k−1)L]−θp[i+l−q])

· xp[i+ l − q]

ANk[i] =

√

PD

PpKL

M
∑

m=1

K
∑

p=1

L−1
∑

l=0

L−1
∑

q=0

gm,p,qe
−jφ[i+l]

· ejθp[i+l−q]nm[(k − 1)L+ l]xp[i + l− q]

+

L−1
∑

l=0

M
∑

m=1

ĝ∗m,k,lnm[i+ l].

Ak[i]xk[i] is the desired signal term for thek-th user, ISIk[i]
stands for the intersymbol interference for userk at time

i, caused due to the information symbols of thek-th user
transmitted at the previous(L − 1) channel uses, MUIk[i]
denotes the multi-user interference due to the other users and
finally ANk[i] is an aggregate noise term that incorporates the
effect of the imperfect channel estimation and the receiver
AWGN noise,nm[i]. In the following, we describe a method
to derive an achievable information rate for thek-th user.
Similar techniques have been used earlier in [11], [12]. In (8),
we add and subtract the termE [Ak[i]], where the expectation
is taken over the channel gains,gm,k,l, and the phase noise
processes,θk, φ. This results in the following equivalent
representation

x̂k[i] = E [Ak[i]]xk[i] + ENk[i], (9)

where ENk[i]
∆
= (Ak[i]−E [Ak[i]])xk[i]+ISIk[i]+MUIk[i]+

ANk[i], is the effective noise term. In (9) the detected
symbol, x̂k[i], is a sum of twouncorrelated terms (i.e.
E
{

(E {Ak[i]}xk[i]) (ENk[i])
∗}

= 0 ). The first term is the
desired symbol multiplied by a constant. This constant is
known at the BS since the BS has knowledge of the channel
statistics. The importance of the equivalent representation
in (9) is that the scaling factor of the desired information
symbol is a known constant. The exact probability distribu-
tion of ENk[i] is difficult to compute. However, its variance
can be easily calculated given that the channel statistics
is known at the BS. Therefore, (9) describes an effective
single user single-input single-output (SISO) additive noise
channel, where the noise is zero mean, has known variance
and is uncorrelated to the desired signal term. From the
expressions forAk[i] and ENk[i] in (8) and (9) the mean
value of Ak[i] and the variance ENk[i] is given by the
following theorem.

Theorem 1: The mean value ofAk[i] and the variance

Var(ENk[i])
∆
= E

[

|ENk[i]− E [ENk[i]] |2
]

are given by

E[Ak[i]] =
√

PDMe−4π2f2
c cTs(i−(k−1)L), (10)

Var(ENk[i]) = PDM2Ppn + PDMK

+ σ2M

(

1 +
PD

Pp
+

σ2

KPp

)

, (11)

where Ppn
∆
=

∑L−1
l=0

∑L−1
l′=0 dk,ldk,l′e

−4π2f2
c cTs|l−l′| −

e−8π2f2
c cTs(i−(k−1)L).

Proof: See Appendix .
From the expressions above, it follows thatE[Ak[i]] and
Var(ENk[i]) depend oni and are different for different
i = KL, . . . ,KL+ND − 1. Subsequently we shall refer to
the effective SISO channel in (9) as thei-th SISO channel.
Hence, for a giveni ∈ {KL, . . . ,KL + ND − 1} the
statistics of thei-th effective SISO channel is the same across
different transmission blocks (i.e., for a giveni, E[Ak[i]]
and Var(ENk[i]) is the same for all transmission blocks).
Also, for a giveni the effective noise term ENk[i] is i.i.d.
from one transmission block to another. This motivates us
to considerND channel codes for each user, one for each
i = KL, . . . ,KL+ND−1. At thek-th transmitter (user), the



symbols of thei-th channel code (xk[i]) are transmitted only
during thei-th channel use of each transmission block. Sim-
ilarly, at the BS, for a given user, for eachi the received and
processed symbols (i.e.̂xk[i]) across different transmission
blocks are jointly decoded. Essentially, this implies that, at
the BS we haveND parallel channel decoders for each user.
We propose the above scheme ofND parallel channel codes
for each user only to derive a lower bound on the achievable
information rate. In practice, due to reasons of complexity,
channel coding/decoding would not only be performed across
different transmission blocks, but also across consecutive
channel uses within each transmission block.3

We are now interested in computing a lower bound on the
reliable rate of communication for each of theND channel
codes. For eachi = KL, . . . ,KL+ND − 1 a lower bound
on the information rate for the effective channel in (9) can be
computed by lettingxk[i] to be Gaussian distributed. With
Gaussian distributed information symbols, it is known that
the worst case uncorrelated noise (i.e. resulting in minimum
information rate) is Gaussian distributed with the same
variance as that of ENk[i]. Consequently, a lower bound on
I(x̂k[i];xk[i]) (i.e. the mutual information rate for thei-th
channel code for userk) is given by

Rk[i]=log2



1+
PDMe

−8π2f2
c cTs(i−(k−1)L)

PDMPpn + PDK + σ2
(

1 + PD

Pp
+ σ2

KPp

)



 .

(12)

Since no data transmission happens during the training phase,
the overall effective information rate achievable by thek-th
user is given by

Rk
∆
=

1

KL+ND

KL+ND−1
∑

i=KL

Rk[i]. (13)

The achievable sum rate is therefore given by

R =
K
∑

k=1

Rk =
1

KL+ND

K
∑

k=1

KL+ND−1
∑

i=KL

Rk[i]. (14)

In the following β
∆
=

Pp

PD
> 0 denotes the ratio between

the per-user average transmit power during the training phase
and that during transmission phase.

V. RESULTS AND DISCUSSION

Throughout this section, the plots used to illustrate the
main results assume thatTs = 0.1µs, fc = 2GHz, c =
4.7×10−18(rad·Hz)−1. The selected parameters correspond
to typical values of a wideband wireless communication
system, such as a WLAN IEEE 802.11 [13]. Further, the
users have a common exponential power delay profile that
is fixed throughout the entire communication and is given
by dk,l = e−l/

∑L−1
i=0 e−i, 1 ≤ k ≤ K. The length of the

channel echo is also fixed atL = 20. Finally, the constant
of proportionality betweenPD and Pp is fixed to β = 1,

3This is because in practice the channel statistics of the effective channel
in (9) does not change appreciably across a few consecutive channel uses.

hencePp = PD. We note that the plots are generated by
evaluating the expressions in Theorem 1, (12) and (14).
These expressions hold for every choice ofβ > 0 and PDP
that satisfies (1). We start by stating two Propositions on
the performance of the system in the low and the high SNR
regime, respectively.

Proposition 1: In the low SNR regime, the performance
loss due to phase noise is not significant for sufficiently small
data phase block sizeND.

Proof: The sum rate of the system when phase noise
is present is given by (14), where

Rk[i]=log2



1 +
PD

σ2 Me
−8π2f2

c cTs(i−(k−1)L)

PD

σ2 MPpn +
PD

σ2 K +
(

1+β

β
+ σ2

KβPD

)



 .

On the other hand, the sum rate for the no-phase-noise case
can be derived from (12), (13) and (14) by considering the
oscillator to be perfect (i.e., the oscillator constantc = 0),

R =
KND

ND +KL
log2



1 +
PD

σ2 M

PD

σ2 K +
(

1+β

β
+ σ2

KβPD

)



 . (15)

It is clear that in the low SNR regime, i.e.PD/σ2 ≪
1, the dominating factor in the denominator in the ar-
gument of thelog2 function is, in both cases, the term
(

1+β
β + σ2

KβPD

)

. Therefore for scenarios whereND is not

very large,e−8π2f2
c cTs(i−(k−1)L) ≈ 1 and the performance

loss compared to the no-phase-noise scenario is small.
In Fig. 2 the sum rate performance of the system, as given

by (14), is plotted as a function of SNR
∆
= PD

σ2 for ND =
[100 1000 10000] with M = 100, K = 10. The sum rate
achieved without phase-noise is also plotted for the sake of
comparison. We observe that at low SNR, the loss in sum
rate performance is insignificant for smallND = [100 1000],
whereas the loss is significant for largeND = 10000. This
observation supports the result in Proposition 1.

Proposition 2: Saturation in the High-SNR regime. In the
presence of phase noise the effective information rate of the
k-th user saturates to the value

R
∞

k = lim
PD
σ2 →∞

Rk

=
1

ND +KL

ND+KL−1
∑

i=KL

log2

(

1 +
Me

−8π2f2
c cTs(i−(k−1)L)

MPpn +K

)

.

(16)
Proof: The result follows immediately from (12) and

the definition ofRk in (13).
The saturation of the achievable sum rate at high SNR

(reported in Proposition 2) is also clear from Fig. 2. Note
that the saturation in general is the effect of the specific
MRC based detection scheme proposed earlier. For both the
phase noise and the no-phase-noise scenarios, an increase
in the transmit power leads to an increase of both the
desired signal power and the MUI power. As a result,
the sum rate performance saturates. Compared to the no-
phase-noise case, for the phase noise scenario an additional
sum rate performance penalty is caused due to the factors



−30 −25 −20 −15 −10 −5 0 5 10 15 20
0

5

10

15

20

25

30

35

SNR [dB]

S
um

 R
at

e 
[b

pc
u]

 

 
N

D
=100, no phase noise

N
D
=100, with phase noise

N
D
=1000, no phase noise

N
D
=1000, with phase noise

N
D
=10000, no phase noise

N
D
=10000, with phase noise
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e−8π2f2
c cTs(i−(k−1)L) andMPpn in (16).

Proposition 3: An O(
√
M) array gain is achievable for

the frequency selective MU-MIMO uplink in the presence of
phase noise and imperfect channel estimation, i.e. for a fixed
number of usersK, with a sufficiently large antenna array
at the BS, the average transmitted powerPD can be reduced
by roughly 1.5dB for every doubling in the number of BS
antennas while maintaining a constant information rate for
each user.

Proof: Set PD = Eu/
√
M , whereEu is fixed. By

substitution in (13) we get

Rk =

ND+KL−1
∑

i=KL

log2

(

1 +
Eu

σ2
√

M
Me−8π2f2

c cTs(i−(k−1)L)

(Eu

σ2 Ppn+
σ2

KEuβ
)M+T (M)

)

ND +KL

(17)

M→∞−−−−→
ND+KL−1
∑

i=KL

log2

(

1 +
Eu

σ2 e−8π2f2
c cTs(i−(k−1)L)

Eu

σ2 Ppn+σ2/(KEuβ)

)

ND +KL
,

whereT (M)
∆
= 1+β

β

√
M + Eu

σ2 K. The fact that the limiting

value of the rate is positive implies theO(
√
M) array power

gain.
A significant property of large MIMO systems, is the

array power gain that they offer, facilitating the design of
highly power-efficient communication systems [2], [14], [4].
Proposition 3 extends this result to the case of phase-noise-
impaired large MU-MIMO systems. In Fig. 3 the sum rate
performance is plotted over the number of BS antennas,M ,
for K = 10 and ND = [100 500 1000 2000], while the
per user power is scaled asPD = Eu/

√
M , whereEu = 1

is fixed. The curves of the exact sum rate performance are
compared with the 80% of their corresponding asymptotic
values (computed by (17)). It is observed that the curves
approach their asymptotic values at a slow rate, which can
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Minimum Required SNR [dB]ND = 1000
No of BS
Antennas

No Phase Noise Phase Noise

400 -16.58 -15.96
800 -18.51 -17.93
1000 -19.03 -18.46
1600 -20.12 -19.57
2000 -20.58 -20.03

TABLE I

M INIMUM REQUIRED SNR [DB] VS THE NUMBER OFBS ANTENNAS

FORND = 1000.



be explained by the fact that the dominating term of the
denominator of the fraction inside thelog2(·) expression in
(17) is O(M) whereas the remaining terms (see expression
T (M) in (17)) areO(

√
M). In the region where the curves

approach their asymptotic value, it is true to say that one
can scale down the per user transmit power by

√
2 (or

1.5 dB) and at the same time double the number of BS
antennasM without compromising the spectral efficiency of
the users. This justifies the term array power gain. The above
observation is further supported through Fig. 4, where the
minimum SNR (in dB) required to achieve a fixed per user
information rate ofr = 1 bpcu is plotted as a function of the
number of BS antennas forND = [100 1000] andK = 10.
The plots for the phase-noise-free case are also given for
the sake of comparison. In order to be more precise, we
also tabulate in Table I representative values from Fig. 4 for
ND = 1000. So, for example, whenND = 1000 an increase
from 1000 BS antennas to 2000 for the phase-noise-impaired
systems yields a power gain of (-18.46-(-20.03)) = 1.57 dB.
This number will asymptotically (asM → ∞) approach the
value 1.5 dB.

Based on the previous results, illustrated in Figs. 2, 3
and 4, it becomes clear that for fixedM, K, L there
is a fundamental trade-off between the length of the data
interval,ND, and the achievable sum rate performance. Since
a fixed time interval ofKL channel uses is required for
the channel estimation, a small data interval,ND, leads to
underutilization of the available resources, yielding a low
sum rate performance. AsND increases, more resources are
utilized for the data transmission increasing the sum rate
performance. However, as it can be seen by (12),Rk[i] <
Rk[i − 1], which implies that the gain of increasing the
data interval diminishes with increasingND. In fact, the
individual ratesRk[i] approach 0 asi → ∞. Therefore, it is
expected that beyond some critical value the rate that can be
supported in the last channel uses of the transmission block
will be insignificant. This phenomenon is caused due to the
fact that with largeND, the phase noise drift in the oscillators
is so large such that there is a total loss of coherency between
the received symbols during data phase and the estimated
channel at the beginning of the transmission block.

In Fig. 5 the dependence of the sum rate performance
on the length of the data interval,ND, is plotted forM =
[50 100 250 500 1000], SNR = 0 dB andK = 10. It can be
seen that, as expected, the sum rate initially increases with
increasingND up to a certain critical value ofND, after
which the sum rate decreases. Further, we also observe that
this critical value ofND seems to be independent of the
number of BS antennas. Therefore, we have the following
remark.

Remark 1: Phase noise effectively limits the length of the
data interval, ND.

In another paper [4], for the downlink channel of a MU-
MIMO LSAS, we had observed that in the absence of phase
noise, with maximum ratio transmission and perfect channel
estimates at the BS, for a fixed M the sum-rate performance
increases with increasing number of usersK. In the uplink
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Fig. 5. Sum rate performance for increasingND, with fixedM, K = 10,
andL = 20.

also, with no-phase-noise a similar behaviour is observed
when MRC is performed with imperfect channel estimates.
This can be observed in Fig. 6, where we fix the number
of BS antennas toM = 100, SNR = 0 dB and plot the
maximum achievable sum rate as a function of the number
of the usersK. For each value ofK, we find the maximum
achievable sum rate by numerically computing the optimal
(critical) value ofND, as shown in Fig. 7.

From the no phase noise curve in Fig. 6, it can be observed
that the sum rate performance4 increases with increasing
K, even when MRC is performed with imperfect channel
estimates (using the proposed uplink training sequence). The
next relevant question is whether the behaviour of increasing
sum rate with increasingK (fixed M ) is still true with
phase noise. It turns out that this is no more true, as can
be seen from Fig. 6. To be precise, the achievable sum rate
initially increases with increasingK and then decreases with
further increase inK. The explanation for this observation
is as follows. The initial increase in the achievable sum rate
is due to the fact that more users are multiplexed on the
same frequency-time resource. However whenK becomes
large, the duration of the proposed training phase is long
due to which there is partial loss of phase coherency between
the channel estimates and the received symbols during data
phase. For a sufficiently largeK, the corresponding loss in
phase coherency negatively impacts the multiplexing gain
offered by having a large number of users.

VI. CONCLUSIONS

We investigated the effect of oscillator phase noise in the
sum rate performance of a frequency selective uplink MU-
MIMO channel with imperfect channel knowledge as the

4Observe that the no phase noise curve is generated by (15) (limiting
value asND → ∞).
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Fig. 6. Maximum achievable sum rate [bpcu] as a function of the number
of users,K, for various values of the local oscillator parameterc, as defined
in Section II-A.
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Fig. 7. Optimal value ofND (where the achievable sum rate is maximized)
as a function of the number of users,K. The optimal value ofND for the
no phase noise case is unbounded (i.e.∞) for any K.

number of BS antennas grows large. We proposed a low
complexity channel estimation and detection scheme and
derived a closed form expression on the achievable sum rate.
Based on that, we showed that anO(

√
M) array gain is

achievable in the presence of phase noise. However there is
an information rate loss due to phase noise, which is more
significant at high spectral efficiencies and when the time
interval utilized for data transmission grows large. Further,
increasing the number of users does not result in an ever
increasing sum rate performance, since the time interval
required for training becomes large resulting in partial loss
of coherency between the received symbols and the channel
estimates. The results shown here depend on the simplistic
training scheme we considered. The main motivation for the
choice of this channel estimation scheme was to facilitate the
derivation of the lower bound on the sum rate. However, we
expect that a more sophisticated channel estimation scheme
will have a marginal effect on the final conclusions.

APPENDIX

PROOF OFTHEOREM 1

Proof: We start the proof by calculating the constant
E[Ak[i]]. We have

E[Ak[i]]=E

[

√

PD

M
∑

m=1

L−1
∑

l=0

|gm,k,l|2e−j(φ[i+l]−φ[(k−1)L+l])

·e−j(θk[(k−1)L]−θk[i])
]

=
√

PD

M
∑

m=1

L−1
∑

l=0

E

[

|gm,k,l|2
]

· E
[

e−j(φ[i+l]−φ[(k−1)L+l])
]

E

[

e−j(θk[(k−1)L]−θk[i])
]

=
√

PDMe−4π2f2
c cTs(i−(k−1)L),

where we have used the fact the channel realizations,gm,k,l,
the phase noise at the BS,φ, and the phase noise at the
k-th user,θk, are mutually independent random processes.
Additionally, as mentioned in the text, the phase noise
processes at the users and the base station are assumed to
be independent Wiener processes with independent Gaussian
increments. Consequently, after a time interval,∆t, the phase
drift of an oscillator is a zero mean Gaussian random variable
with variance that is proportional to∆t. That is,

wφ[i− (k − 1)L]
∆
= φ[i+ l]− φ[(k − 1)L+ l]

∼ N (0, 4π2f2
c cTs(i− (k − 1)L))

wθk[i−(k−1)L]
∆
= θk[i]− θk[(k − 1)L]

∼ N (0, 4π2f2
c cTs(i− (k − 1)L)).

Therefore, we computeE
[

e−jwφ[i−(k−1)L]
]

= ϕφ(−1) =

e−2π2f2
c cTs(i−(k−1)L) and E

[

ejwθk
[i−(k−1)L]

]

= ϕθk(1) =

e−2π2f2
c cTs(i−(k−1)L), whereϕφ andϕθk are the character-

istic functions of the zero mean Gaussian random variables
wφ[i − (k − 1)L] andwθk [i − (k − 1)L], respectively. This
concludes the calculation ofE[Ak[i]].

We proceed with the calculation of the variance of the
effective noise term, ENk[i].

Var(ENk[i])
∆
= E

[

|ENk[i]− E [ENk[i]] |2
]

= Var((Ak[i]− E[Ak[i]])xk[i]) + Var(ISIk[i])

+ Var(MUIk[i]) + Var(ANk[i])

In the last step we have used the fact that the terms
in ENk[i] are mutually uncorrelated. We start with the
calculation of the variance of the additional interference
(Ak[i]− E[Ak[i]])xk[i],

E
[

|(Ak[i]− E[Ak[i]])xk[i]|2
]

= E

[

|Ak[i]|2
]

− (E [Ak[i]])
2

= PD

M
∑

m=1

L−1
∑

l=0

E[|gm,k,l|4] + PD

M
∑

m=1

L−1
∑

l=0

L−1
∑

l′=0
l′ 6=l

E[|gm,k,l|2]

· E[|gm,k,l′ |2]E[e−j(φ[i+l]−φ[i+l′ ]−φ[(k−1)L+l]+φ[(k−1)L+l′])]



+ PD

M
∑

m=1

M
∑

m′=1
m′ 6=m

L−1
∑

l=0

L−1
∑

l′=0

E[|gm,k,l|2]E[|gm′,k,l′ |2]

· E[e−j(φ[i+l]−φ[i+l′ ]−φ[(k−1)L+l]+φ[(k−1)L+l′])]

− PDM2e−8π2f2
c cTs(i−(k−1)L) = PDM

L−1
∑

l=0

2d2k,l

+ PDM
L−1
∑

l=0

L−1
∑

l′=0
l′ 6=l

dk,ldk,l′e
−4π2f2

c cTs|l−l′|

+ PDM(M − 1)

L−1
∑

l=0

L−1
∑

l′=0

dk,ldk,l′e
−4π2f2

c cTs|l−l′|

− PDM2e−8π2f2
c cTs(i−(k−1)L)

= PDM2Ppn + PDM

L−1
∑

l=0

d2k,l,

where Ppn
∆
=

∑L−1
l=0

∑L−1
l′=0 dk,ldk,l′e

−4π2f2
c cTs|l−l′| −

e−8π2f2
c cTs(i−(k−1)L). The variance of the ISI term can be

computed by

E[|ISIk[i]|2] = E[|
√

PD

M
∑

m=1

L−1
∑

l=0

L−1
∑

q=0
q 6=l

g∗m,k,lgm,k,q

e−j(φ[i+l]−φ[(k−1)L+l])+θk[(k−1)L]−θk[i+l−q]xk[i+ l − q]|2]

= PD

M
∑

m=1

L−1
∑

l=0

L−1
∑

q=0
q 6=l

dk,ldk,q = PDM
L−1
∑

l=0

dk,l(1 − dk,l)

= PDM

(

1−
L−1
∑

l=0

d2k,l

)

,

where we have used the normalization (1), the fact that
the transmitted symbolsxk[i] are temporally independent
and the assumptions on the statistical properties of the
channel realizations and the phase noise processes. For the
multi-user interference, based on the statistical properties of
the channels, phase noise processes, transmitted information
symbols and the PDP normalization (1), we can calculate

E[|MUIk[i]|2] = E[|
√

PD

M
∑

m=1

K
∑

p=1
p6=k

L−1
∑

l=0

L−1
∑

q=0

g∗m,k,lgm,p,q

e−j(φ[i+l]−φ[(k−1)L+l])+θk[(k−1)L]−θp[i+l−q]xp[i + l− q]|2]

= PD

M
∑

m=1

K
∑

p=1
p6=k

L−1
∑

l=0

L−1
∑

q=0

dk,ldp,q = PDM(K − 1)

We conclude the proof with the calculation of the additive

noise power

E[|ANk[i]|2] =
PD

PpKL

M
∑

m=1

M
∑

m′=1

K
∑

p=1

K
∑

p′=1

L−1
∑

l=0

L−1
∑

l′=0

L−1
∑

a=1−L

E[gm,p,l−ag
∗
m′,p′,l′−ae

−j(φ[i+l]−φ[i+l′ ]−θp[i+a]+θp′ [i+a])

· xp[i+ a]x∗
p′ [i + a]nk[(k − 1)L+ l]nk[(k − 1)L+ l′]]

+
M
∑

m=1

L−1
∑

l=0

E[|ĝm,k,l|2] =
PDσ2

PpKL

M
∑

m=1

K
∑

p=1

L−1
∑

l=0

L−1
∑

a:l−a=0

dp,l−a

+ σ2
M
∑

m=1

L−1
∑

l=0

(

σ2

PpKL
+ E[|gm,k,l|2]

)

= σ2PDM

Pp

+ σ2M

L−1
∑

l=0

(

σ2

PpKL
+ dk,l

)

= σ2M

(

PD

Pp
+

σ2

PpK
+ 1

)

.
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