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Effect of Oscillator Phase Noise on Uplink Performance of Lage
MU-MIMO Systems

Antonios Pitarokoilis, Saif Khan Mohammed, Erik G. Larsson

Abstract— The effect of oscillator phase noise on the sum passband to baseband. The phenomenophea$e noise is
rate performance of a frequency selective multi-user mulple- g non-trivial impairment in communication systems and it
input multiple-output (MU-MIMO) uplink channel is studied — cannot pe easily estimated and compensated for. Hence,

under imperfect channel state information. A maximum ratio N
combining detection strategy is employed by the base statio significant research has been conducted for the assessment

(BS) (having a large antenna array of M/ elements), and an and mitigation of the effect of phase noise [5], [6], [7],
analytical expression of a lower bound on the sum capacity of [8]. However, the work presented in this paper is the first,
the system is derived. It is shown that an array power gain to the authors’ knowledge, to address the issue of phase
of O(v'M) is achievable. It is also observed that phase noise ngise in the uplink of frequency selective LSAS, where

effectively limits the fraction of the time used for information | lexity detecti d obtaini liabl h |
transmission and the number of users in the system. Finallyti ow complexity deteclion and obtaining reliable channe

is concluded that, phase noise degrades the performance but €stimates is a challenge due to the large number of BS
does not eliminate the fundamental gains of a Large Scale antennas.

Antenna System (LSAS), i.e., power efficiency and high sum  The main contributions of this paper can be summarized
rate performance with low complexity receiver processing. as follows. 1) Firstly, we propose a low-complexity channel
estimation and detection scheme for the uplink of a frequenc
selective multi-user LSAS in the presence of phase noise,
Multi-user multiple-input multiple-output (MU-MIMO) 2) for the proposed schemes, a closed form expression for
systems have been shown to provide an attractive soluti@m achievable information sum-rate is derived. Analysis of
to the ever increasing demand for high data rates in cellul#ine information rate expression reveals that, even with the
wireless networks [1]. At the same time, it is necessarproposed simple channel estimation and detection schemes,
to increase energy efficiency in communication networksin O(v/M) array gain is achievable in the presence of phase
Studies towards this direction have shown that the use obise, 3) even though significant array gain can be achieved,
unlimited number of base station (BS) antenna elements atlte loss in information rate performance (when compared to a
low complexity linear transceiver techniques can providsystem with no phase noise) can be significant specially when
unprecedented multiplexing and array power gains [2]. Ithe desired spectral efficiency is large. Our study however
[3] it is proved that single-cell Large Scale Antenna Systemreveals that for low to moderate per-user spectral effigienc
(LSAS) can provide) (M) andO(v/M) array power gair's  (around 1 bpcu) the loss in performance is small. 4) Another
for the case of flat fading uplink with perfect and imperfecinteresting aspect is as follows. Previous studies on tlielup
channel state information (CSl), respectively, whareis information sum-rate for systems with no phase noise have
the number of BS antennas. A similar array gainifd/) revealed that the sum-rate increases with increasing numbe
is shown to hold also for the frequency selective MU-MIMQOof users. However, interestingly, with phase noise and the
downlink channel with perfect CSI [4]. proposed channel estimation/detection scheme, we observe
At the transmitter chain, after the baseband processirihat the information sum rate can decrease with increase in
the information signal is up-converted to passband by muthe number of users.
tiplication with the carrier generated by a local oscillato
The phase of this carrier signal varies randomly with time,
thereby distorting the information signal. Similar digton is We consider a frequency selective MU-MIMO uplink

present in the receiver chain during down-conversion frorshannel withA/ BS antennas and’ single antenna users.
The channel between thieth user and then-th BS antenna
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1 Transmission Block

user. Since{dy;} vary slowly with time, we assume them —
to be fixed for the entire communication. We further assume Training phase Data phase

R,k to be i.i.d.CN(0, 1) distributed. Further, the PDP for KL -1KL i KL+ Np—1
every user is normalized such that the average receivedrp vvr [ T T T e ]
is same irrespective of the length of the channel impulsé
response. Therefore, it holds

L—-1 L-1
> E [| dk,lhm,k,l|2:| = =1, )
1=0 1=0

1 < k < K. Finally, we assume exact knowledge of the
channel statistics at the BS, but not of the particular ceann L—L___""" [ 1 [ o I IS [ ]
realizations.

Fig. 1. Transmission schedule: The channel is assumed ttatie during
. one transmission block. In each block, the fif§L. channel uses are utilized
A. Phase Noise Model for channel estimation (via uplink pilots) and the remagniivp channel

. . . . uses are utilized for data transmission.
Phase noise is introduced at the transmitter during up-

conversion, when the baseband signal is multiplied with

the carrier generated by the local oscillator. The phase @fformation symbols (i.exx[i] ~ CN(0,1)), that are in-
the generated carrier drifts randomly, resulting in phasgependent of the information symbols of the other usgrs.

distortion of the transmitted signal. A similar phenomenogjenotes the average uplink transmitted power from each user
also happens at the receiver side during down-conversion of

the bandpass signal to baseband. In the followihg, k = [1l. TRANSMISSION SCHEDULE AND RECEIVE
1,..., K denotes the phase noise process atttieuser and PROCESSING
¢ denotes the phase noise process atMheBS receivers.  Motivated by the need for low-complexity channel esti-

The latter implies identical phase noise processes at the Bsation and detection algorithms, we propose the following
antenna elements, i.e. we assume full coherency betweggck based uplink transmission scheme. In the proposed
the BS receivers. This models the practical scenario of g&heme, a transmission block &L + N channel uses
centralized BS with a single oscillator output feeding theonsists ofk L channel uses (for uplink channel estimation)

down-conversion module in each receiver. We further assumgiiowed by the data phase (for data transmission) of domati
that the phase noise processgsty, k = 1,...,K are N, channel uses.

mutually independent. In this study every phase noise goce o
is modelled as an independent Wiener process, which isAa Channel Estimation

well-established model [9], [10]. Therefore, the discriatee For coherent demodulation, the BS needs to estimate the

phase noise process at the BS antennas at timegiven yplink channel. This is facilitated through the transnissi

by? of uplink pilot symbols during the training phase of each
é[n] = dln — 1] + win), @) transmission block. The users transmit uplink traininghaig

sequentially in time, i.e. at any given time only one user is
wherew[n] ~ N(0,47%f2cTy) are independent identically transmitting uplink training signals and all other users ar
distributed zero-mean Gaussian incremeryitsis the carrier idle. To be precise, thé&-th user sends an impulse signal
frequency,T is the symbol interval and is a constant that of amplitude,/P,K L at the(k — 1) L-th channel use and is
depends on the oscillator. Similarly, we can define the phasgle for the remaining portion of the training phase. Hefg,

noise processes at thé users. is the average transmit power by a user during the training
phase. Therefore, using (3) the signal received atrthth
B. Received Sgnal BS receiver at timé = (k—1)L+1,1=0,...,L—1, k=
Let z1[i] be the symbol transmitted from theth user at 1,..., K is given by

time i. The received signal at:-th BS antenna element at

time i is then given by Yym[i] = ym[(k = 1)L +1]

= /Py K Lgp e~ k=D LA oifu[(k=1)L]

K L-1
Ymli] = \/FZ Z eIl g 0@ g T 1) 4 i), + o [(k — 1)L +1]. 4)
k=11=0 3) The proposed channel estimates are then given by
R 1
wheren,, [i] ~ CN(0,02) is additive white Gaussian noise Gkl = mym[(k —1L+1]
(AWGN). Each user transmits a stream of i.i@d\(0,1) e ,
— gm7k7le—J¢[(k_1)L+l]e]‘gk[(k_l)L]

2The discrete-time phase noise model is used since we anested 1
in the discrete-time complex baseband representation eotrdnsmit and + m”m[(k - 1)L + l]- (5)
receive signals. vap



We choose the proposed training sequence since it allowscaused due to the information symbols of th¢h user
for a very simplistic channel estimation scheme at the BSransmitted at the previoud. — 1) channel uses, MUI¢]
As expected, the channel estimate is distorted by the AWGHEnNotes the multi-user interference due to the other usels a
and by the phase noise at the transmitter and at the BS. finally AN [i] is an aggregate noise term that incorporates the
effect of the imperfect channel estimation and the receiver
AWGN noise,n,,[i]. In the following, we describe a method
'Using (3), the received signal during the data phase g derive an achievable information rate for theth user.
given by Similar techniques have been used earlier in [11], [12]8Mn (
K L—-1 we add and subtract the tefifi{ A [i]], where the expectation
ymli] = VPp > Y e Mg, 41z, [i — 1] 4 nyli], is taken over the channel gaing,, i, and the phase noise
k=1 1=0 processesfi, ¢. This results in the following equivalent
(6) representation
wherei = KL,...,Np + KL — 1 and Pp is the per user 4li] = E [Ag[i]] zx[i] + ENg[i], 9)
average transmit power constraint during the data phase.
Motivated by the need for low-complexity detection, wewhere EN.[7] EY (A i) —E [Ag[i]]) 2k [i] +1S1x[i] +MUI & [i] +
propose a maximum ratio combining (MRC) receiver. Th&N,[i], is the effective noise term. In (9) the detected
MRC receiver reverses the received symbagis|i], in the symbol, 2,[i], is a sum of twouncorrelated terms (i.e.
time domain and convolves them with the complex conjugate { (E { A [i]} zx[i]) (ENk[i])"} = 0 ). The first term is the
of the estimated channel impulse response. Therefore, thesired symbol multiplied by a constant. This constant is

B. Maximum Ratio Combining

detected symboli,[i], is given by

L-1 M

Tpli] = Z Z G Ym i+ 1. )

=0 m=1
IV. ACHIEVABLE SUM RATE

known at the BS since the BS has knowledge of the channel
statistics. The importance of the equivalent representati
in (9) is that the scaling factor of the desired information
symbol is a known constant. The exact probability distribu-
tion of EN[¢] is difficult to compute. However, its variance
can be easily calculated given that the channel statistics

In this paper, we consider the information sum-rate as the \nown at the BS. Therefore, (9) describes an effective

relevant performance metric for quantifying the effects Ofjngje yser single-input single-output (SISO) additivésao
phase noise. To this end, using (5) and (6), (7) can be furthgp,nne| where the noise is zero mean, has known variance

expressed as

Zrli] = Agli]zg[d] + ISIE[i] + MUI,[i] + ANg[i],  (8)

where
M L-1
Ml = VP53 S lgmal? e isesi-oitzs)
m=1 [=0

. eI Ok [(k=1)L]=04[i])
M L-1L-1

ISl [i] = \/E Z Z Z g;_’k_’lgm,k,qew[(k—1)L+l]

m=1 (=0 ¢q=0
q#l
G R (S A RN S  V B

K L-1L-1

M
MUK =VPo DY D3> gn ko i9mpa

m=1p=1 (=0 q=0
p#k
. e~ 3@l =@[(k=1) L+1]) =i (O) [(k—=1) L] =Op[i+1—q])

i+ 1 —q]
M K L-1L-1

. PD —joli
AN i] = P,KL Z Z Z Z gmpge T
p m=1p=1 =0 ¢q=0
cedOliFl=dly Tk — D)L+ l|apfi + 1 — g

L-1 M
D G panmli + 1)
=0 m=1

Agli)zi[i] is the desired signal term for theth user, 1S} [i]

stands for the intersymbol interference for ugeiat time

and is uncorrelated to the desired signal term. From the
expressions ford,[i] and EN[¢] in (8) and (9) the mean
value of Ax[:] and the variance ENi|] is given by the
following theorem.

Theorem 1: The mean value ofd;[i] and the variance
Var(ENg[i]) £ E [[EN,[i] — E [EN,[i]] |2] are given by

E[A[i]] = /_PDMe—zthfchs(i—(k—l)L), (10)
Var(ENg[i]) = PoM?Pon+ PpMK
P, o2
2 D
M1+ — 11
(e gegy) o
WherzeQPpn é lL:—Ol l[;;é dk,lko’€_4ﬂ—2fchS|l_l/‘ _
e 87 fccTS(if(kfl)L)_
Proof: See Appendix . [ |

From the expressions above, it follows thAfA[i]] and
Var(EN,[i]) depend oni and are different for different
1=KL,...,KL+ Np — 1. Subsequently we shall refer to
the effective SISO channel in (9) as tih SISO channel.
Hence, for a giveni € {KL,...,KL + Np — 1} the
statistics of the-th effective SISO channel is the same across
different transmission blocks (i.e., for a given E[A[é]]
and VafEN[i]) is the same for all transmission blocks).
Also, for a given: the effective noise term ENi] is i.i.d.
from one transmission block to another. This motivates us
to considerNp channel codes for each user, one for each
it=KL,...,KL+Np—1. At the k-th transmitter (user), the



symbols of the-th channel codex [i]) are transmitted only henceP, = Pp. We note that the plots are generated by

during thei-th channel use of each transmission block. Simevaluating the expressions in Theorem 1, (12) and (14).

ilarly, at the BS, for a given user, for eaclthe received and These expressions hold for every choicefof 0 and PDP

processed symbols (i.et,[i]) across different transmission that satisfies (1). We start by stating two Propositions on

blocks are jointly decoded. Essentially, this implies that the performance of the system in the low and the high SNR

the BS we haveV parallel channel decoders for each useregime, respectively.

We propose the above scheme/df, parallel channel codes  Proposition 1: In the low SNR regime, the performance

for each user only to derive a lower bound on the achievabless due to phase noise is not significant for sufficientlylsma

information rate. In practice, due to reasons of complexitydata phase block siz& .

channel coding/decoding would not only be performed across Proof: The sum rate of the system when phase noise

different transmission blocks, but also across conseeutis pPresent is given by (14), where

channel uses v_vithin each_ transmigsion bléck. Pp =872 F2eT, (i= (k=)L)
We are now interested in computing a lower bound on the R, [i]=log,[1 + o”

reliable rate of communication for each of tih&, channel ( i_gMPPn + ’;—EK + (% + Kg;})))

codes._For eac_ln: KL,....,KL+ ND —la Iow_er bound On the other hand, the sum rate for the no-phase-noise case
on the information rate for the effective channel in (9) can b

computed by lettingz,[i] to be Gaussian distributed. With can be derived from (12), (13) and (14) by considering the

. I . . S scillator to be perfect (i.e., the oscillator constant 0),
Gaussian distributed information symbols, it is known thal P ( 0)
the worst case uncorrelated noise (i.e. resulting in mimmu

information rate) is Gaussian distributed with the same S =~ KNp Io -, Lo m (15)
variance as that of ENi]. Consequently, a lower bound on ~ Np+ KL 082 Pp gy (M 4 o2 ) '
I(#[i); zx[i]) (i.e. the mutual information rate for theth o oo KA
channel code for usek) is given by It is clear that in the low SNR regime, i.&’p/0? <
1, the dominating factor in the denominator in the ar-
Pp Me—5T 26T (- (k- 1)T) gument of thelog, function is, in both cases, the term
Ry [i]=log, |14 s > 2 (% + Kg; ) Therefore for scenarios whe®¥p is not
oM Pon+ PoK + 02 (1+ 52 + 2 2

(12) Very large,e 87 feeT:(i=(k=DL) ~ 1 and the performance
5 q ssion h during th . h loss compared to the no-phase-noise scenario is smail.
Ince no data tra_nsrmssmn appens “”’_‘gt e trainingphas |, Fig. 2 the sum rate performance of the system, as given
the overall effective information rate achievable by #hh . . P
by (14), is plotted as a function of SNR -8 for Np =

user is given b )
gven by [100 1000 10000] with M = 100, K = 10. The sum rate

A 1 KLNp=1 achieved without phase-noise is also plotted for the sake of
Ry = KL+ N, Z Ry [i]. (13) comparison. We observe that at low SNR, the loss in sum
=KL rate performance is insignificant for small, = [100 1000],
The achievable sum rate is therefore given by whereas the loss is significant for largé, = 10000. This

K KL+Np—1 observation supports the result in Proposition 1.

K
1 P o i . . . .
R— R, — R.lil. 14 roposition 2: Saturation in the High-SNRregime. In the
1; A g Np 1; ,_ZKL kL1 (14) presence of phase noise the effective information rate ef th
- - = k-th user saturates to the value

In the following 3 2 % > 0 denotes the ratio between g> — jim R,

the per-user average transmit power during the training@ha 2 oo
and that during transmission phase. 1 ND+2K:L11 Me—872f2eTs(i=(k=1)L)
=— og, [ 1+
V. RESULTS AND DISCUSSION Np + KL 2 = MPp+ K
) ] . (16)
Throughout this section, the plots used to illustrate the Proof: The result follows immediately from (12) and

main results assume tha@t = 0.1us, f. = 2GHz, ¢ = the definition of R in (13) n
4.7x10~¥(rad- Hz)~!. The selected parameters corresponcrI b :

The saturation of the achievable sum rate at high SNR
reported in Proposition 2) is also clear from Fig. 2. Note

. . at the saturation in general is the effect of the specific
users have a common exponential power delay profile th . )
o : C o RC based detection scheme proposed earlier. For both the
is fixed throughout the entire communication and is given

by dy, = e_l/z_L:(; e=i, 1<k < K. The length of the phase noise a_nd the no-phase-n0|se_ scenarios, an increase
: =0 = . in the transmit power leads to an increase of both the
channel echo is also fixed @t = 20. Finally, the constant

of proportionality betweenP,, and P, is fixed to 8 = 1, desired signal power and the MUI power. As a result,
the sum rate performance saturates. Compared to the no-

3This is because in practice the channel statistics of tree®fe channel phase-noise case, for the phaS(_e noise scenario an adtitiona
in (9) does not change appreciably across a few consectimenel uses. sum rate performance penalty is caused due to the factors

to typical values of a wideband wireless communicatio
system, such as a WLAN IEEE 802.11 [13]. Further, th
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Fig. 2. Sum rate v.s. SNR for various valuesif,. M = 100, K = 10. Fig. 3.

No of Base Station Antennas (M)

Sum rate v.sM for various values ofNp (fixed K). Per user

transmit powerPp = E. /v M (E, = 1 is fixed).

=87 f2eTo(i=(k=1)L) and M Py, in (16).
Proposition 3: An O(v/ M) array gain is achievable for

-6

the frequency selective MU-MIMO uplink in the presence of o o Np=100, with phase noise
phase noise and imperfect channel estimation, i.e. for a fixe % - - -Np=1000, no phase noise
[+ x N_=1000, with phase noise

number of userds, with a sufficiently large antenna array @ -
at the BS, the average transmitted pouiy can be reduced o
by roughly 1.5dB for every doubling in the number of BS & -2
antennas while maintaining a constant information rate fog
each user. '

!
N
&

T

ND=100, no phase noise

D

>
o x
. . (3] X
Proof: SetPp = E,/vM, where E, is fixed. By & [+* i
substitution in (13) we get € 11 N
1S Sl %y,
By \pe—8m2f2eTs(i—(k—1)L) = i ‘~~\ |
Np+KL-1lo 1+ 2L = T~-
. D"I‘Z g2 ( (Z% Pt 5¢55) M+T (M) T I X r ey,
k= ool Te=allT :Xxxxxx,
i=KL Np+KL Tt
(17) L L L L
Ey e,s,,z F2eTs(i—(k—1)L) _2%00 400 600 800 1000 1200 1400 1600 1800 2000
No+KL—1lo 1+ <2 No of Base Station Antennas (M)
Moo, DX 82 ( Zy Pt o2 /(K Eup)
— Z Np+ KL ) Fig. 4. Minimum required SNR for a fixed per user spectral ificy
i=KL D of r = 1 bpcu as a function of increasiny/ (for various values ofNp).

K =10 users.

whereT'(M) £ 128/M + Z¢ K. The fact that the limiting
value of the rate is positive implies tli@(/ M) array power

gain. ]
A significant property of large MIMO systems, is the No of
array power gain that they offer, facilitating the design of ANnten

Minimum Required SNR [dBNp = 1000

highly power-efficient communication systems [2], [14]].[4 400
Proposition 3 extends this result to the case of phase-nois
impaired large MU-MIMO systems. In Fig. 3 the sum rate 1000
performance is plotted over the number of BS anteniés, 1600
for K = 10 and Np = [100 500 1000 2000], while the _2000

per user power is scaled &, = E,,/v M, whereE, =1

BS No Phase Noise Phase Noise
nas
-16.58 -15.96
-18.51 -17.93
-19.03 -18.46
-20.12 -19.57
-20.58 -20.03
TABLE |

is fixed. The curves of the exact sum rate performance arey, ;. viom REQUIRED SNR [pB] VS THE NUMBER OFBS ANTENNAS

compared with the 80% of their corresponding asymptotic
values (computed by (17)). It is observed that the curves
approach their asymptotic values at a slow rate, which can

FORNp = 1000.



be explained by the fact that the dominating term of the
denominator of the fraction inside tHeg,(-) expression in
(17) is O(M) whereas the remaining terms (see expressio
T(M) in (17)) areO(v/M). In the region where the curves
approach their asymptotic value, it is true to say that on
can scale down the per user transmit power ¥§ (or
1.5 dB) and at the same time double the number of B!
antennas\/ without compromising the spectral efficiency of
the users. This justifies the term array power gain. The abo\
observation is further supported through Fig. 4, where th
minimum SNR (in dB) required to achieve a fixed per use|
information rate ofr = 1 bpcu is plotted as a function of the
number of BS antennas fa¥p = [100 1000] and K = 10.
The plots for the phase-noise-free case are also given fi
the sake of comparison. In order to be more precise, w
also tabulate in Table | representative values from Fig.r4 fa
Np = 1000. So, for example, wheV, = 1000 an increase 0
from 1000 BS antennas to 2000 for the phase-noise-impair¢
systems yields a power gain of (-18.46-(-20.03)) = 1.57 dB.
This number will asymptotically (a8/ — co) approach the Fig. 5. Sum rate performance for increasiip, with fixed M, K = 10,
value 1.5 dB. and L = 20.

Based on the previous results, illustrated in Figs. 2, 3

_and 4, it becomes clear that for fixet, K, L there 4|50 with no-phase-noise a similar behaviour is observed
is a fundamental trade-off between the length of the daighen MRC is performed with imperfect channel estimates.
interval, Np, and the achievable sum rate performance. Sincfnis can be observed in Fig. 6, where we fix the number
a fixed time interval of KL channel uses is required for of BS antennas ta/ = 100, SNR = 0 dB and plot the
the channel estimation, a small data intervslly, leads 0 maximum achievable sum rate as a function of the number
underutilization of the available resources, yielding & 10 of the usersi’. For each value of<, we find the maximum
sum rate performance. A¥p, increases, more resources aréachievable sum rate by numerically computing the optimal
utilized for the data transmission increasing the sum ral@ritical) value of N, as shown in Fig. 7.

performance. However, as it can be seen by (1g)ji] < From the no phase noise curve in Fig. 6, it can be observed
R[i — 1], which implies that the gain of increasing thethat the sum rate performarfeincreases with increasing
data interval diminishes with increasinyp. In fact, the g even when MRC is performed with imperfect channel
individual ratesR; [i] approach 0 as — oco. Therefore, itis egtimates (using the proposed uplink training sequende. T
expected that beyond some critical value the rate that can Rgy; relevant guestion is whether the behaviour of increpsi
supported in the last channel uses of the transmission blogkm rate with increasings (fixed M) is still true with

will be insignificant. This phenomenon is caused due to thﬁhase noise. It turns out that this is no more true. as can
fact that with largeVp, the phase noise drift in the oscillatorspe seen from Fig. 6. To be precise, the achievable sum rate
is so large such that there is a total loss of coherency betwegtia|ly increases with increasing” and then decreases with
the received symbols during data phase and the estimaigghner increase ink. The explanation for this observation

Sum Rate [bpcu]

0.‘6 0‘.8 ‘1 1.‘2 1.‘4 116 1.‘8 2
Length of Data Interval (N) Y 10°

channel at the beginning of the transmission block. is as follows. The initial increase in the achievable sure rat
In Fig. 5 the dependence of the sum rate performangg gue to the fact that more users are multiplexed on the
on the length of the data intervalNp, is plotted forM = same frequency-time resource. However whenbecomes

[50 100 250 500 1000}, SNR = 0 dB andi’ = 10. It can be |5rge, the duration of the proposed training phase is long
seen that, as expected, the sum rate initially increasés Wije to which there is partial loss of phase coherency between
increasing/Np up to a certain critical value oNp, after  the channel estimates and the received symbols during data
which the sum rate decreases. Further, we also observe thabse For a sufficiently largk’, the corresponding loss in
this critical value of Np seems to be independent of th_ephase coherency negatively impacts the multiplexing gain
number of BS antennas. Therefore, we have the followingsfered by having a large number of users.
remark.

Remark 1: Phase noise effectively limits the length of the VI. CONCLUSIONS

data interval, Np. We investigated the effect of oscillator phase noise in the

Mlll\r;lgnl_osﬂ,l\esr pap(:]r Ej4],bf0r theddtﬁm{[n.llntl;]chabnnel of a:‘ MhU'sum rate performance of a frequency selective uplink MU-
. >AS, We had observed that In the absence ol phasg o channel with imperfect channel knowledge as the
noise, with maximum ratio transmission and perfect channel

estimates at the BS, for a fixed M the sum-rate performancesgpserve that the no phase noise curve is generated by (BSJir(l
increases with increasing number of uséfs In the uplink value asNp — ).
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Fig. 6. Maximum achievable sum rate [bpcu] as a function efribmber =/ PpMe An= fScTs (i—(k 1)L)a
of users,K, for various values of the local oscillator parameteas defined L.
in Section 11-A. where we have used the fact the channel realizatipng,,:.
the phase noise at the B%, and the phase noise at the
k-th user,d,, are mutually independent random processes.
2000 Additionally, as mentioned in the text, the phase noise
processes at the users and the base station are assumed to
1800 be independent Wiener processes with independent Gaussian
increments. Consequently, after a time interysd, the phase
Z" 1600 drift of an oscillator is a zero mean Gaussian random vagiabl
TEG with variance that is proportional td¢. That is,
S 1400
joR
° e wyli — (k= 1)L = ¢li+1] — g[(k — 1)L +1]
1200 1 2 2 . _
, ©-0 ——c=235x10"18 A N0 4m”feely(i = (k = 1)L))
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No of Users (K) Therefore, we comput@ [e—7weli-(k=DLI] = ,(~1) =

10,7, Optimal value o\, (here the achiova . . d)€727r2fc26T5(i7(k71)L) andE[ejwek[i—(k—l)L]} = 0p, (1) =
ig. 7. Optimal value ofV» (where the achievable sum rate is maximized) o2 2.7 (i (1)1, 5
as a function of the number of user, The optimal value ofVp for the € feeToli=(k=1)L) whereyp, and ¢, are the character

no phase noise case is unbounded €. for any K. istic functions of the zero mean Gaussian random variables
wgli — (k — 1)L] andwy, [i — (k — 1)L], respectively. This
concludes the calculation @[ Ay [7]].

number of BS antennas grows large. We proposed a low we proceed with the calculation of the variance of the

complexity channel estimation and detection scheme angfective noise term, ENji
derived a closed form expression on the achievable sum rate.

Based on that, we showed that &+/M) array gain is Var (ENg[i]) £ E [[ENg[i] — E [ENg[]] |?]
achievable in the presence of phase noise. However there is = Var ((Ax[i] — E[Ag[i])z[i]) + Var (ISl [i])
an information rate loss due to phase noise, which is more + Var (MUI [i]) + Var (AN4[i])

significant at high spectral efficiencies and when the time

interval utilized for data transmission grows large. Ferth In the last step we have used the fact that the terms
increasing the number of users does not result in an evir EN,[i] are mutually uncorrelated. We start with the
increasing sum rate performance, since the time intervahlculation of the variance of the additional interference
required for training becomes large resulting in partisdso (Ag[i] — E[Ag[i]])xk[i],

of coherency between the received symbols and the channel . . 1 9 o
estimates. The results shown here depend on the simplisid |(Ax[i] — E[Ax[i])zx[i]|*] = E [|Ak[l]| } — (E [Ax[4])
training scheme we considered. The main motivation for the M L-1 M L-1L-1

choice of this channel estimation scheme was to faciliteee t = Pp Z Z E[|gm.k1|*] + Pp Z Z Z E(|gm.pil*]
derivation of the lower bound on the sum rate. However, we m=1 1=0 m=11=0 ['=0

expect that a more sophisticated channel estimation scheme VAl

will have a marginal effect on the final conclusions. - E[|gm g1 || E[e I @l I=0li+ 1= ¢[(k—1) L+ +0[(k—1) L+'])]
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.Tl'he variance of the IS| term can be
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where we have used the normalization (1), the fact that

the transmitted symbolsy[i] are temporally independent

and the assumptions on the statistical properties of theg

channel realizations and the phase noise processes. For
multi-user interference, based on the statistical progef

the channels, phase noise processes, transmitted informat

symbols and the PDP normalization (1), we can calculate
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We conclude the proof with the calculation of the additive

noise power
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