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ABSTRACT 

To face global competition, and also reduce environmental and climate impact, industry-

wide changes are needed, especially regarding energy use, which is closely related to 

global warming. Energy efficiency is therefore an essential task for the future as it has a 

significant impact on both business profits and the environment. For the analysis of 

possible changes in industrial production processes, and to choose what changes should 

be made, various modelling tools can be used as a decision support. This paper uses two 

types of energy analysis tool: Discrete Event Simulation (DES) and Energy Systems 

Optimisation (ESO). The aim of this study is to describe how a DES and an ESO tool can 

be combined. A comprehensive five-step approach is proposed for reducing system costs 

and making a more robust production system. A case study representing a new 

investment in part of a Swedish iron foundry is also included to illustrate the method’s 

use. The method described in this paper is based on the use of the DES program QUEST 

and the ESO tool reMIND. The method combination itself is generic, i.e. other similar 

programs can be used as well with some adjustments and adaptations. 

The results from the case study show that when different boundary conditions are used 

the result obtained from the simulation tools is not optimum, in other words, the result 
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shows only a feasible solution and not the best way to run the factory. It is therefore 

important to use the optimisation tool in such cases in order to obtain the optimum 

operating strategy. By using the optimisation tool a substantial amount of resources can 

be saved. The results also show that the combination of optimisation and simulation tools 

is useful to provide very detailed information about how the system works and to predict 

system behaviour as well as to minimise the system cost.  

Keywords: Energy efficiency; Integration; Optimisation; Simulation 

1 Introduction 

The threat of global warming is closely related to energy use [1]. Increasing energy prices 

in recent years and uncertainty concerning future prices have played an important role on 

the increased focus on energy-related issues worldwide. Furthermore, due to increased 

globalisation, industries are facing greater competition, forcing them to reduce their costs 

in order to stay competitive. They also need to develop their production systems by 

improving quality, improving utilisation of resources and increasing flexibility. In order 

to reduce both the negative effects on the climate and energy costs, industries must take 

action to fulfil their part in energy-efficiency measures. Therefore, energy efficiency is an 

essential task for the future and finding ways to decrease energy use is of great 

importance. However, there are many barriers to carrying out energy-efficiency 

measures. For example, it can be a complexity of industrial production systems, where 

many processes are integrated, having different types of energy carriers and complicated 

finances, such as taxes, variations in energy prices, material costs and labour costs.  
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Therefore, when implementing energy-efficiency measures, this complex interaction has 

to be considered and one or more modelling tools are needed. However, it has been 

shown that many of these difficulties may be solved by DES and ESO tools [2–15]. The 

ESO tool has been used in several industries, such as the Swedish foundry industry [2], 

steel industry [3, 4] and pulp and paper mills [5, 6], as well as in district heating systems 

[7] and waste treatment [8]. In these studies the ESO tool is used in order to find the 

optimal operation strategy, improve energy management systems and investigate how 

different boundary conditions, such as changes in electricity and fuel prices, influence the 

system. Simulation in general and DES tool in particular has been widely used in many 

manufacturing applications and have proven to be an excellent decision support tool for 

manufacturing system applications [16]. For example, Kursun & Kalaoglu [17] 

eliminated the bottlenecks and suggested different decision alternatives in apparel 

manufacturing using the DES tool. A DES tool has also been used to model energy 

market dynamics [9] and to investigate the logistics of supplying forest biomass to a 

power plant [10] as well as in the foundry industry [11–15]. In these examples the DES 

tool is used to reduce energy use, test different solutions and analyse and plan the 

production system, where the production process is very complex and disturbances have a 

large impact on the system.  

The solution gained by simulation tools shows feasibility and does not reflect if it is the 

best way to run a system. To analyse all possible solutions and find the best solution is 

time-consuming, therefore the optimisation tool is needed in order to obtain the optimum 

solution in a short time. On the other hand, the solution obtained by the optimisation tool 

shows the best way to run a system, but does not reflect if the solution is applicable at the 
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site or not. Therefore, a simulation tool is needed to validate the solutions provided by the 

optimisation tool. Moreover, a simulation tool can be used to predict system behaviour, 

such as blockages, idling and stoppage on a production line, which is quite difficult to 

model with the optimisation tool.  

Therefore, combining the individual strengths of the DES and ESO tools can create 

prerequisites for decreasing system costs, improving the utilisation of resources, 

predicting system behaviour and can give very detailed information about how the system 

operates or works [18]. In many studies, the ESO and DES tools have been combined in 

such a manner that one of the tools are used at the start and the results that are obtained 

will then be used in the second tool [19–27]. For example, Erken et al., [22] have 

combined optimisation and simulation tools to optimise the size of a PV/wind hybrid 

energy conversion system with battery storage. They used the simulation tool to predict 

the theoretical distributions of solar radiation and wind speed. From input data provided 

by the simulation tool, the optimisation tool is used to optimise the PV area, wind turbine 

rotor swept area, battery capacity and the sizes of the system design parameters.  

Despite of the relatively large body of literature on combination between optimization 

and simulation tools, no detailed procedure exists for describing how such a combination 

can be implemented step-by-step. In this paper, the ESO and DES are used 

simultaneously and detail information on how such a combination can be made step-by-

step in industrial energy systems is presented. There are iterations processes between the 

methods and both models are altered during that process in order to verify the other 

model. 



 

 5 

The combination process between these tools can begin in the early stages of the study, 

for example in formulation of the problem and setting of objectives [28, 29]. The aim of 

this paper is to describe how ESO and DES tools can be combined. A comprehensive 

five-step approach is proposed to show how such a combination can be implemented in 

practice. Topics to be discussed in the combination methodology include data collection, 

model construction and validation, result comparison, system optimisation and the 

verification of results.  

The research question in the paper is: how could the DES and ESO tools be combined for 

non-existing system? The research question was examined using the ESO tool reMIND 

and DES tool QUEST. These tools were applied in a case study representing a new 

casting line in a foundry and the paper describes how these two tools are combined. 

2 Method 

2.1 Energy Systems Optimisation (ESO) tool  

The tool used for ESO is reMIND, which is based on the MIND (Method for analysis of 

INDustrial energy system) method and was developed at the Division of Energy Systems 

at Linköping University. The method is based on MILP (Mixed Integer Linear 

Programming) and was developed to optimize dynamic industrial energy systems. The 

dynamics of the modelled systems are considered by dividing time into different numbers 

of time steps, depending on the purpose of the analysis. Information about the method 

and the tool is found in [30–32] and for applications of the tool in e.g. [2, 6-7, 33-37, 39]. 

A MILP problem in reMIND is defined according to Equations 1, 2, 3 and 4. 
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Objective: 
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where f(x; y) is the objective function to be minimised, like system cost, x represent real 

variables such as amount of electricity consumption for a process, y represent binary 

variables used to linearise non-linear functions and for logical restrictions, g(x,y) = 0 are 

equations describing the performance of the energy system, for example, the relation 

between the mass flow through a process and the corresponding energy demand, h(x, y) 

are inequalities describing, for example, capacity limits in the system, C is constant.  

Basically, the analysis in reMIND includes four steps [2, 32, 37]. In the first step, the real 

system has to be delimited.  In order to describe the system mathematically, reasonable 

boundaries must be set, simplifications introduced and processes identified. In the second 

step, the model is constructed from a set of equations based on the simplifications and 

delimitations of the problem identified in the initial step, and verification is done so that 

the description of the system is acceptable [37]. An appropriate optimization routine is 

applied in the third step. CPLEX [38] is normally used in reMIND. To solve problems, 

CPLEX chooses among a variety of different algorithms. reMIND is usually  use branch 

and bound to solve the integer programming problems and simplex to solve the linear 

programming problems in CPLEX.  
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In the final step, the results from optimizations are analysed and the model is validated, 

including verification of the optimal solutions. Furthermore, for verification and 

discussion of input data to and output data from the model continuous communication 

with representatives from the company is important in order to create a valid model based 

on reliable data. 

The reMIND tool has been used in several industries, such as the Swedish foundry 

industry [2], steel industry [4, 35-36] and pulp and paper mills [6, 39] as well as district 

heating systems [7]. In these studies the ESO tool reMIND is used to find the optimal 

operation strategy and investigate how different boundary conditions, such as changes in 

electricity and fuel prices, influence the system. 

2.2  Discrete Event Simulation (DES) tool 

The tool used for DES is QUEST and was developed by Delmia [40].  QUEST belongs to 

a category of programs that enables the user to build highly accurate models for systems 

analysis. The tool was originally built for material handling systems and the simulation of 

industrial production. To accomplish this, discrete mathematics may be used, in which 

events of various kinds are governing and stored in a queue for each object in the 

simulation model. An event can be initiated in two ways, either by another event, or at a 

defined period of time. An example of an event-initiated event is when a machine is at 

idle and a new product is to begin to be processed in the machine. It is the combination of 

using time and events that makes the production simulation a powerful tool for analyzing 

a system.  
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QUEST provides a large number of predefined entities, like machines, operators and 

buffers, which can be configured in the way desired. In more advanced models, like the 

model described in this paper, the logic needs to be programmed in the built-in 

Simulation Control Language (SCL). SCL is a procedural language adapted for more 

unique and complex logic. The term “logic”, in this case, is used to describe the decision-

making activities that occur at specific times during the simulation. Quest has also a built-

in 3-D CAD and can import the most common file formats from other CAD programs. 

3 A step-by-step approach to combine methods 

This section describes how the ESO tool reMIND and the DES tool QUEST can be 

combined. A comprehensive five-step approach, as presented in Figure 1, is proposed. 

Using the five-step approach, more thorough results may be obtained regarding, for 

example, the robustness of operation of the production systems and system cost 

reductions. 

3.1 Step 1 – Data collection 

There are several important steps that must be considered before constructing the models. 

The problem of interest must be clear and addressed from the viewpoint of both methods. 

The objectives should be clearly defined and formulated so that both methods can be used 

together in a way that enhances the results of the study [28]. The input data needed by the 

project should also be identified and collected. Extra focus must be placed on the 

information that will help to achieve the common objectives of the study. The amount of 

data that needs to be collected is highly dependent upon system and problem 

delimitations, project objectives and credibility concerns [28]. The choice of system  



 

 9 

 

 

Figure 1 A step-by-step approach to combine methods. 

 



 

 10 

boundary and setting an appropriate system boundary are therefore vital. For example, it 

is important to define whether it is the entire industrial energy system or a single process 

line that is modeled. The system boundary should be set in way that helps to achieve the 

objectives of the study.  

The input data to the ESO and DES models may be common or model specific. The 

common input data can be, for example, melting capacity, electricity demand for the 

melting and holding furnaces, efficiency, operator working schedules and processing 

times. The model-specific data in the ESO model can be, for example, logic input data 

that describes how different processes are linked to each other and how they run, while in 

the DES model these can be breakdown time, order list, layout, travel times, Logic (flow 

description and input devices) and disturbances.  

3.2 Step 2 – Model construction and validation 

The models are built in commercial simulation software and optimisation software, for 

example, QUEST and reMIND. The models are constructed from a set of equations based 

on the collected data and delimitations of the problem identified in the previous step. The 

simulations and optimisations are carried out and a structured walk-through of the model 

should be done to ensure that the model’s earlier performance and assumptions are 

correct in other words, the models should be verified and validated.  The verification of a 

model should answer the question of whether the model behaves in the right way, while 

the validation of the model should answer the question of whether the model is accurate 

representation of the optimized or simulated system.  If errors are found in the model’s 

performance or in the assumptions the model must be updated before proceeding to the 

result comparison in Step 3. 
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3.3  Step 3 – Comparison of results and evaluation of differences 

In the third step, the results are compared and any differences noted and evaluated. The 

amount of energy used in a process or processes is one type of the types of differences in 

the results that is highly dependent on resource utilisation and idle time. Another type of 

difference that has a significant impact on the system might be the number of produced 

units, which depends on disturbances or stoppages on a production line when a machine 

breaks down. If errors or differences are found in the results, the simulation or 

optimisation model must be updated before proceeding to Step 4. The simulation or 

optimization model is updated by changing the constraints or parameters that need to be 

changed in the model. For example, it may be a production capacity of a machine, or 

amount of energy used in a machine or process that needs to be changed. If the modelled 

system is a real, existing system, the performance measures collected from the existing 

system are compared with the corresponding performance measures from the simulation 

and optimisation models. 

3.4 Step 4 – Optimisation of the system 

When the simulation and optimisation models are synchronised, different boundary 

conditions can be used, such as different production process capacity, change in operation 

hours (for example from a two-shift to a three-shift operation) or a change in energy and 

raw materials prices. The optimisation model is run to find the optimum operating 

strategy. In this study, for example, different electricity prices are used in order to 

investigate how these parameters affect the operating strategy. Different electricity prices 

are used, due to the fact that the electricity cost constitutes the largest part of the 

company’s energy costs. 
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3.5 Step 5 – Verification of results  

The simulation tool is used to verify, evaluate and test the results from the optimisations. 

The optimum result should be simulated for two main reasons: first, to analyse and 

update the simulation and optimisation models if errors or differences (as outlined in Step 

3) are found, and second, to investigate if the optimum result can be applied in the 

simulation model or not. If the optimisation result cannot be applied based on the results 

from the simulation run, an analysis should be made to show where the work in process is 

being delayed. There may be feedback loops between the Steps, for example between 

Step 4 and Step 5. 

4 The modelled system 

4.1 The foundry under study 

The analysed foundry is located in the south-west of Sweden and mainly manufactures 

heavy diesel engines for commercial vehicles. The foundry is northern Europe’s largest 

grey iron foundry and produces approximately 150,000 tons of castings annually [41]. 

The annual energy use is almost 250 GWh, of which the largest part is in the form of 

electricity and coke, the rest is Liquefied Petroleum Gas (LPG). The LPG is used for 

preheating the ladles while coke is used for the melting process. Over the past 15 years 

the company has worked hard to improve its energy efficiency. It has worked on 

improving the behaviour and attitude of its employees with regard to energy issues and 

has a well-defined environmental and energy policy. In this study the holding furnace 

included in the modelled system while the sand preparation is not included. 
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4.2 Investment background  

The foundry decided to invest in a new casting line. The investment includes a moulding 

line, two melting furnaces (one of which is in operation most of the time), one holding 

furnace and the ladles that are used to transport molten iron from the furnaces (melting 

and holding furnaces) to the moulding lines. The new furnace has a melting capacity of 6 

tons/hour and uses approximately 600 kWh of electricity per ton of molten iron. The 

excess heat from production is used to provide local heating. 

5 Model description 

5.1 The studied system and cases 

The model has been developed to represent an investment in a new casting line. The 

casting line consists of melting furnaces, a holding furnace, ladle heating, sand 

preparation and moulding process. Production for one week was modelled, using 120 

time steps, representing the hours between 12 p.m. Sunday and 12 p.m. Friday. The 

foundry operates in two shifts, beginning at 5.30 a.m. and ending at 11.30 p.m., which is 

17 hours per day and 85 hours per week in total. In order to investigate the usefulness of 

the simulation and optimisation method two different cases were devised. The first case 

uses current electricity prices, where the prices are assumed to remain stable. The other 

case uses future electricity prices, where electricity prices converge towards 800 

SEK/MWh during Monday to Friday between 6 a.m. and 6 p.m. and approximately 440 

SEK/MWh during the rest of the week, according to a study by Melkerson et al. [42].  

Different electricity prices are used in this study, because the electricity cost constitutes a 

large part of the company’s energy costs. 
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5.2 The optimisation model 

The system modelled in reMIND comprises both production and support processes and is 

represented as a network of nodes and branches (the square boxes and the arrows, 

respectively, found in Figure 2). The branches represent flows of any kind, such as 

material and energy, while the nodes represent a whole process line or a single piece of 

equipment. The production process begins when the melting furnaces are charged with 

virgin or scrap iron. The iron is transported via a ladle to the holding furnace, after the 

melting procedure is finalised. Finally, the melted iron is transported to the pouring 

station where ready moulds, supplied from the moulding line, are waiting. Figure 2 shows 

the most important energy and material flows within the system. The objective of this 

model is to minimise the system cost – the model’s system cost in this study comprises 

only electricity cost, in other words, LPG, labour and material costs are not included. The 

variables that affect the system cost are the cost of electricity for the processes such as 

moulding process, cleaning processes, lighting, ventilation, melting and holding 

processes.  The driving force for the model is the production of the final product of the 

system i.e. 368 tons of iron casting per week.  

5.3 The simulation model 

The modelled system consists of all production processes as well as support processes, as 

in the ESO tool. The main production processes are: 

 Two moulding machines with robots for material handling.  

 An ASRS (Automatic Storage and Retrieval System) with two cranes.  

 A grading station for moulds. 
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Figure 2 A schematic outline of the modelled system. The arrows represent different 

flows of electricity, LPG, iron for melting and finished product. 
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 An assembly station for moulds.  

 A coating station for moulds.  

 An oven for drying moulds.  

 A pouring and cooling station.  

 A melting furnace.  

 A holding furnace.  

 A casting shakeout.  

 Two pallet systems for transporting the moulds between the processes.  

The support processes are: lighting, ventilation, cooling machine and heat pumps. The 

simulation model has been built in 3-D based on information from the factory. Typical 

input data which is entered into the processes are cycle and set-up times, Mean Time 

Between Failure (MTBF) and Mean Time TO Repair (MTTR), number of pallets in the 

two transport systems and speeds for the material handling equipment in the model. The 

input data for the energy use for processes has been separate in three different states: one 

state for when the process is in operation, one state when the process is running idle and 

one state when there is equipment failure or equipment is blocked, preventing production. 

The model has been simulated with the same input data for energy prices as the reMIND 

model during the same time, in this case for one week of production. 
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6 Results 

This section provides results according to the step-by-step approach described in Section 

3 (see Figure 1). When the input data are collected and the models are built using the 

reMIND and QUEST tools, a structured walk-through of the model is implemented to 

ensure the model’s performance and the assumptions are correct and complete (Steps 1 

and 2). The results from the DES and ESO models are compared (Step 3) and the 

comparison of the results can be seen in Figure 3. The results from Figure 3 show that the 

amount of finished product is less in the DES model than in the ESO model, due to the 

fact that the DES tool takes into account disturbances, such as lack of raw materials, 

blockages or stoppages on a production line. This kind of disturbance is difficult to 

estimate or model with the ESO tool, therefore the quantity of finished product will be 

larger in the ESO model. It also shows that the electricity consumption for moulding, 

melting and holding processes per ton are less in the ESO model than in the DES model, 

due to more resources being utilised. This is, in fact, only due to the increase in 

production, which appears to increase the energy efficiency of this process. 

In order to synchronise the models and take into account more realistic data and dynamic 

changes in the system the ESO model is updated so that the quantity of finished product 

will be the same as in the DES model. The ESO model is run and a comparison of the 

results can be seen in Figure 4. 
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Figure 3 The results from simulation and optimisation tools for different processes. 

 

Figure 4 The results from simulation and optimisation tools for different processes after 

adjustment of the ESO model. 
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As shown in Figure 4, electricity consumption for a moulding and casting process is 

higher in the optimisation results than the simulation results. The reason for this is that 

the ESO model presumes that the processes are always in operation mode and, as a result, 

at maximum power, i.e. the rated power, is always used. In the simulation, however, 

different power demand levels are used, depending on the status of the process, i.e. if the 

process is in operation mode, if it is in idle mode or if it is blocked. Figure 5 shows 

results from the DES tool that indicate different states of the processes in the moulding 

process. The electricity consumption for the processes will vary over time and depend on 

the process’s mode. Figure 6 shows electricity consumption for Operation 1, which 

shows that Operation 1 is running or in operation mode only 70% of the time, the rest of 

the time it is in idle mode because of either idling or blocking. Therefore, the electricity 

consumption for the moulding and casting process is smaller in the simulation model if it 

is compared with the optimisation model. 

Since the optimization model cannot easily represent a process’s mode such as idling and 

blocking or stoppages when a machine breaks down, the average power  for the moulding 

and casting processes are used in the ESO model instead of maximum power i.e., the 

ESO model is further updated in order to synchronise the models. The ESO model is run 

and a comparison of the results can be seen in Figure 7. 

Figure 7 shows that the electricity consumption for melting, holding, casting and 

moulding processes in both models is almost the same. The small differences that exist in 

electricity consumption are because different tools are used. After synchronisation the 

models are run and energy costs are compared. The energy cost comparison from the 

DES and ESO models can be seen in Figure 8. 
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Figure 5 The results from the DES tools show various status of processes. 

 

Figure 6 The result from the DES tool shows electricity consumption for Operation 1.  



 

 21 

 

Figure 7 The results from simulation and optimisation tools for different processes after 

adjustment of the ESO model. 

 

Figure 8 The electricity costs comparison from the DES and the ESO models for current 

electricity prices. 
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The comparison of results in Figure 8 show that the energy cost per ton or per week from 

the DES and the ESO models is almost same, which indicates that the models validate 

each other’s results.  

To investigate how different boundary conditions affect the operational strategy both 

models are run (Steps 4 and 5) with future electricity prices, and a comparison of the 

results can be seen in Figure 9. The future electricity prices are 800 SEK/MWh during 

Monday to Friday between 6 a.m. and 6 p.m. and approximately 440 SEK/MWh during 

the rest of the week. 

 

Figure 9 The electricity costs comparision from the DES and the ESO models for future 

electricity prices. 
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Figure 9 shows that the energy costs from the DES model are higher than the cost from 

the ESO model, which indicates that the result from the DES model is not optimum. In 

order to achieve the same results in both models, the result from the ESO tool should be 

simulated in the DES tool (Step 5), i.e. the processes should be run in the manner that is 

proposed in the optimisation. The results from the optimisation indicated that the melting 

procedure takes place when electricity prices are low. This means that the excess capacity 

that exists in the melting furnaces is utilised by melting more in the evening, when 

electricity is cheaper. Molten iron is therefore kept in the holding furnace to be used in 

the pouring process later during the day. By turning off the melting furnaces for some 

periods during the day, when electricity prices are expensive, the same results are 

obtained in the simulation, see Figure 10. 

7 Concluding discussion 

Linking the above results to the aim and research question of this study, it is clear that the 

combination is depending on various issues, for example, if the issue is about an existing 

or non-existing system. For instance, if the issue is about a non-existent system, it is in 

general a good idea to use both the simulation and the optimization tool simultaneously, 

because there are many uncertain data that are difficult to estimate, by using only one of 

them. Both tools can support each other and more realistic output data regarding the 

dynamic changes that occur in the system such as blocking, idling, stopping, etc. can be 

obtained.  
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Figure 10 The electricity costs comparison from the DES and the ESO models for future 

electricity prices after adjustment of the DES model. 

 

It should be taken into account the extra costs for the use of the ESO and DES tools in the 

combination, since it takes more time and resources to build the models. However, both 

simulation and optimisation are needed to obtain the necessary results to be able to make 

a good decision about the new planned investment. The two methods give a broader basis 

for discussions by generating more results. Decisions can be made faster and safer by the 

two methods confirming each other's results, in other words the methods can be used to 

validate and verify each other’s model and results. The combination of the tools increases 

the reliability of the analysis, helps providing more information for the analysis than if 

the tools are used separately and facilitates decision making in an industrial site. There is 
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also pedagogical usefulness due to the fact that the method combination gives a more 

complete picture of industrial reality.  

From the above results, it can be seen clearly that combining DES and ESO tools is 

useful, can predict system behaviour, can give very detailed information about how the 

system works and decrease the system cost. The DES tool can give very detailed 

information about how the system operates, for example, information about the number 

of produced units per hour. On the other hand, the ESO tool can investigate if the result is 

optimum, in other words if the system is being operated in the best way. The results also 

show the importance of using the optimisation tool when different boundary conditions 

are used, because the results obtained from the simulation tool only showed feasibility 

and not the best way to run a factory. The results also show that the total energy usage 

may have a high value because some processes are always in operational mode and, as a 

result, the maximum amount of energy is used.  

The combination method described in this study is based on the use of the DES tool 

QUEST and the ESO tool reMIND. The method itself is generic, i.e. other similar tools 

can also be used with some adaptations and adjustments. 
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