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Abstract. We give a detailed study of the semiconvergence behavior of projected nonstationary simultaneous iterative reconstruction technique (SIRT) algorithms, including the projected Landweber algorithm. We also consider the use of a relaxation parameter strategy, proposed recently for the standard algorithms, for controlling the semiconvergence of the projected algorithms. We demonstrate the semiconvergence and the performance of our strategies by examples taken from tomographic imaging.
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1. Introduction. Computational tomography, as well as many other large-scale ill-posed imaging problems, lead to large linear systems of equations (often inconsistent) with noisy data, of the form

$$Ax \simeq b, \quad b = \bar{b} + \delta b, \quad A \in \mathbb{R}^{m \times n},$$

where $\bar{b}$ denotes the exact data and $\delta b$ is the perturbation consisting of additive noise. The matrix $A$ comes from the discretization of an ill-posed linear problem such as the Radon transform. The numerical solution of these systems calls for the use of iterative regularization methods, and it is often necessary to incorporate additional constraints to the reconstruction. In this paper we assume that the solution must belong to a convex set, e.g., the positive orthant corresponding to nonnegativity constraints. Such constraints incorporate prior physical knowledge about the solution, and therefore they typically lead to smaller reconstruction errors (see Figure 2.1 for an example). Some applications of projected iterative methods in seismology, image restoration, nonnegative matrix factorization, matrix completion, and supervised learning can be found in [1], [2], [3], [7], [23], [28], [31], [32].

We focus on regularizing iterations with semiconvergence, where the iteration number plays the role of the regularizing parameter. In the early stages the iteration vector approaches a regularized solution, while continuing the iteration leads to iterations vectors deteriorated by noise; cf. [1], [19], [20], [22], [27]. The semiconvergence of projected iterative methods has been noted in several papers [2], [3], [7]. It is also discussed in [19] and analyzed in an infinite dimensional setting by Eicke [16].
The main goal of our paper is to analyze semiconvergence for a class of nonstationary iteration methods in $\mathbb{R}^n$, often referred to as simultaneous iterative reconstruction technique (SIRT) [17], [21], including Landweber and Cimmino iterations, with a focus on their constrained companion versions that include projection in each iteration.

In a previous paper [18] we studied semiconvergence properties of unconstrained SIRT methods using a constant relaxation parameter. We also proposed two new nonstationary relaxation strategies and provided an asymptotic convergence analysis. Here we extend the semiconvergence analysis in two ways: (i) we include the constrained versions of SIRT, and (ii) we allow a certain family of nonstationary relaxation parameters which includes the two strategies already proposed in [18]. We also show that the bound for the noise-error using one of the strategies is smaller than the bound for the other. This theoretical result is confirmed by our numerical results.

We note that the role of the relaxation parameter is really twofold. The classical use of the step-length in optimization algorithms is to guarantee global (and fast) convergence. On the other hand, as demonstrated both theoretically and numerically in this paper, the step-length can also be used to suppress noise in connection with semiconvergence.

We start with a brief summary of the SIRT methods and their constrained versions followed by our analysis of semiconvergence. Next we discuss our parameter-choice strategies, and we finish with a few numerical examples from medical tomography.

Throughout the paper $\| \cdot \|$ denotes the vector and matrix 2-norm, and for $z \in \mathbb{R}^n$ and a symmetric positive definite (SPD) matrix $M \in \mathbb{R}^{m \times m}$ we define the weighted Euclidean norm $\| z \|_M = \sqrt{z^T M z}$. Moreover, $M^{1/2}$ is the square root of $M$, and $\rho(Q)$ is the spectral radius of the matrix $Q$.

2. Projected SIRT methods. The classical (unprojected) SIRT method and its projected version P-SIRT are summarized below.

Algorithm SIRT. Choose an arbitrary initial vector $\hat{x}_0 \in \mathbb{R}^n$ and a sequence of positive relaxation parameters $\{ \lambda_k \}$, and update the iteration vector $\hat{x}_k$ by means of

$$\hat{x}_{k+1} = \hat{x}_k + \lambda_k A^T M (b - A \hat{x}_k), \quad k = 0, 1, 2, \ldots.$$  

Several well-known methods can be written in the form (2.1) for appropriate choices of the matrix $M$. With $M$ equal to the identity we get the classical Landweber method [24]. Cimmino’s method [12] is obtained with $M = M_C = \frac{1}{m} \text{diag} (1/\| a_i \|^2)$, where $a_i$ denotes the $i$th row of $A$. The component averaging (CAV) method [11] uses $M = M_{CAV} = \text{diag} (1/ \sum_{j=1}^n N_j a_j^2)$, where $N_j$ is the number of nonzeros in the $j$th column of $A$. The original proposals of some unprojected SIRT methods use weights [17], but for simplicity we do not include weights here.

Algorithm P-SIRT. Let $\mathcal{C}$ denote a closed convex set, and let $P_{\mathcal{C}}$ be the metric projection onto the set $\mathcal{C}$. Choose an arbitrary initial vector $x_0 \in \mathbb{R}^n$ and a sequence of positive relaxation parameters $\{ \lambda_k \}$, and update the iteration vector $x_k$ by means of

$$x_{k+1} = P_{\mathcal{C}} (x_k + \lambda_k A^T M (b - A x_k)), \quad k = 0, 1, 2, \ldots.$$  

This is an instance of the gradient projection algorithm, for $M = I$ often called the projected Landweber iteration, which aims at finding a solution of

$$\min_{x \in \mathcal{C}} \frac{1}{2} \| A x - b \|^2_M.$$  

The following convergence result is given in, e.g., [4] and [29].
Theorem 2.1. Let \( \rho = \rho(A^T M A) \), and assume that \( 0 < \epsilon \leq \lambda \leq (2 - \epsilon)/\rho \) and also that the solution set of (2.3) is nontrivial. Then the sequence generated by (2.2) with \( \lambda_k = \lambda \) converges to a solution of (2.3).

In [25] linear convergence of the projected Landweber method was shown, and in [23] an expression for the rate constant was derived.

The constrained problem (2.3) has a solution for any right-hand side \( b \) if and only if \( A(C) \), the image set of \( C \), is closed; cf. [9, p. 444], [28, p. 442]. This is the case, e.g., if \( C \) is bounded or when the objective function is coercive, i.e., the null space of \( A \) is nontrivial. Note that for this case the objective function is strictly convex and a unique solution exists. Although these results are interesting, it is important to remember that for ill-conditioned problems—even in the finite dimensional case considered here—the solution set is usually completely deprived of any physical meaning due to the inverted noise. However, numerical results [3], [28] show that the method exhibits semiconvergence so that during the first steps the iterates improve, while later due to noise propagation they start to deteriorate.

By introducing an SPD matrix \( S \) in the two SIRT algorithms (2.1) and (2.2) we obtain the iterations
\[
\begin{align*}
\hat{x}_{k+1} & = \hat{x}_k + \lambda_k S A^T M(b - A \hat{x}_k), \\
x_{k+1} & = P_C(x_k + \lambda_k S A^T M(b - A x_k)), \quad k = 0, 1, 2, \ldots.
\end{align*}
\]

The latter is known as the scaled gradient projection method [4, pp. 209–210]; if we choose \( M = M_C \) and \( S = \text{diag}(m/N_j) \) in the former, then we obtain the diagonally relaxed orthogonal projection (DROP) algorithm from [10]. When the matrix is dense, \( N_j = m \), and Cimmino’s method is obtained. When \( N_j < m \), DROP takes larger stepsizes than Cimmino, which can much improve the initial rate of convergence [10], [11]. For recent developments and applications using the scaled gradient projection method see [3], [6], and [7].

Before continuing we briefly illustrate the importance of solving the constrained problem—instead of solving the unconstrained problem, possibly followed by a projection. For a certain test problem (see section 6) and with \( C \) equal to the nonnegative orthant, \( M = M_C \) and \( S = \text{diag}(m/N_j) \), we computed the reconstruction errors associated with the solutions \( \hat{x}_k \) from the unprojected algorithms (Cimmino and DROP), the projected vectors \( P_C(\hat{x}_k) \) (i.e., the projection onto \( C \) of the unprojected iterates \( \hat{x}_k \)), and the iterates \( x_k \) from the projected algorithms. Figure 2.1 shows the mini-
minimum reconstruction errors for three different noise levels (the optimal iteration index $k$ depends on the noise level). Clearly, the projected algorithms give the smallest reconstruction errors. Most often the set $\mathcal{C}$ is chosen so as to satisfy a natural physical constraint from the application at hand; a typical example is nonnegativity arising, e.g., in tomography.

Below we study the semiconvergence behavior of Algorithm P-SIRT, as well as the scaled gradient projection method, using a decreasing sequence of relaxation parameters $\lambda_k$. The total error can be decomposed into two parts—the iteration error and the noise error. These two errors can be represented by two functions both depending on the iteration index, the relaxation parameter, and the singular values of a matrix. In [18] we analyzed the behavior of these two functions and proposed new strategies to choose relaxation parameters in Algorithm SIRT in such a way that they control the propagated noise-error. We will show that this analysis, slightly modified, is valid also for the projected algorithms considered here.

3. Analysis of semiconvergence for P-SIRT. In this section we study the errors in the iterates $x_k$ of Algorithm P-SIRT. Write the singular value decomposition (SVD) of $M^{1/2} A$ as

$$M^{1/2} A = U \Sigma V^T,$$

where $\Sigma = \text{diag}(\sigma_1, \ldots, \sigma_p, 0, \ldots, 0) \in \mathbb{R}^{m \times n}$ with $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_p > 0$, and $p$ is the rank of $A$. Then $B \equiv A^T M A = (M^{1/2} A)^T(M^{1/2} A) = V \Sigma^T \Sigma V^T$ and $\rho(B) = \sigma_1^2$.

Let $\bar{x}$ be the solution to (2.3) with the noise-free right-hand side,

$$\bar{x} = \arg \min_{x \in \mathcal{C}} \frac{1}{2} \| A x - b \|_M^2.$$ 

Moreover, let $x_k$ and $\bar{x}_k$ denote the iterates of Algorithm P-SIRT using the noisy and the noise-free right-hand side, respectively. Then the error in the $k$th iterate clearly satisfies $x_k - \bar{x} = x_k - \bar{x}_k + \bar{x}_k - \bar{x}$, and therefore

$$\|x_k - \bar{x}\| \leq \|x_k - \bar{x}_k\| + \|\bar{x}_k - \bar{x}\|.$$ 

Hence the error decomposes into two components—the noise error $x_k - \bar{x}_k$ and the iteration error $\bar{x}_k - \bar{x}$ (in [19, p. 157], where unprojected Landweber iteration is treated, they are called “approximation error” and “data error”). It is the interplay between these two error-terms that explains the semiconvergence of the method. We split the analysis of these errors into two cases, depending on the rank of $A$, and we start with the case $\text{rank}(A) = n$.

3.1. The full column-rank problem. First we present an elementary result that is useful for our analysis.

**Lemma 3.1.** Let $q = \| I - \lambda B \|$. Assume that $\text{rank}(A) = p = n$ and $\sigma_1 > \sqrt{2} \sigma_n$. Further assume that $\lambda$ fulfills $0 < \epsilon \leq \lambda \leq (2 - \epsilon)/\sigma_1^2$. Then

$$q = \begin{cases} 
   1 - \lambda \sigma_n^2, & 0 < \lambda \leq \frac{2}{\sigma_1^2 + \sigma_n^2}, \\
   \lambda \sigma_1^2 - 1, & \frac{2}{\sigma_1^2 + \sigma_n^2} \leq \lambda < \frac{2}{\sigma_1^2}.
\end{cases}$$

**Proof.** Let $a = 1 - \lambda \sigma_n^2$ and $b = 1 - \lambda \sigma_1^2$. Using the SVD, one finds $q = \| I - \lambda B \| = \max(|a|, |b|)$. We need to check four possible sign combinations of $a$ and $b$. 
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The dashed line shows $A_{2004}^{k}$ with (3.5) in Theorem 3.8; see also Figure 3.1.

The following theorem considers the noise-error, while the iteration error is considered nonnegative and nonascending:

$$e_{k}(3.7) < \lambda_{(3.4)} 0$$

Defining

$$H_{k}(3.6) \equiv \frac{1 - (1 - \lambda \sigma_{2})^{k}}{\sigma}.$$ 

Hence, using the nonexpansivity of the projection operator, consider only the case

$x = x - k \bar{\lambda}$, which gives $\lambda_{(3.4)} 0 < \lambda \leq 1/\sigma_{n}^{2}$, contradicting the assumptions of this lemma.

The case $(+,-)$. Then $\lambda \geq 1/\sigma_{n}^{2}$ and $\lambda \leq 1/\sigma_{1}^{2}$, which is a contradiction.

The case $(+,-)$. Then $0 < \lambda < 1/\sigma_{n}^{2}$ and $\lambda \geq 1/\sigma_{1}^{2}$. Assume first that $q = a$ so that $a > -b$, which implies $1/\sigma_{1}^{2} < \lambda \leq 2/(\sigma_{1}^{2} + \sigma_{n}^{2})(< 1/\sigma_{n}^{2})$. Next, if $q = -b$ so that $-b > a$, one gets $2/(\sigma_{1}^{2} + \sigma_{n}^{2}) \leq \lambda \leq 1/\sigma_{n}^{2}$, $\square$

Remark 3.2. The above results may be obtained by a single graph of $q$; see Figure 4.4 in [30].

For inverse problems $\sigma_{n} \ll \sigma_{1}$ and hence $2/(\sigma_{1}^{2} + \sigma_{n}^{2}) \approx 2/\sigma_{1}^{2}$. Therefore, we will consider only the case $q = a = 1 - \lambda \sigma_{n}^{2}$ in what follows.

In our analysis we will assume that the sequence of relaxation parameters is nonnegative and nonascending:

$$0 < \lambda_{i + 1} \leq \lambda_{i}. \quad (3.4)$$

The following theorem considers the noise-error, while the iteration error is considered in Theorem 3.8; see also Figure 3.1.

**Theorem 3.3.** The noise-error in Algorithm P-SIRT is bounded above by

$$\|x_k - \bar{x}_k\| \leq \frac{\sigma \lambda_{0}}{\sigma_{n}^{2}} \Psi^{k}(\sigma_{n}, \lambda_{k-1}) \|M^{1/2}b\|, \quad (3.5)$$

with

$$\Psi^{k}(\sigma, \lambda) \equiv \frac{1 - (1 - \lambda \sigma_{n}^{2})^{k}}{\sigma}. \quad (3.6)$$

**Proof.** We have

$$x_k - \bar{x}_k = P_{C}(x_{k-1} + \lambda_{k-1} A^{T} M(b - A x_{k-1})) - P_{C}(\bar{x}_{k-1} + \lambda_{k-1} A^{T} M(\bar{b} - A \bar{x}_{k-1})).$$

Hence, using the nonexpansivity of the projection operator,

$$\|x_k - \bar{x}_k\| \leq \|(I - \lambda_{k-1} B)(x_{k-1} - \bar{x}_{k-1}) + \lambda_{k-1} A^{T} M \delta b\|.$$ 

Defining

$$e^{N}_{k} = \|x_k - \bar{x}_k\|, \quad \delta = \|A^{T} M \delta b\|, \quad q_k = \|I - \lambda_k B\|,$$ 

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig3.1.png}
\caption{The function $\Psi^{k}(\sigma, \lambda)$ as a function of $\sigma$ for $\lambda = 100$ and $k = 10, 30, 90, \text{ and } 270$. The dashed line shows $A^{k}_{2004}$.}
\end{figure}
we get

\[ e_k^N \leq q_{k-1}e_{k-1}^N + \delta \lambda_{k-1}. \]

It follows by induction that

\[ e_k^N \leq \prod_{i=0}^{k-1} q_i e_0^N + \delta \sum_{s=1}^{k-1} \lambda_{s-1} \prod_{i=s}^{k-1} q_i + \delta \lambda_{k-1}. \]

Since \( x_0 = \bar{x}_0 \), and using (3.4), it follows that

\[ e_k^N \leq \delta \lambda_0 \sum_{s=1}^{k-1} q_i + \delta \lambda_{k-1}. \]

By Lemma 3.1 we have \( q_i = 1 - \lambda_i \sigma_i^2 \) when \( 0 < \lambda_i < 2/(\sigma_1^2 + \sigma_n^2) \). Hence, using (3.4), we have \( q_i \leq 1 - \lambda_k \sigma_n^2 = q_k \) for \( k \geq i \). We stress that this property is crucial throughout our proof. Thus

\[ e_k^N \leq \delta \lambda_0 \sum_{s=1}^{k-1} q_i + \delta \lambda_{k-1}. \]

(3.9)

(3.10)

Using the bound \( \delta \leq \sigma_1 \| M^{1/2} \delta b \| \) the upper bound in (3.5) emerges.

Remark 3.4. A similar bound for the noise-error in the unprojected case, assuming a constant relaxation parameter, was derived in [18, (3.2)], without the factor \( \sigma_1/\sigma_n \). The reason for the presence of this factor here is that we need to use norms and inequalities to utilize the nonexpansiveness of the projection operator. For the same reason, the bound (3.5) might be quite pessimistic since it now holds for any closed convex set \( C \). Another reason is that the estimates used to arrive at (3.9) are rather crude.

Remark 3.5. When \( \lambda_k = \lambda \) for all \( k \geq 0 \), the bound (3.5) becomes

\[ \| x_k - \bar{x}_k \| \leq \frac{\sigma_1}{\sigma_n} \psi^k(\sigma_n, \lambda) \| M^{1/2} \delta b \|, \]

and for \( \lambda \sigma_n^2 \ll 1 \) we have

\[ \| x_k - \bar{x}_k \| \approx \lambda k \sigma_1 \| M^{1/2} \delta b \|, \]

showing that \( k \) and \( \lambda \) play the same role in suppressing the noise. The same observation is made in [1, p. 145] for Algorithm SIRT, and the observation also applies to (3.13) in the previous remark.

Remark 3.6. If \( A \) is a bounded linear operator mapping from an infinite dimensional Hilbert space to another infinite dimensional Hilbert space, so that the range of \( A \) is not closed (e.g., \( A \) is a compact operator), then \( \sigma_n \to 0 \) for \( n \to \infty \). Eicke [16, Thm. 3.4], using a constant relaxation parameter \( \lambda \), derives the following bound:

\[ \| x_k - \bar{x}_k \| \leq \lambda \delta k, \quad \delta = \| A^T M \delta b \|. \]
The unique root $\zeta_k \in (0,1)$ of $g_k(y) = 0$ (cf. (3.14)) as a function of the iteration index $k$.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$\zeta_2$</th>
<th>$\zeta_3$</th>
<th>$\zeta_4$</th>
<th>$\zeta_5$</th>
<th>$\zeta_6$</th>
<th>$\zeta_7$</th>
<th>$\zeta_8$</th>
<th>$\zeta_9$</th>
<th>$\zeta_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.3533</td>
<td>0.5583</td>
<td>0.6719</td>
<td>0.7394</td>
<td>0.8156</td>
<td>0.8574</td>
<td>0.8936</td>
<td>0.9019</td>
<td>0.9090</td>
</tr>
<tr>
<td>3</td>
<td>0.5533</td>
<td>0.8392</td>
<td>0.9574</td>
<td>0.9151</td>
<td>0.9366</td>
<td>0.9396</td>
<td>0.9294</td>
<td>0.9322</td>
<td>0.9349</td>
</tr>
<tr>
<td>4</td>
<td>0.6719</td>
<td>0.8574</td>
<td>0.9574</td>
<td>0.9151</td>
<td>0.9366</td>
<td>0.9396</td>
<td>0.9294</td>
<td>0.9322</td>
<td>0.9349</td>
</tr>
<tr>
<td>5</td>
<td>0.7394</td>
<td>0.8719</td>
<td>0.9574</td>
<td>0.9151</td>
<td>0.9366</td>
<td>0.9396</td>
<td>0.9294</td>
<td>0.9322</td>
<td>0.9349</td>
</tr>
<tr>
<td>6</td>
<td>0.7840</td>
<td>0.8837</td>
<td>0.9574</td>
<td>0.9151</td>
<td>0.9366</td>
<td>0.9396</td>
<td>0.9294</td>
<td>0.9322</td>
<td>0.9349</td>
</tr>
</tbody>
</table>

We note that when $\lambda_k = \lambda$, (3.9) in the above proof becomes

$$e_k^N \leq \delta \lambda \sum_{k=0}^{N-1} (1 - \lambda \sigma_n^2)^k,$$

and hence $\lim \|x_k - \bar{x}_k\| = \delta \lambda k$ as $\sigma_n \to 0$ similar to (3.13). Our bounds (3.5) and (3.11) can be seen as extensions of this result for $\sigma_n > 0$ and, in the case of (3.5), for a nonstationary algorithm.

Next we give an alternative upper bound for the noise error, which we will use in section 5.3 to give bounds for two specific relaxation strategies that satisfy (3.4). Following [18], we consider the equation

$$g_{k-1}(y) = (2k-1)y^{k-1} - (y^{k-2} + \cdots + y + 1) = 0,$$

which has a unique real root $\zeta_k \in (0,1)$. The roots satisfy $0 < \zeta_k < \zeta_{k+1} < 1$ and $\lim_{k \to \infty} \zeta_k = 1$ (see [18, Propositions 2.3, 2.4]), and they can easily be precalculated; see Table 3.1.

**Theorem 3.7.** Assume that $\sigma_1 \leq 1/\sqrt{\lambda_{k-1}}$; then

$$\|x_k - \bar{x}_k\| \leq \frac{\sigma_1 \lambda_0}{\sigma_n \sqrt{\lambda_{k-1}}} \frac{1 - \zeta_k^k}{\sqrt{1 - \zeta_k}} \|M^{1/2}b\|,$$

where $\zeta_k$ is the unique root in $(0,1)$ of (3.14).

**Proof.** Using [18, Proposition 2.3], we obtain the following bound for the function $\Psi^k(\sigma, \lambda)$ appearing in (3.5):

$$\max_{1 \leq i \leq n} \Psi^k(\sigma_i, \lambda_{k-1}) \leq \max_{0 < \sigma \leq \sigma_1} \Psi^k(\sigma, \lambda_{k-1}) \leq \max_{0 < \sigma \leq 1/\sqrt{\lambda_{k-1}}} \Psi^k(\sigma, \lambda_{k-1}) \leq \sqrt{\lambda_{k-1}} \frac{1 - \zeta_k^k}{1 - \zeta_k}.$$

The assumption in the theorem implies

$$\sigma_1 \leq 1/\sqrt{\lambda_{k-1}} \iff \lambda_{k-1} \leq 1/\sigma_1^2.$$

Then by (3.5) and (3.16), and assuming (3.17), we obtain the bound in (3.15).\[ \Box \]

We note that the case $\lambda_{k-1} \in (1/\sigma_1^2, 2/\sigma_1^2)$ is discussed in [18, Remark 2.2]. Next we give a bound for the iteration error, again assuming that (3.4) holds.

**Theorem 3.8.** The iteration error in Algorithm P-SIRT is bounded above by

$$\|\bar{x}_k - \tilde{x}\| \leq \sigma_n \Phi^k(\sigma_n, \lambda_{k-1}) \|x_0 - \bar{x}\|,$$

where $x_0$ is the initial vector and

$$\Phi^k(\sigma, \lambda) = \frac{(1 - \lambda \sigma^2)^k}{\sigma}. $$
It follows from (3.21) that this can be written
\[ e_k^i = \|x_k - \bar{x}\|, \quad \mu_k = |\lambda_k - \lambda|, \quad c = \|A^T \bar{b} - A \bar{x}\|, \]
in (3.20) and since \( \bar{\lambda} > 0 \) we may use a different value of \( \lambda \) in \( \mu_k \) for any index \( k \geq 0 \), so that \( \mu_k = 0, k \geq 0 \). It follows from (3.21) that
\[ e_k^i \leq q_k e_{k-1}^i + \mu_{k-1} c, \]
where \( q_k \) is defined in (3.7). Since (3.20) holds for any \( \lambda > 0 \) (so that \( \bar{x} \) is independent of \( \lambda \)), we may use a different value of \( \lambda \) in \( \mu_k \) for any index \( k \geq 0 \), so that \( \mu_k = 0, k \geq 0 \). It follows from (3.21) that
\[ e_k^i \leq q_k e_{k-1}^i (1 - \lambda_{k-1}^2 \sigma_n^2)^k \|x_0 - \bar{x}\|, \]
and since \( \bar{x}_0 = x_0 \), this completes the proof. 

Figure 3.2 shows the actual noise-error and iteration error for a certain test problem (see section 6) and three noise levels for Algorithm P-SIRT with \( M = M_C \) (Cimmino) with the optimal fixed \( \lambda \) (as defined in section 5.1). The dashed lines are proportional to the upper bounds in (3.11) and (3.18) except that we have omitted the factors \( \sigma_1/\sigma_n \) and \( \|x_0 - \bar{x}\| \), which make the bounds unrealistically pessimistic. The important observation is that, after some initial iterations, our bounds track the behavior of the two types of errors, illustrating that our analysis (except for unrealistic scaling factors) indeed describes the actual behavior of the errors.

Note that the iteration error, in the top part of the figure, increases after about 30 iterations; this is caused by the system being inconsistent. For comparison purposes, the bottom part of the figure shows the behavior when we solve a consistent system with the same matrix and a modified right-hand side.

**3.2. The rank-deficient problem.** In tomographic reconstruction applications the matrix often fails to fulfill the assumption \( \text{rank}(A) = n \) needed in Lemma 3.1, and an important case is the underdetermined problem with \( m < n \). In order to analyze Algorithm P-SIRT for such problems, we consider the following slightly modified problem, in the form of a regularized problem with regularization parameter \( \alpha \) and "balancing parameter" \( \mu = \|M\|/2 \):
\[ \min_{x} \frac{1}{2} \|Ax - b\|_M^2 + \alpha^2 \mu \|x\|_2^2 = \min_{x} \frac{1}{2} \left\| \frac{A}{\alpha I} x - \begin{pmatrix} b \\ 0 \end{pmatrix} \right\|_M^2, \]
where \( \hat{M} = \text{diag}(M, \mu I) \). The factor \( \mu \) is introduced to balance the terms \( \|Ax - b\|_M^2 \) and \( \mu \|x\|_2^2 \); for example, \( \mu = 1 \) for Landweber and \( \mu = m^{-1}/\min_i \|a_i\|^2 \) for Cimmino. Note that the negative gradient of the objective function in (3.22) is \( A^T M (b - A x) - \alpha^2 \mu x \). Hence one step of Algorithm P-SIRT takes the form
\[ x_{k+1} = P_{\mathcal{C}} \left( x_k + \lambda_k \left( A^T M (b - A x_k) - \alpha^2 \mu x_k \right) \right), \]
which is a standard projected SIRT step with a small correction.
FIG. 3.2. Comparison of actual errors with our bounds for three different noise levels \( \eta = \|\delta b\|/\|\bar{b}\| \). NE = noise-error; NE–b = our bound (3.11) with the factor \( \sigma_1/\sigma_n \) omitted; IE = iterations error; IE–b = our bound (3.18) with the factor \( \|x_0 - \bar{x}\| \) omitted. Top: Results for an inconsistent system of equations. Bottom: Similar results for a consistent system with the same coefficient matrix.

To analyze the noise- and iteration errors for the modified iteration in (3.22), we first consider the following error formula for the noise-error, which is derived similarly to (3.8):

\[
\|x_k - \bar{x}_k\| \leq \hat{q}_k \|x_{k-1} - \bar{x}_{k-1}\| + \delta \lambda_{k-1},
\]

in which \( \hat{q}_k = \|(1-\lambda_k \alpha^2 \mu)I - \lambda_k B\| \). We next relate \( \hat{q}_k \) to the SVD (3.1) by considering an extension of Lemma 3.1.

**Lemma 3.9.** Let \( \hat{q} = \|(1 - \lambda \alpha^2 \mu)I - \lambda B\| \) and \( \alpha^2 \mu = \sigma_p^2 \), and assume that \( \sigma_1 > \sqrt{3} \sigma_p \), where \( p = \text{rank}(A) \). Also assume that \( \lambda \) fulfills the condition \( 0 < \epsilon \leq \lambda \leq 2/(\sigma_1^2 + 2 \sigma_p^2) \). Then

\[
\hat{q} = \begin{cases}
1 - \lambda \sigma_p^2, & 0 < \lambda \leq \frac{2}{\sigma_1^2 + 2 \sigma_p^2}, \\
\lambda(\sigma_1^2 + \sigma_p^2) - 1, & \frac{2}{\sigma_1^2 + 2 \sigma_p^2} \leq \lambda < \frac{2}{\sigma_1^2 + \sigma_p^2}.
\end{cases}
\]

**Proof.** Using the SVD, we find

\[
\hat{q} = \max(|\hat{a}|, |\hat{b}|, |\hat{c}|), \quad \hat{a} = 1 - \lambda \alpha^2 \mu - \lambda \sigma_p^2, \quad \hat{b} = 1 - \lambda \alpha^2 \mu - \lambda \sigma_1^2, \quad \hat{c} = 1 - \lambda \alpha^2 \mu.
\]

We need to check the eight possible sign combinations of \((\hat{a}, \hat{b}, \hat{c})\).
Following [4], we define 

\[ y^H \]

Hence with 

\[ (\text{as in DROP}) \]

and 

\[ \text{the regularized step from (3.23) in the projected algorithm.} \]

We next note that if \( \hat{b} > 0 \), then also \( \hat{a}, \hat{c} > 0 \), so this case is already treated. Thus three cases remain: \((+, +, +)\), \((+, +, -)\), \((+, -, -)\), and \((-,-, +)\).

- The case \((+, +, +)\). Then \( \hat{a} \geq 0 \) gives \( \lambda \leq 1/(2\sigma_p^2) \), \( \hat{b} \geq 0 \) gives \( \lambda \leq 1/(\sigma_1^2 + \sigma_p^2) \), and \( \hat{c} \geq 0 \) gives \( \lambda \leq 1/\sigma_p^2 \). We conclude that for this case \( 0 < \lambda \leq 1/(\sigma_1^2 + \sigma_p^2) \). Obviously \( q = \hat{c} \) holds.
- The case \((-,-,-)\). Then \( \lambda \geq 1/\sigma_p^2 \). Hence by the convergence assumptions we must have \( 2/(\sigma_1^2 + \sigma_p^2) > 1/\sigma_p^2 \), which implies \( \sigma_1 < \sigma_p \), which is a contradiction.

Using Lemma 3.9, we can now repeat the steps in the semiconvergence analysis for the unconstrained case, and we arrive at the same expressions for the noise- and iteration errors, respectively, when applying Algorithm P-SIRT to problem (2.3) and for the unregularized case, and we arrive at the

P

(4.1)

Assumption (4.1) is satisfied, e.g., when \( \sigma_1 \) is diagonal with positive elements

Therefore, the convergence results for the unscaled gradient projection method apply to the sequence \( \{y_k\} \). We next observe that if \( y_k \to y^* \), then \( x_k \to S^{1/2}y^* \) for \( k \to \infty \). Hence with \( x^* = S^{1/2}y^* \) it follows that \( \|A^*y^* - b\|_M = \|A^*x^* - b\|_M \). This justifies the use of (2.4) for solving problem (2.3).

Assumption (4.1) is satisfied, e.g., when \( S \) is diagonal with positive elements (as in DROP) and \( C \) represents nonnegativity constraints. If \( C \) corresponds to box constraints, then the assumption is, in general, not fulfilled; in this case one can use the CAV method [11], which, for the unconstrained case, shows a behavior similar to that of DROP.

\[ x_k + \lambda_k SA^T M(b - Ax_k) = S^{1/2}(y_k + \lambda_k \bar{A}^T M(b - \bar{A}y_k)). \]

Assuming that

(4.1)

\[ P_C(Su) = SP_C(u) \quad \text{for any } u \in \mathbb{R}^n \]

the iteration (2.4) becomes

(4.2)

\[ y_{k+1} = P_C(y_k + \lambda_k \bar{A}^T M(b - \bar{A}y_k)), \quad k = 0, 1, 2, \ldots. \]
Our semiconvergence analysis can easily be extended to the iteration in (2.4). For the noise-error we get
\[ \|x_k - \bar{x}_k\| \leq \|(I - \lambda_{k-1}SA^TMA)(x_{k-1} - \bar{x}_{k-1}) + \lambda_{k-1}SA^TM\delta b\|, \]
and then we should take
\[ q_k \equiv \|I - \lambda_kSA^TMA\| = \|S^{1/2}(I - \lambda_kS^{1/2}A^TMAS^{1/2})S^{-1/2}\| = \|I - \lambda_kS^{1/2}A^TMAS^{1/2}\|. \]

Now we can use the SVD of $M^{1/2}AS^{1/2}$ (rather than (3.1)), and Lemmas 3.1 and 3.9 will be valid.

5. Choice of relaxation parameters. Several strategies for picking the relaxation parameter (or step-length) $\lambda_k$ have been proposed, and below we discuss the use of some of these strategies for Algorithm P-SIRT. Other choices, e.g., of adaptive type, can be found in [4] together with corresponding convergence results. A state-of-the-art study of step-length selection for nonnegativity constraints is given in [3], where scaled gradient projection methods, such as those in [6] and [23], are also considered.

5.1. Optimal fixed parameter. One strategy is the optimal choice strategy: this means finding that constant value of $\lambda$ which gives rise to the fastest convergence to the smallest relative error in the solution. The value of $\lambda$ is found by searching over the interval $(0, 2/\sigma_1^2)$. This strategy requires knowledge of the exact solution, so for real data one would first need to train the algorithm using simulated data; see [21] and [26].

5.2. De Pierro and Dos Santos (DPDS) strategy. This strategy is based on picking $\lambda_k$ such that the error $\|x^* - x_k\|$ is minimized in each iteration, where $x^*$ is any solution to $Ax = b$ which is assumed to be consistent. For the case $S = I$ we obtain
\[ \lambda_k = \frac{r_k^T M r_k}{A^T M r_k^2}, \quad r_k = b - Ax_k. \]

This case was investigated by De Pierro [14] for linear systems (using Cimmino iteration) and Dos Santos [15] for general convex objective functions, and we refer to (5.1) as the DPDS strategy. Let $Q \neq \emptyset$ denote the set
\[ Q = \{x | Ax = b, x \in C\}. \]

It follows from [15, Theorem 1] (after some adaption to our case) that $x_k \rightarrow x^* \in Q$ as $k \rightarrow \infty$. So in this case we are really solving a convex feasibility problem rather than a constrained optimization problem.

Next consider the case $S \neq I$. We first derive the relaxation parameter for the unconstrained case (which to our knowledge was not done previously). To do this we consider (cf. (4.2) without $P_C$) the step
\[ y_{k+1} = y_k + \mu_k p_k \quad \text{with} \quad p_k = A^T M(b - \bar{A} y_k). \]

Let $y^* = S^{-1/2}x^*$ such that $\bar{A} y^* = b$. Now apply the DPDS principle $\min \|y_{k+1} - y^*\|$ again, giving
\[ \mu_k = p_k^T (y^* - y_k)/\|p_k\|^2. \]
It follows after some calculations (and transforming back to \( x_k \)) that
\[
\mu_k = \frac{r_k^T M r_k}{\|A^T M r_k\|^2},
\]
with \( r_k = b - A x_k \). We may now use (2.4) with the above choice \( \lambda_k = \mu_k \). Assuming that both (4.1) and (5.2) are satisfied, convergence toward a point in the set \( Q \) is ensured. To our knowledge no results on semiconvergence using the DPDS strategy are known.

5.3. Diminishing stepsize strategy. For the diminishing stepsize strategy, the relaxation parameter must fulfill
\[
\lambda_k > 0 \quad \text{and} \quad \lambda_k \to 0 \quad \text{such that} \quad \sum_k \lambda_k = \infty.
\]
This strategy is described together with convergence results in [4, pp. 43, 207–208] and [29, p. 140]. Here we consider two diminishing stepsize strategies that were recently proposed and analyzed in [18] for the unprojected SIRT algorithm. The idea behind these strategies is to monitor and control the noise-error, and we refer the reader to [18, pp. 328–329] for a motivation for this. Since we now have derived error bounds for Algorithm P-SIRT that are similar to those for Algorithm SIRT, it is natural to also use these in the constrained case.

We propose the following two rules for picking relaxation parameters in Algorithm P-SIRT, where \( \zeta_k \) are the roots of (3.14):
\[
\Psi_1\text{-rule : } \lambda_k = \begin{cases} \sqrt{2}\sigma_1^{-2} & \text{for } k = 0, 1, \\ 2\sigma_1^{-2}(1 - \zeta_k) & \text{for } k \geq 2, \end{cases}
\]
\[
\Psi_2\text{-rule : } \lambda_k = \begin{cases} \sqrt{2}\sigma_1^{-2} & \text{for } k = 0, 1, \\ 2\sigma_1^{-2} \frac{1 - \zeta_k}{(1 - \zeta_k^2)^2} & \text{for } k \geq 2. \end{cases}
\]
Both these strategies are of diminishing stepsize type [18, Propositions 3.1 and 3.3]. In our numerical tests we found that (5.4) usually gives faster convergence than (5.3).

We next bound the noise-error for the two strategies. First we check the assumption (3.17). Using the numerical values from Table 3.1, we find that (3.17) is satisfied when \( k \geq 3 \) and \( k \geq 6 \) for strategies \( \Psi_1 \) and \( \Psi_2 \), respectively. Hence we get
\[
\Psi_1\text{-rule : } \|x_k - \bar{x}_k\| \leq \frac{\sigma_n^2 \lambda_0}{\sigma_n \sqrt{2}} \frac{1 - \zeta_k^k}{1 - \zeta_k} \|M^{1/2}b\|, \quad k \geq 3,
\]
and
\[
\Psi_2\text{-rule : } \|x_k - \bar{x}_k\| \leq \frac{\sigma_n^2 \lambda_0}{\sigma_n \sqrt{2}} \frac{(1 - \zeta_k^k)^2}{1 - \zeta_k} \|M^{1/2}b\|, \quad k \geq 6,
\]
where we have used \( 1/\sqrt{\lambda_{k-1}} \leq 1/\sqrt{\lambda_k} \) to get simpler formulas. Since
\[
\frac{(1 - \zeta_k^k)^2}{1 - \zeta_k} \leq \frac{1 - \zeta_k^k}{1 - \zeta_k} = 1 + \zeta_k + \zeta_k^2 + \cdots + \zeta_k^{k-1} \leq k,
\]
we see that strategy \( \Psi_2 \) has a lower upper bound for the noise-error than strategy \( \Psi_1 \), and both can (rather crudely) be bounded by \( k \).
In [18] we also proposed accelerating the above two strategies by replacing \( \lambda_k \) with \( \sqrt{2\sigma_k^{-1}} \) for \( k < k_0 \) and \( \tau \lambda_k \) for \( k \geq k_0 \), where \( \tau \) and \( k_0 \) are parameters to be chosen. Specifically, we have

\[
\begin{align*}
\text{modified } \Psi_1\text{-rule: } & \quad \lambda_k = \frac{2}{\sigma_k} (1 - \zeta_k), \quad k \geq k_0, \\
\text{modified } \Psi_2\text{-rule: } & \quad \lambda_k = \frac{2}{\sigma_k^2} \frac{1 - \zeta_k}{(1 - \zeta_k^2)^2}, \quad k \geq k_0,
\end{align*}
\]

with \( 0 < \epsilon_1 \leq \tau < (1 - \zeta_k) \) for \( k \geq k_0 \), and

\[
\begin{align*}
\text{modified } \Psi_2\text{-rule: } & \quad \lambda_k = \frac{2}{\sigma_k} (1 - \zeta_k), \quad k \geq k_0, \\
\end{align*}
\]

with \( 0 < \epsilon_2 \leq \tau < (1 - \zeta_k^2)/(1 - \zeta_k) \) for \( k \geq k_0 \). The reason for the bounds on \( \tau \) is that they will guarantee (as is easily seen) that the corresponding modified relaxation parameters are in the appropriate interval \((0, 2/\sigma_k^2)\). In this paper we use \( k_0 = 2 \) and \( \tau = 2 \) for strategy \( \Psi_1 \) and \( \tau = 1.5 \) for strategy \( \Psi_2 \). The modified strategies also belong to the diminishing step-length type; for a proof see [18].

6. Computational results. We report on some numerical tests with an example taken from the field of tomographic image reconstruction from projections, using the SNARK93 software package [8] and the standard head phantom from Herman [22]. This software generates a sparse matrix \( A \), an exact solution \( \bar{x} \) (which represents the “phantom”—see Figure 6.2), and a right-hand side \( \bar{b} \) that represents the noise-free data.

By using SNARK93’s right-hand side \( \bar{b} \), which is not generated as the product \( A\bar{x} \), we avoid committing an inverse crime where the exact same model is used in the forward and inverse problems.

Our phantom has size \( 63 \times 63 \), leading to an exact solution of length \( n = 3969 \), and we add Gaussian noise \( \delta b \) to the exact data scaled such that \( \eta = \|\delta b\|/\|\bar{b}\| \) equals 0.01, 0.05, and 0.08. As the set \( C \) we use the positive orthant such that we enforce nonnegativity on the reconstructions. We use Algorithm P-SIRT and the projected scaled gradient projection method (2.4), and for both methods we compute and plot the relative errors \( \|\bar{x} - x_k\|/\|\bar{x}\| \) for \( k = 1, 2, \ldots, 100 \).

All computations are done with the AIR Tools software package [21]. Note that the parameter-choice strategies need an estimate of the spectral radius, and we use a few Lanczos iterations to estimate \( \rho(A^TMC) \) and \( \rho(SA^TM\bar{C}A) \), as implemented in [21]. This approach is fast because for our matrices with nonnegative elements, by experience, the largest eigenvalue is well separated from the others.

In our first experiment we use an overdetermined problem in which the number of nonzero rows of the matrix is \( m = 5430 \), and we checked that this matrix has full rank. Figure 6.1 shows the relative error histories for two projected methods, P-Cimmino and P-DROP, using the optimal fixed relaxation parameter as well as the DPDS strategy (5.1) and the modified \( \Psi_1 \) and \( \Psi_2 \) strategies (5.7)–(5.8). These curves clearly show the semiconvergence of the iterations, as expected from our analysis. The zigzagging behavior of the DPDS strategy (for the unconstrained case) was also noted in [13, pp. 497 and 504] and in [18]; the reason seems to be that this strategy assumes consistent data.

For the fixed-\( \lambda \) case we clearly see the semiconvergence of the iterations, as expected from our analysis. For the modified \( \Psi_1 \) and \( \Psi_2 \) strategies we also have semiconvergence to the same minimum error, but the strict minimum is attained after a much larger number of iterations; see Table 6.1. The phantom and the reconstructions are shown in Figure 6.2.
Fig. 6.1. Relative error histories $\|\hat{x} - x_k\|_2 / \|\hat{x}\|_2$ for the overdetermined system, for three noise levels. The black circles denote the minimum error.

Table 6.1

The number of iterations needed to reach the minimum reconstruction error, and the minimum relative error at that point for the overdetermined problem.

<table>
<thead>
<tr>
<th></th>
<th>$\eta = 0.01$</th>
<th></th>
<th>$\eta = 0.05$</th>
<th></th>
<th>$\eta = 0.08$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>iterations</td>
<td>min</td>
<td>iterations</td>
<td>min</td>
<td>iterations</td>
</tr>
<tr>
<td>P-Cimmino</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>optimal $\lambda$</td>
<td>42</td>
<td>0.0692</td>
<td>22</td>
<td>0.1306</td>
<td>16</td>
</tr>
<tr>
<td>mod. $\Psi_1$</td>
<td>&gt;50,000</td>
<td>—</td>
<td>2322</td>
<td>0.1317</td>
<td>264</td>
</tr>
<tr>
<td>mod. $\Psi_2$</td>
<td>≈48,500</td>
<td>0.0693</td>
<td>358</td>
<td>0.1316</td>
<td>81</td>
</tr>
<tr>
<td>DPDS</td>
<td>21</td>
<td>0.0691</td>
<td>10</td>
<td>0.1387</td>
<td>10</td>
</tr>
<tr>
<td>P-DROP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>optimal $\lambda$</td>
<td>43</td>
<td>0.0990</td>
<td>22</td>
<td>0.1308</td>
<td>16</td>
</tr>
<tr>
<td>mod. $\Psi_1$</td>
<td>&gt;50,000</td>
<td>—</td>
<td>2308</td>
<td>0.1316</td>
<td>262</td>
</tr>
<tr>
<td>mod. $\Psi_2$</td>
<td>≈47,000</td>
<td>0.0691</td>
<td>357</td>
<td>0.1316</td>
<td>81</td>
</tr>
<tr>
<td>DPDS</td>
<td>21</td>
<td>0.0691</td>
<td>10</td>
<td>0.1384</td>
<td>10</td>
</tr>
</tbody>
</table>
Fig. 6.2. The exact image (the phantom) and the three optimal reconstructions for the overdetermined problem (the difference between the reconstructions from the different methods is indistinguishable).

Fig. 6.3. Relative error histories for the underdetermined system.

The important observation here is that for the larger noise levels the errors for the modified $\Psi_1$ and $\Psi_2$ strategies exhibit a fast-converging initial phase following the errors associated with the optimal $\lambda$. When they reach an error level close to the minimum, they enter the second phase, where the convergence slows down. This demonstrates that our diminishing stepsize strategy is able to control the iterations as desired in such a way that the initial convergence is as fast while convergence slows down approximately when the minimum error is reached.

In our second experiment we use a highly underdetermined system with the same
PROJECTED SIRT ALGORITHMS

\[ \eta = 0.01 \quad \eta = 0.05 \quad \eta = 0.08 \]

**Fig. 6.4.** The three optimal reconstructions for the underdetermined problem.

**Table 6.2**

<table>
<thead>
<tr>
<th>Method</th>
<th>( \eta = 0.01 )</th>
<th>( \eta = 0.05 )</th>
<th>( \eta = 0.08 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>iterations</td>
<td>min</td>
<td>iterations</td>
</tr>
<tr>
<td>P-Cimmino</td>
<td>optimal ( \lambda )</td>
<td>36</td>
<td>0.121</td>
</tr>
<tr>
<td></td>
<td>mod. ( \Psi_1 ) &gt;30,000</td>
<td>—</td>
<td>1098</td>
</tr>
<tr>
<td></td>
<td>mod. ( \Psi_2 ) \approx16,000</td>
<td>211</td>
<td>0.187</td>
</tr>
<tr>
<td>DPDS</td>
<td>18</td>
<td>0.121</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>optimal ( \lambda )</td>
<td>38</td>
<td>0.141</td>
</tr>
<tr>
<td></td>
<td>mod. ( \Psi_1 ) &gt;30,000</td>
<td>—</td>
<td>1169</td>
</tr>
<tr>
<td></td>
<td>mod. ( \Psi_2 ) \approx23,000</td>
<td>220</td>
<td>0.202</td>
</tr>
<tr>
<td>DPDS</td>
<td>18</td>
<td>0.141</td>
<td>10</td>
</tr>
</tbody>
</table>

63 \( \times \) 63 phantom and \( m = 1376 \) nonzero rows in \( A \), corresponding to measurements with fewer rays in the projections. This examples allows us to demonstrate experimentally that the projected algorithms still show semiconvergence and that our parameter-choice algorithms also work for these systems—in spite of the lack of a full theory. Figure 6.3 shows the same relative error histories as before, and the conclusion is the same as above—even though our theory does not cover this case. The optimal reconstructions are shown in Figure 6.4, and Table 6.2 lists the minimum errors and the number of iterations needed to reach them.

Finally, we return to the underdetermined system, and this time we solve the regularized system (3.22) by means of Cimmino’s method for which \( \mu = \| M \| = 0.31 \). As long as the regularization parameter \( \alpha \) is small, we compute essentially the same solutions as those for the unregularized problem. For example, if we choose \( \alpha = \sigma_p / \sqrt{\mu} = 2.5 \cdot 10^{-4} / \sqrt{0.31} = 4.3 \cdot 10^{-4} \) according to Lemma 3.9, then the 2-norm of the difference between the iterates is always less than \( 3 \cdot 10^{-8} \), and if \( \alpha = 10^{-2} \), then the norm of the difference is less than \( 2 \cdot 10^{-5} \). We conclude that while incorporating regularization into the problem is a safeguard which ensures that the theory holds, it may not be needed in practice.

**Conclusion.** Using a descending relaxation parameter sequence in Algorithm P-SIRT, we derived a formula for the influence of noise in the right-hand side for two cases. The first case is when rank(\( A \)) = \( n \), and the second is for a regularized problem with no rank restrictions on \( A \). In both cases we show that the algorithm exhibits semiconvergence. Further we showed that relaxation strategies, previously defined for unconstrained problems, can also be applied to constrained problems. We also demonstrated the performance of our strategies by examples taken from tomographic imaging.
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