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HARMONIC BALLS AND THE TWO-PHASE SCHWARZ FUNCTION

HENRIK SHAHGHOLIAN AND TOMAS SJÖDIN

Abstract. Here we shall introduce the concept of harmonic balls in subdomains of \( \mathbb{R}^n \), through a mean value property for a sub-class of harmonic functions on such domains. In the complex plane, and for analytic functions, a similar concept fails to exist due to the fact that analytic functions cannot have prescribed data on the boundary. Nevertheless, a two-phase version of the problem does exist, and gives rise to the generalization of the well-known Schwarz function to the case of a two-phase Schwarz function. Our primary goal is to derive simple properties for these problems, and tease the appetites of experts working on Schwarz function and related topics. Hopefully these two concepts will provoke further study of the topic.

1. Introduction and Basic Notation

We will be working in \( \mathbb{R}^n \) \((n \geq 2)\) and for a (signed) Radon measure \( \mu \) with compact support in \( \mathbb{R}^n \) we let \( U\mu \) denote the Newtonian/logarithmic potential normalized so that \(-\Delta U\mu = \mu\) in the sense of distributions (where functions are considered as distributions in the standard manner). We will by \( \delta_x \) denote a point mass at \( x \) and by \( \lambda \) we denote the Lebesgue measure. If furthermore \( K \subset \mathbb{R}^n \) is Greenian (i.e. an open set which has a Green’s function), then we let \( G_K(\cdot, \cdot) \) denote its Green function, and we denote Green potentials by \( G_K\mu \). We will regard this function as defined on all of \( \mathbb{R}^n \) and identically zero on \( K^c \). We will also denote the sweeping (balayage) of a finite measure \( \mu \) in \( K \) onto \( \partial K \) by \( \mu^{K^c} \). It is defined in such a way that if \( h \) is harmonic in \( K \) and continuous on \( K \) then \( \int h\mu = \int h(\mu^{K^c}) \), and it is furthermore given by \( \mu^{K^c} = (\Delta G_K\mu)|_{K^c} \). We will denote the open ball with center \( x^0 \) and radius \( r \) by \( B_r(x^0) \).

The paper will in a sense consist of two parts which are closely related. Both concern questions which to a large extent are motivated by the theory of quadrature domains and related topics. In the first part, which consists of section 2 and 3, we will study what we call harmonic balls in a subdomain \( K \subset \mathbb{R}^n \). These are subsets \( D = D(x^0, \alpha) \) of \( K \) which satisfy the mean value property

\[ \alpha h(x^0) = \int_D h d\lambda, \]

for all functions \( h \) which are harmonic in \( D \) and (roughly speaking) vanish on \( \partial D \cap \partial K \). Here one could of-course in analogy with the theory of quadrature
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domains study more general measures than point masses, but most of the questions we are interested in here would have negative answers in more general settings (however the basic existence results, for instance, can be proved in the same manner with small changes under more general assumptions).

The second part (section 4), which will deal with what we call two-phase Schwarz functions, can be motivated in two ways. The first motivation is the failure to generalize the concept of harmonic balls to analytic balls, which is due to that an analytic function which vanishes on some non-trivial part of the boundary of for instance a simply connected domain has to be identically zero. But it turns out that one can still in some sense generalize the idea to two phases, where one balances the values of the function from both sides of the boundary.

The other motivation comes directly from the recent theory of two-phase quadrature domains (see [8, 10]). Let us first recall that a (one-phase) quadrature domain for harmonic (analytic) functions in the plane is a bounded open set \( D \subset \mathbb{R}^2 \) such that for some distribution \( \mu \) with compact support in \( D \)

\[
\langle \mu, h \rangle = \int_D h d\lambda
\]

for all integrable harmonic (analytic) functions \( h \) in \( D \). This is equivalent to that the function \( u = U_\mu - U(\lambda|_D) \) satisfies \( u = |\nabla u| = 0 \) (respectively just \( |\nabla u| = 0 \)) in \( D^c \). If we define the function \( S = \overline{\nabla} - 4\partial u \) and \( D \) is a quadrature domain, then \( S \) satisfies \( \overline{\partial}S = \mu \) in \( D \) and \( S(\overline{z}) = \overline{z} \) on \( \partial D \). In particular \( S \) is analytic in \( D \setminus \text{supp}(\mu) \). This is the definition of a one-sided (one-phase) Schwarz function with respect to \( \partial D \). Here it is enough that \( D \) is a quadrature domain for analytic functions with respect to \( \mu \). Furthermore this can be reversed. If for some domain \( D \) there exists a one-sided Schwarz function \( S \), i.e. a function \( S \) which equals \( \overline{z} \) on \( \partial D \) and analytic in \( D \setminus C \) for some compact subset \( C \subset D \), then \( \overline{\partial}S = \mu \) has compact support in \( D \) and \( u = U_\mu - U(\lambda|_D) \) satisfies \( u = \overline{\nabla} - 4\partial u \), so in particular \( |\nabla u| = 0 \) on \( \partial D \). Hence \( D \) is a quadrature domain for analytic functions with respect to \( \mu \).

The two-phase Schwarz function will be similarly related to two-phase quadrature domains. We recall that a two-phase quadrature domain for harmonic functions with respect to the pair \( (\mu_+, \mu_-) \) of measures with disjoint compact supports and positive numbers \( (\beta_+, \beta_-) \) is a pair of disjoint bounded open sets \( (D_+, D_-) \) such that \( \text{supp}(\mu_\pm) \subset D_\pm \) and the function

\[
(1) \quad u = (U_\mu_+ - \beta_+ U(\lambda|_{D_+})) - (U_\mu_- - \beta_- U(\lambda|_{D_-}))
\]

vanishes in \( D^c \), where \( D = D_+ \cup D_- \). (Note that we do not assume that the gradient vanishes which it will typically not do on \( \partial D_+ \cap \partial D_- \)). This is roughly equivalent to a two-phase quadrature identity for all harmonic functions which are continuous up to the closure of \( D_+ \cup D_- \). The function

\[
S = \begin{cases} 
\beta_+ \overline{\nabla} - 4\partial u & \text{in } D_+ \\
-\beta_- \overline{\nabla} - 4\partial u & \text{in } D_-
\end{cases}
\]

satisfies

\[
\overline{\partial}S = \begin{cases} 
\beta_+ - \Delta u = \mu_+ & \text{in } D_+ \\
-\beta_- - \Delta u = -\mu_- & \text{in } D_-
\end{cases}
\]
and (roughly speaking)
\[ S(z) = \beta_+ z, \quad z \in \partial D_+ \setminus \partial D_- \]
\[ S(z) = -\beta_- z, \quad z \in \partial D_- \setminus \partial D_+ \]
\[ \lim_{w \to z, w \in \partial D_+} S(w) - \lim_{w \to z, w \in \partial D_-} S(w) = (\beta_+ + \beta_-)z, \quad z \in \partial D_+ \cap \partial D_- \]

Such a function will be an example of a two-phase Schwarz function for \( (D_+, D_-) \).

We should note here that the gradient \( \nabla u \) does not vanish on \( \partial D_+ \cap \partial D_- \) but we have that the limit of the gradient from \( D_+ \) equals - the limit of that from \( D_- \).

We end the paper with a short section listing possible areas for future research within this field.

1.1. Notation.
- \( U_\mu \): Newtonian (logarithmic if \( n = 2 \)) potential of \( \mu \),
- \( G_{K\mu} \): Green potential of \( \mu \),
- \( \Delta \): Laplacian,
- \( B_r(x) \): open ball with center \( r \) and radius \( x \),
- \( \lambda \): Lebesgue measure,
- \( \overline{D} \): closure of \( D \subset \mathbb{R}^n \),
- \( D^o \): interior of \( D \subset \mathbb{R}^n \).

In \( \mathbb{R}^2 = \mathbb{C} \) we will also use the notation
\[ \partial = \frac{\partial}{\partial z}, \quad \overline{\partial} = \frac{\partial}{\partial \overline{z}}. \]

2. Harmonic balls

Let \( K \subset \mathbb{R}^n (n \geq 2) \) be a Greenian domain (open connected set). For a subdomain \( D \subset K \) we define
\[ \overline{H}_K(D) = \{ G_{K\mu} : \mu \text{ is a signed Radon measure with compact support in } K \setminus D \}, \]
\[ \overline{S}_K(D) = \{ G_{K\mu} : \mu \text{ is a signed Radon measure with compact support in } K, \mu|_D \leq 0 \}. \]

**Definition 2.1** (Harmonic/Subharmonic balls). Let \( x^0 \in K \) and \( \alpha > 0 \).

A domain \( D(x^0, \alpha) \subset K \) is called a harmonic ball relative to \( K \) if
\[ \int_{D(x^0, \alpha)} h(x) \, d\lambda = \alpha h(x^0), \quad \forall h \in \overline{H}_K(D(x^0, \alpha)). \]

A domain \( D(x^0, \alpha) \subset K \) is called a subharmonic ball relative to \( K \) if
\[ \int_{D(x^0, \alpha)} s(x) \, d\lambda \geq \alpha s(x^0), \quad \forall s \in \overline{S}_K(D(x^0, \alpha)). \]

We will refer to \( x^0 \) as the center of the ball, and \( \alpha \) as the size of the ball.

If \( D(x^0, \alpha) \subset K \) is a harmonic ball then it coincides with the standard ball with center \( x^0 \) and Lebesgue measure \( \alpha \). Indeed, this follows from the well-known mean value property for harmonic functions over the balls (see [2]), and the fact that balls are the only domains with this property (see [1]). Also, if \( K \) were not Greenian then the only domains reasonably corresponding to harmonic balls would be of the form \( B_r(x) \cap K \), and hence it is of no loss of generality to assume that \( K \) is Greenian.

Subharmonic balls has also been introduced and studied by M. Sakai (see [27]), where they are called restricted quadrature domains.
Theorem 2.1. Let $x^0 \in K$, $\alpha > 0$ and $D \subset K$ be open, and define
\[ u_K = \alpha G_K(x^0, \cdot) - G_K(\lambda|_D). \]
Then the following holds:
(a) $D$ is a harmonic ball with center $x^0$ and size $\alpha$ if and only if $u_K = 0$ in $K \setminus D$.
(b) $D$ is a subharmonic ball with center $x^0$ and size $\alpha$ if and only if $u_K \geq 0$ in $K$ and $u_K = 0$ in $K \setminus D$.

Proof. The only if statements are clear since $G_K(\cdot, x) \in \tilde{H}_K(D)$ if $x \in K \setminus D$ and $-G_K(\cdot, x) \in \tilde{S}_K(D)$ for all $x \in K$. In the other direction we note that if $\mu$ has compact support in $K \setminus D$ and $u_K = 0$ in $K \setminus D$ then we have by Fubini’s theorem
\[ \alpha G_K \mu(x^0) - \int_D G_K \mu d\lambda = \int (\alpha G_K \delta_{x^0} - G_K(\lambda|_D)) d\mu = 0, \]
because the integrand on the right hand side is identically zero on the support of $\mu$.
If we instead only assume that $\mu \leq 0$ in $D$, and that $u_K \geq 0$ with equality in $K \setminus D$ then we have by Fubini’s theorem
\[ \alpha G_K \mu(x^0) - \int_D G_K \mu d\lambda = \int (\alpha G_K \delta_{x^0} - G_K(\lambda|_D)) d\mu \leq 0, \]
because the integrand is nonnegative in $K$, zero outside of $D$ and $\mu \leq 0$ in $D$ by assumption. \qed

Remark 2.2. We note that in case $K = D$, then the class $\tilde{H}_K(D)$ only contains the zero function. Hence $K$ itself will always be a harmonic ball with our definition. We will call this the trivial harmonic ball. The problem is that if $K$ is small compared to $\alpha$, then $K$ will also be the only candidate for a harmonic ball, and therefore we do not wish to exclude it either. But care has to be taken when formulating uniqueness results due to this.

It is also a bit unclear to what extent the definition, even if overlooking this trivial case, is enough in general to guarantee some sort of uniqueness in general. It does so in many cases, for instance of $K$ is a half-space as we will see later. Due to this it might be natural to introduce some extra condition on harmonic balls. One such condition that seems natural is the following:

Definition 2.2. A harmonic ball $D(x^0, \alpha)$ is said to be positive if the sweeping $(\alpha \delta_{x^0} - \lambda|_{D(x^0, \alpha)})^{K^c}$ of $\alpha \delta_{x^0} - \lambda|_{D(x^0, \alpha)}$ onto $\partial K$ is positive.

It is implicit in this definition that the sweeping is well defined (i.e. $\lambda(D(x^0, \alpha)) < \infty$). It follows immediately that the assumption implies that $\lambda(D(x^0, \alpha)) \leq \alpha$ if $D(x^0, \alpha)$ is a positive harmonic ball. In particular if $\lambda(K) > \alpha$ then $K$ is not a positive harmonic ball with size $\alpha$ for any point in $K$.

It is furthermore clear that a subharmonic ball is always a positive harmonic ball in this sense.

Question 2.1. Are there any non-trivial examples of harmonic balls that are not positive?
3. Existence and Uniqueness

In this section we will first recall some basic facts about partial balayage, and use this to prove existence of subharmonic balls. After this we study the uniqueness of a harmonic ball with given center $x^0$ and size $\alpha$. The uniqueness of harmonic balls for $K = \mathbb{R}^n$ is well known (see e.g. [29]).

3.1. Partial balayage. Here we recall some basic facts about the notion of (one-phase) partial balayage, which was originally developed by Gustafsson and Sakai [14]. A recent exposition of it may be found in [9]. For an open set $K \subset \mathbb{R}^n$ and a positive measure $\mu$ with compact support in $K$ we define

$$V_{K\mu}(x) = \sup \left\{ v(x) : v \text{ is subharmonic on } K \text{ and } v \leq U\mu + \frac{|x|^2}{2n} \text{ on } \mathbb{R}^n \right\} - \frac{|x|^2}{2n}$$

and then put $B_{K\mu} = -\Delta V_{K\mu}$. It turns out that there is a measure $\nu$ such that

$$B_{K\mu} = \lambda_{\omega(K,\mu)} + \mu_{\omega(K,\mu)^c} + \nu = \lambda_{\Omega(K,\mu)} + \mu_{\Omega(K,\mu)^c} + \nu,$$

where

$$\omega(K,\mu) = \{ V_{K\mu} < U\mu \}$$

and

$$\Omega(K,\mu) = \bigcup \{ U : U \subset K \text{ open and } B_{K\mu} = \lambda \text{ in } U \},$$

and these are bounded open subsets of $K$. (Clearly $V_{K\mu} = U\mu$ on $K^c$.) Further,

$$B_{K\mu} \leq \lambda \text{ on } K \quad \text{and} \quad \nu \geq 0,$$

and $\nu$ is supported by $\partial K \cap \partial \omega(K,\mu)$. We note that $\omega(K,\mu) \subset \Omega(K,\mu)$ and that this inclusion may be strict, even when $\mu$ has compact support contained in $\Omega(K,\mu)$. Clearly these sets increase as $K$ increases and as $\mu$ increases. It will be convenient to define

$$W_{K\mu} = U\mu - V_{K\mu},$$

whence $W_{K\mu}$ is lower semicontinuous, $-\Delta W_{K\mu} \geq \mu - \lambda$ on $K$ and $W_{K\mu} \geq 0$ on $\mathbb{R}^N$. Finally, if $K = \mathbb{R}^n$, we will abbreviate the above notation to $V\mu$, $B\mu$, $\omega(\mu)$, $\Omega(\mu)$, and $W\mu$, respectively. In this case, $\nu = 0$.

3.2. Existence and uniqueness.

**Proposition 3.1.** For every $x^0 \in K$ and every $\alpha > 0$ there is up to a Lebesgue null set a unique subharmonic ball $D(x^0,\alpha)$.

**Proof.** We note that if we let $D(x^0,\alpha) = \omega(K,\alpha \delta_{x^0})$ then it follows by construction that it is a subharmonic ball as stated. We immediately get that $\lambda(\Omega(K,\alpha \delta_{x^0}) \setminus \omega(K,\alpha \delta_{x^0})) = 0$. The uniqueness will follow from proposition 3.2 below. $\square$

**Question 3.1.** Are there any examples of $K, x^0, \alpha$ such that $\omega(K,\alpha \delta_{x^0}) \neq \Omega(K,\alpha \delta_{x^0})$?

**Proposition 3.2.** Let $D$ be a harmonic ball with center $x^0$ and size $\alpha$ and $\Omega$ a subharmonic ball with center $x^0$ and size $\alpha$ in $K$. Then $G_K \lambda|\Omega \leq G_K \lambda|_D$ in $K$ and $(\lambda|_D)^{K^c} \geq (\lambda|_{\Omega})^{K^c}$. Furthermore $\partial D \cap K \subset \overline{\Omega}$. 
Proof. Since \( G_K \lambda|_D = \alpha G_K \delta_{x_0} \geq G_K \lambda|_\Omega \) in \( K \setminus D \) we see that \( u = G_K \lambda|_D - G_K \lambda|_\Omega \geq 0 \) in \( K \setminus D \). And in \( D \) we have \(-\Delta u = \chi_D - \chi_\Omega \geq 0\), so \( u \) is superharmonic in \( D \). Hence \( u \geq 0 \) by the maximum principle. By Kato’s inequality we have
\[
(\lambda|_D)^{K^c} = (\Delta G_K(\lambda|_D))|_{K^c} \geq (\Delta G_K(\lambda|_\Omega))|_{K^c} = (\lambda|_\Omega)^{K^c}.
\]

For the second part, assume that \( x \in (\partial D \setminus \overline{\Omega}) \cap K \). Then \( u \) is superharmonic and not identically zero close to \( x \). Furthermore it is nonnegative and assumes its minimum value 0 in \( x \), which contradicts the minimum principle. \(\square\)

Remark 3.3. Clearly the above proposition implies that subharmonic balls are unique up to a Lebesgue null set, since they have to produce the same Green potential. Indeed, it follows more or less directly from our definitions that we have
\[
\omega(K, \alpha \delta_{x_0}) \subset D(x_0, \alpha) \subset K, \alpha \delta_{x_0}
\]
for all subharmonic balls \( D(x_0, \alpha) \).

It is also well known that \( \lambda(\partial \Omega(K, \alpha \delta_{x_0}) \cap K) = 0 \), and hence it follows that
\[
\Omega(K, \alpha \delta_{x_0}) = (\omega(K, \alpha \delta_{x_0}))^0 \cap K.
\]

Corollary 3.4. Suppose that \( \Omega \) is a subharmonic ball with center \( x_0 \) and size \( \alpha \). If \( K \setminus \Omega \) is connected, then any harmonic ball \( D \) with center \( x_0 \) and size \( \alpha \) such that \( D \cup \overline{\Omega} \neq K \) satisfies \( D \subset \Omega(K, \alpha \delta_{x_0}) \). In particular, if \( K \) is a half-space then the only harmonic ball with center \( x_0 \) and size \( \alpha \), apart from the trivial one, is the subharmonic ball \( \omega(K, \alpha \delta_{x_0}) \).

Proof. We note that it is enough to prove that \( D \subset \overline{\Omega} \), because it is well known that \( \partial \Omega \cap K \) has zero Lebesgue measure, and hence \( \Omega(K, \alpha \delta_{x_0}) \) equals the interior of \( \overline{\Omega} \). Since \( K \setminus \Omega \) is connected we have that if \( x \in D \setminus \overline{\Omega} \), then either \( (\partial D \setminus \overline{\Omega}) \cap K \) is nonempty which contradicts the fact that \( \partial D \cap K \subset \overline{\Omega} \), or \( D \) contains \( K \setminus \overline{\Omega} \) which is not the case by assumption.

For the last part we simply note that it is easy to see that if \( K \) is a half-space, then \( \omega(K, \alpha \delta_{x_0}) = \Omega(K, \alpha \delta_{x_0}) \) and also that \( K \setminus \omega(K, \alpha \delta_{x_0}) \) is connected. \(\square\)

Question 3.2. Are there any examples of non-trivial harmonic balls which are not subharmonic balls?

We will now prove that in case \( K \) is starshaped with respect to \( x_0 \) then so are the subharmonic balls centered at \( x_0 \).

Theorem 3.5. If \( K \) is starshaped with respect to \( x_0 \), then so is \( \omega(K, \alpha \delta_{x_0}) \). In particular \( \Omega(K, \alpha \delta_{x_0}) = \omega(K, \alpha \delta_{x_0}) \).

Proof. Without loss of generality we may assume that \( x_0 = 0 \). Furthermore if we exhaust \( K \) by domains \( \tilde{K}_n \), then it is easy to see that \( \omega(K_n, \alpha \delta_{x_0}) \) increases to \( \omega = \omega(K, \alpha \delta_{x_0}) \). Hence we may without loss of generality assume that \( K \) has a smooth boundary.

Now let
\[
u = \alpha G_K(x_0, \cdot) - G_K(\lambda|_{x_0}) \text{ in } K,
\]
and
\[
w(x) = x \cdot \nabla u(x) \text{ in } K \setminus \{0\}.
\]
Since \( \partial K \) is smooth the function \( u \) suitably extended to \( K^c \) belongs to \( C^1(\mathbb{R}^m) \), which will be used below.
The function \( w \) satisfies
\[
\Delta w(x) = \nabla (\Delta u)(x) + 2 \Delta u(x) = 2 \text{ in } \omega \setminus \{0\}.
\]
Hence it is subharmonic in \( \omega \setminus \{0\} \), and furthermore it is clear that close to 0 \( w \) is negative (since \( u \) goes towards infinity as we approach 0). On the other hand, if \( x \in \partial \omega \), then \( x \cdot \nabla u(x) \) is non-positive. This follows since if \( x \in \partial \omega \cap K \), then \( \nabla u(x) = 0 \), and hence \( w(x) = 0 \), and if \( x \in \partial K \cap \partial \omega \) then we have
\[
w(x) = x \cdot \nabla u(x) = |x| \lim_{h \to 0^+} \frac{u(x - hx) - u(x)}{-h} \leq 0,
\]
(above we used that \( K \) is starshaped). From the strong maximum principle it follows that \( w \) is strictly negative in \( \omega \setminus \{0\} \), and from this it follows immediately that \( \omega \) must be starshaped with respect to 0, because if \( x \in \omega \) then the set \( \{ t : 0 \leq t \leq 1, tx \in \omega \} \) contains all points close to 0 and 1, and must be connected. \( \square \)

We end this section with some results for positive harmonic balls.

**Lemma 3.6.** Suppose \( D \subset K \) is open and that there is an open set \( T \subset \mathbb{R}^n \) such that \( L = T \cap \partial D = T \cap \partial K \) and \( L \) is non-polar. Then for every \( t > 0 \) we have that
\[
|(1 + t)|D| - |\omega(K,(1 + t)|D|)\|^{K^c}(L)| > 0.
\]

**Proof.** Let \( \mu = (|D|^{D^c}) \). Then we have
\[
G_K(|D| + t\mu|K|) = G_K((1 + t)|D|) \text{ in } K \setminus D.
\]
This follows because by definition we have
\[
w = U(|D| + t\mu) - U((1 + t)|D|) = 0 \text{ in } D^c.
\]
Since this function satisfies \( w = 0 \) on \( \partial K \) and \( -\Delta w = |D| + t\mu - (1 + t)|D| \), we see that it equals \( G_K(|D| + t\mu|K|) - G_K((1 + t)|D|) \) in \( K \).

Now if \( v \) satisfies \( v \leq G_K((1 + t)|D|) \) and \( -\Delta v \leq 1 \) in \( K \), then it follows immediately from the maximum principle that \( v \leq G_K(|D| + t\mu|K|) \) in \( K \). Hence we have
\[
B_K(|D| + t\mu|K|) + t\mu|K^c| = B_K((1 + t)|D|).
\]
In particular \( B_K((1 + t)|D|)_{K^c} \geq t\mu|K^c| \). Since the harmonic measure of \( L \) with respect to \( D \) is easily seen to be positive under the stated hypothesis it also follows that \( \mu(L) > 0 \), and hence the lemma is proved. \( \square \)

**Theorem 3.7.** If every component of \( \Omega(K, \alpha \delta_{x^0})^c \) contains some non-polar component of \( K^c \) then \( D(x^0, \alpha) \subset \Omega(K, \alpha \delta_{x^0}) \) for every positive harmonic ball \( D(x^0, \alpha) \).

**Proof.** Let \( D = D(x^0, \alpha) \) and \( \Omega_t = \Omega(K, (1 + t)\alpha \delta_{x^0}) \). We know that \( \partial D \subset \overline{\Omega_0} \), and hence either \( D \subset \Omega_0 \), or there must be some component \( S \) of \( K \setminus \overline{\Omega_0} \) which is contained in \( D \). We assume the latter to derive a contradiction.

Now we note that for every \( t > 0 \) the set
\[
\omega_t = \omega(K, (1 + t)|D|)
\]
is also a positive harmonic ball with respect to \( x^0 \) and size \( 1 + t|a| \). To see this we simply note that
\[
(1 + t)(\alpha G_K(x^0, \cdot) - G_K(\lambda|D|)) \leq (1 + t)\alpha G_K(x^0, \cdot) - G_K(\lambda|\omega_t|).
\]
By Kato’s inequality it follows that the Laplacian of the right hand side dominates that of the left hand side on \( \partial K \), because the function \( w = (1 + t)\alpha G_K(x^0, \cdot) -
with the complex version of Stokes formula

Then by setting

But as in the previous argument it follows from Kato’s inequality that the Laplacian

We also know by proposition 3.2 that

But it is also clear that for small $t$ the set $\Omega$ does not contain $S$. Indeed it is easy to see that for small $t$ there is a point $y \in \partial K$ and $\varepsilon > 0$ such that $B_\varepsilon(y) \cap K \subset S$, $B_\varepsilon(y) \cap \overline{K} = \emptyset$ and $L = \partial K \cap B_\varepsilon(y)$ is non-polar.

An immediate consequence of the above results is the following:

**Corollary 3.8.** If $K$ is starshaped with respect to $x^0$, then there is only one positive harmonic ball $D(x^0, \alpha)$ with center $x^0$ and size $\alpha$.

**Question 3.3.** Is there any case where there is a non-polar component of $\Omega(K, \alpha \delta_{x^0})$ which does not contain a non-polar component of $K^c$? For instance if $K$ contains no holes, can we draw the same conclusion about $\Omega(K, \alpha \delta_{x^0})$?

**Conjecture 3.1.** Every positive harmonic ball is a subharmonic ball.

At the very least this seems reasonable if $K$ satisfies weaker conditions than being starshaped as above.

### 4. The Two-Phase Schwarz function

In this section we will be working in $\mathbb{R}^2 = \mathbb{C}$ and it is natural to use complex notation $z = x + iy$. To begin with let $K \subset \mathbb{C}$ be Greenian and let $D = D(z^0, \alpha)$ be a harmonic ball in $K$. We also assume that $D$ is sufficiently regular so that the function $u = \alpha G_K(z^0, \cdot) - G_K(\lambda|_D)$ satisfies $u = |\nabla u| = 0$ in $K \setminus D$. Now let $v = 40u$, so that $\overline{\partial v} = \Delta u = \lambda - \delta_{z^0}$ in $D$ and $v = 0$ on $\partial D \cap K$. However we have little information about the behavior of $v$ on $\partial D \cap \partial K$.

If we try to have a mean-value property for $D$, with respect to analytic functions then by setting $S = \bar{z} - v$, one using that $\overline{\partial S} = \delta_{\bar{z}^0}$ and $S = \bar{z}$ on $\partial D \cap K$, along with the complex version of Stokes formula

$$2i \int_D f d\lambda = \int_{\partial D} f(z) \bar{z} dz = \int_{\partial D} f(z) S(z) dz + I = 2if(z^0) + I$$

where $I = \int_{\partial D \cap \partial K} f(z)(\bar{z} - S(z)) dz$. Now to make sense of the above expression, we would like to have $I = 0$ for a reasonable subclass of analytic functions on $D$. If we consider analytic functions in $D$ that vanish on $\partial D \cap \partial K$, then (as long as $\partial D \cap \partial K$ is not very small) this class only contains the zero function.

The question is whether this is the end of the story! Here we shall try to develop a two-phase version of the above problem, and circumvent the above difficulty of defining holomorphic discs. Indeed, we shall show that one can still have a quadrature identity but in two phases. In this way we need not to assume zero boundary data for analytic functions (which reduces the class to the zero function). The balance of the boundary value then comes from both sides of the boundary, and the boundary values are canceled. The concept needed for this is the definition of a two-phase Schwarz function. To define this we need two disjoint bounded open sets $D_+, D_-$ and two positive constants $\beta_+, \beta_-$. 
**Definition 4.1.** Let $D_+, D_-$ be disjoint bounded open sets, and let $\beta_+, \beta_-$ be positive constants. Also let $D = D_+ \cup D_-$ and $\Gamma = \partial D_+ \cap \partial D_-$. Suppose that there are compact subsets $C_\pm \subset D_\pm$ and functions $S_\pm \in C(\overline{D}_\pm) \cap A(D_\pm \setminus C_\pm)$ such that

$$S_\pm(z) = \pm \beta_\pm \overline{z}, \quad z \in \partial D_\pm \setminus \Gamma,$$

$$S_+(z) - S_-(z) = (\beta_+ + \beta_-)z, \quad z \in \Gamma,$$

then we say that the pair $(S_+, S_-)$ is a two-phase Schwarz function for $(D_+, D_-)$.

**Remark 4.1.** All information of interest of the two-phase Schwarz function is really contained in the function

$$S(z) = \begin{cases} S_+(z) & z \in \overline{D}_+ \setminus \Gamma \\ S_-(z) & z \in \overline{D}_- \setminus \Gamma \end{cases},$$

and we note that

$$\lim_{w \to z, w \in D_+} S(w) - \lim_{w \to z, w \in D_-} S(w) = (\beta_+ + \beta_-)z, \quad z \in \partial D_+ \cap \partial D_-.$$

We will also refer to this function as the two-phase Schwarz function (the only difference is that we do not have any values on $\Gamma$, where the function $S$ typically would have discontinuities).

Also note that if there are functions $S_\pm \in C(D_\pm \setminus C_\pm) \cap A(D_\pm \setminus C_\pm)$ satisfying the boundary conditions in the above definition, then we may (enlarging $C_\pm$ slightly if necessary) extend $S_\pm$ to become continuous, and even smooth, in all of $D_\pm$. In particular we see that having a two-phase Schwarz function is a local property of the boundaries $\partial D_\pm$.

Furthermore note that by definition the distribution $\overline{\partial S}|_D$ has compact support in $D$.

**Definition 4.2.** The pair $(D_+, D_-)$ is said to be a $(\beta_+, \beta_-)$-two-phase quadrature domain for analytic functions with respect to the distribution $\mu$ if $\mu$ has compact support in $D = D_+ \cup D_-$ and

$$\beta_+ \int_{D_+} f d\lambda - \beta_- \int_{D_-} f d\lambda = \langle \mu, f \rangle$$

for all $f \in A(D) \cap C(\overline{D})$.

**Remark 4.2.** The choice of test function class $A(D) \cap C(\overline{D})$ compared to the class $AL^1$ used in the one-phase case is chosen due to that the gradient $\nabla u$ does not vanish on $\Gamma$ typically. The choice is in some respects not optimal (just like for the case of harmonic functions which is discussed in [10]) in the sense that it does not give us a complete equivalence between the concept of having vanishing gradients as in the definition of the two-phase Schwarz function and having a two-phase quadrature domain for analytic functions. However this problem is not a major one in the sense that if the boundaries are smooth enough, then they are easily seen to be equivalent by approximation.

It is furthermore clear that if $(D_+, D_-)$ is a two-phase quadrature domain for harmonic functions, then it is so also for analytic functions.
The next theorem, which can be sharpened when it comes to the assumption of the regularity of $\partial D_{\pm}$, explains the connection between the two-phase Schwarz function and two-phase quadrature domains for analytic functions.

**Theorem 4.3.** If $(D_+, D_-)$ is a pair of disjoint bounded domains such that $\partial D_{\pm}$ are piecewise $C^1$, then it has a two-phase Schwarz function if and only if it is a two-phase quadrature domain for analytic functions with respect to some distribution.

**Proof.** Let us first assume that $(D_+, D_-)$ has a two-phase Schwarz function $S$ and let $f$ be analytic in $D$ and continuous on $\overline{D}$. By assumption $\partial S = \mu$ has compact support in $D$. Now we get by the use of Stokes theorem (where we now use that the boundaries are smooth enough):

$$2i \int_{D_+} \beta_+ f d\lambda - 2i \int_{D_-} \beta_- f d\lambda = \int_{\partial D_+} \beta_+ f(z) \overline{z} dz + \int_{\partial D_-} -\beta_- f(z) \overline{z} dz = \int_{\partial D_+} f(z) S(z) dz + \int_{\partial D_-} f(z) S(z) dz = 2i \langle \mu, f \rangle.$$

(Note that we above used that the boundaries $\partial D_+$ and $\partial D_-$ have opposite orientations on $\partial D_+ \cap \partial D_-$. This is why the quantity $S_+ - S_-$ is relevant on this set.)

Another way to reason is to use the fact that with $\Omega = (\overline{D})^c$, all functions $f$ as above are automatically analytic in $\Omega$ as well, which for instance follows easily from Morera’s theorem. Since the linear span of the Cauchy kernels with poles in $\Omega^c$ are dense in $AL^1(\Omega)$ it follows from this observation that

$$\beta_+ \int_{D_+} f d\lambda - \beta_- \int_{D_-} f d\lambda = \int_{\partial D_+} f(z) S(z) dz + \int_{\partial D_-} f(z) S(z) dz = \int f d\mu.$$

Conversely let us assume that $(D_+, D_-)$ is a two-phase quadrature domain with respect to $\mu$, and define

$$u = U \mu - \beta_+ U(\lambda|_{D_+}) + \beta_- U(\lambda|_{D_-}).$$

By assumption we have $\partial u = 0$ in $(\overline{D})^c$, and by continuity this extends to $(\overline{D})^c$. Due to the assumption on $\partial D_{\pm}$ we see that this set contains $\partial D_{\pm} \setminus \Gamma$, and if we define

$$S_{\pm} = \pm \beta_\pm z - 4\partial u$$

in $\overline{D}_{\pm}$, then it is easy to see that these satisfy the requirements in the definition of a two-phase Schwarz function.

**Remark 4.4.** Note that it follows from the above proof that a two-phase Schwarz function is uniquely determined close to the boundary, in the sense that two different Schwarz functions for $(D_+, D_-)$ must be equal outside a compact set in $D = D_+ \cup D_-$. One contrast with the one-phase case is that as we saw above typically most points of $\partial D_+ \cap \partial D_-$ will be removable singularities for the analytic functions which are continuous up to the boundary. This leads to that there are an abundance of two-phase quadrature domains for analytic functions, even with $\mu = 0$ (so-called null quadrature domains). For example let $D_+$ be a simply connected domain with
smooth boundary. Let \( D_- = \omega(2\lambda|D_+ \backslash D_+ \right) \). Then it is easy to see by definition that we have
\[
\int_{D_+} h d\lambda - \int_{D_-} h d\lambda = 0
\]
for all functions which are integrable and harmonic in \( \Omega = (D_+ \cup D_-) = \omega(2\lambda|D_+) \). Note that \( \partial D_+ \subset \Omega \) under the above circumstances. Furthermore as above all functions \( f \) which are continuous in \( \Omega \) and analytic in \( D_+ \cup D_- \) are automatically analytic in \( \Omega \). Therefore we have
\[
\int_{D_+} f d\lambda - \int_{D_-} f d\lambda = 0
\]
for all functions which are continuous on \( \Omega \) and analytic in \( D_+ \cup D_- \). Indeed the assumption that \( \partial D_+ \) is smooth can be substantially relaxed and hence we can not get any general results regarding the regularity of the boundary just from such a quadrature identity. (The same remark could be said about relaxing the assumption that \( u = 0 \) on \( \partial D_+ \cap \partial D_- \) in the definition of a two-phase quadrature domain for harmonic functions.) This should be compared with the results of [32, 33] which shows that a two-phase quadrature domain for subharmonic functions the boundary locally consists of one or two \( C^1 \) graphs (but in general not \( C^{1,\alpha} \)). Also note that on the set \( \partial D_- \backslash \Gamma \) we are in the one-phase situation locally, which is treated in [26], and it means that this part of the boundary is essentially real analytic locally (apart from possibly a finite number of singularities).

About existence of two-phase quadrature domains for harmonic functions, which hence gives plenty of examples of \( (D_+, D_-) \) which has a two-phase Schwarz function, there are some results in [8, 10]. For instance the results in [10] implies that if \( \mu_+, \mu_- \) both are finite linear combinations of point-masses, then there is a two-phase quadrature domain \( (D_+, D_-) \) with respect to \( (\mu_+, \mu_-) \).

The simplest “construction” of such two-phase quadrature domains (and hence two-phase Schwarz functions) known relies on reflection. We now give an example of this, and then we also give an abstract generalization in terms of the Schottky double due to Björn Gustafsson.

**Example 4.1.** Let \( z^0 \in H_+ \) where \( H_+ = \{ x \pm iy : y > 0 \} \). Then we define
\[
u = \begin{cases} 
\alpha G_{H_+}(z^0, \cdot) - G_{H_+}(\lambda|\omega(H_+, \delta \omega)) & \text{in } H_+ \\
0 & \text{in } \mathbb{R} \\
-\alpha G_{H_+}(\overline{z^0}, \cdot) + G_{H_-}(\lambda|\omega(H_- \delta \overline{\omega})) & \text{in } H_- 
\end{cases}
\]
It is easy to verify directly that this makes \( (D_+, D_-) = (\omega(H_+, \delta \omega), \omega(H_- \delta \overline{\omega})) \) a two-phase quadrature domain with respect to \( (\mu_+, \mu_-) = (\delta \omega, \delta \overline{\omega}) \). (Note that \( u \) in the lower half plane is an odd reflection of \( u \) from the upper half plane.) So if we define
\[
S = \begin{cases} 
\beta_+ \overline{z} - 4\partial u & \text{in } D_+ \\
-\beta_- \overline{z} - 4\partial u & \text{in } D_- 
\end{cases}
\]
then we have an example of a two-phase Schwarz function. It should be remarked however that this is the most simple non-trivial example of a two-phase quadrature domain (where trivial means that we have two disjoint one-phase quadrature domains) and even here it seems hard to actually calculate explicitly what the solution is.
Example 4.2. An abstract generalization of the above example can be given using the so called Schottky double. Let \( \Omega \subset \mathbb{C} \) be a domain (with sufficiently smooth boundary), \( \Gamma \subset \partial \Omega \) a subarc and a positive measure \( \mu \) with compact support in \( \Omega \). Suppose

\[
    u = G_\Omega \mu - G_\Omega (\lambda |_\Omega) \quad \text{in} \quad \overline{\Omega}
\]

satisfies \( |\nabla u| = 0 \) on \( \partial \Omega \setminus \Gamma \). This is equivalent to saying that for every function \( h \) which is continuous on \( \overline{\Omega} \), harmonic in \( \Omega \) and zero on \( \Gamma \) satisfies:

\[
    \int_\Omega h \lambda = \int_\Omega h \mu.
\]

Now let \( \tilde{\Omega} \) be a copy of \( \Omega \) with the opposite conformal structure, and let \( \tilde{\Omega} = \Omega \cup \Gamma \cup \tilde{\Omega} \) be a partial Schottky double of \( \Omega \) welded only along \( \Gamma \). We let \( \tilde{\mu} \) be the corresponding “reflection” of \( \mu \) onto \( \tilde{\Omega} \). We have a natural bijection \( z \mapsto \tilde{z} \) from \( \Omega \) onto \( \tilde{\Omega} \) and vice versa (corresponding to the complex conjugate in the previous example), and if we extend \( u \) to \( \tilde{\Omega} \) by \( u(\tilde{z}) = -u(z) \) for \( z \in \Omega \), then we clearly are in a similar situation as above where we can view \( (\Omega, \tilde{\Omega}) \) as a two-phase quadrature domain for harmonic functions with respect to \( (\mu, \tilde{\mu}) \). I.e., if \( h \) is a function which is continuous on the closure of \( \tilde{\Omega} \) (in the obvious sense) and harmonic in \( \Omega \cup \tilde{\Omega} \), then we have

\[
    \int_\Omega h \lambda - \int_{\tilde{\Omega}} h \lambda = \int_\Omega h \mu - \int_{\tilde{\Omega}} h \tilde{\mu}.
\]

To see this we simply define

\[
    h_e(z) = \frac{1}{2}(h(z) + h(\tilde{z})),
\]

\[
    h_o(z) = \frac{1}{2}(h(z) - h(\tilde{z})),
\]

and then it is easy to see that the statement holds for \( h_e \) and \( h_o \) separately (in the first case both sides are trivially zero by symmetry and in the second we simply use that \( h_o \) is zero on \( \Gamma \)). By linearity the statement follows since \( h = h_e + h_o \).

5. Further perspectives

When it comes to harmonic balls one interesting problem is to develop the corresponding theory of harmonic spheres. This is naturally more difficult, and it should be compared to the corresponding theory of quadrature domains where one also allows surface measures on the boundary of the domain. There are methods to show existence also in this case in e.g. [16].

For more information on the one-phase Schwarz function we refer to [6, 35]. This function is connected to a large number of other branches of mathematics (the references below are not in any way trying to be complete):

1) Moment problems, Operator Theory (hyponormal operators), ExponentialTransforms (see [12, 13, 20, 21, 22, 23, 24, 37, 38, 39]),
2) Hele-Shaw related problems (see [5, 17, 18]),
3) Problems related to Bergman and Szegö Kernels (see [3, 4]),
4) Mother bodies and skeletons (see [11, 15, 28, 36],
5) The Cauchy Problem in \( \mathbb{C}^n \) (see [7, 19, 34]),
6) Quadrature Surfaces (see [30, 31]).

It is tantalizing and wishful to think that many of these concepts can be developed also in the two-phase situation. That, however, the future will decide. Here
we would also like to point to the possibility to treat two-phase quadrature domains with surface measures as in [16]. Another possibility is to try to look at the problem that corresponds to two-phase quadrature domains for analytic functions in higher dimensions. This would mean that we just assume that the gradient of the function $u$ as defined in (1) in the introduction only satisfies $\nabla u = 0$ in $(D \cup \Gamma)^c$ (where again $\Gamma = \partial D_+ \cap \partial D_-^c$). Note that just as in two dimensions the boundary need not be very regular for such domains unfortunately.
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