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Abstract
This paper is concerned with the problem of autonomously landing an un-
manned aerial vehicle (UAV) on a stationary platform. Our solution consists
of two parts, a sensor fusion framework producing estimates of the UAV
state and a control system that computes appropriate actuator commands.
There are three sensors used, a camera, a GPS and a compass. Besides the
description of the solution, we also present experimental results illustrating
the results obtained in using our system to autonomously land an UAV.
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Abstract—This paper is concerned with the problem of autonomously landing an unmanned aerial vehicle (UAV) on a stationary platform. Our solution consists of two parts, a sensor fusion framework producing estimates of the UAV state and a control system that computes appropriate actuator commands. There are three sensors used, a camera, a GPS and a compass. Besides the description of the solution, we also present experimental results illustrating the results obtained in using our system to autonomously land an UAV.

I. INTRODUCTION

This is an industry application paper, where we provide a solution to the problem of autonomously landing an unmanned helicopter, hereafter also referred to as an unmanned aerial vehicle (UAV), using measurements from a GPS, a compass and a camera. In Figure 1 we show a successful landing during winter conditions. We will in this paper briefly describe the problem and our solution, which we divide into two parts, the sensor fusion framework and the control system. The sensor fusion framework produce estimates of the UAV state and the control system that computes appropriate actuator commands. These systems are very briefly introduced in Section II and Section IV, respectively. Furthermore, we will also provide results from an experimental evaluation of our solution.

The work presented in this paper constitutes an important part of CybAero’s patented system for landing helicopters on moving vehicles. This system is called MALLS, Mobile Automatic Launch and Landing Station, and holds subsystems for close navigation, precision landing, post landing helicopter fixation, wave compensation and take-off support.

In a recent overview of aerial robotics [1], the problem of autonomously landing a UAV is pinpointed as an active research area, where more work is needed. Despite this, the problem is by no means new, several interesting approaches have been presented, see e.g., [2]–[6]. In [2] the authors makes use of a GPS and a vision system to autonomously land a UAV on a pattern similar to ours. They report 14 test flights and the average position accuracy is 40 cm. Compared to this, our fifteen landings during the last test flight resulted in a mean position accuracy of 34 cm. Furthermore, the vision system in [2] only provides estimates of the horizontal position and the heading angle, whereas our sensor fusion framework also provide estimates of the altitude and the roll and pitch angles.

II. SENSORS AND SENSOR FUSION

In the sensor fusion framework we use three sensors; a camera, a GPS and a compass. The GPS provides measurements of the position and the velocity and the compass measures the heading. The camera is used by the vision system, which provides measurements of the position and orientation (pose) of the UAV relative to the platform. A time varying bias in the GPS measurements implies that the vision system is required in order to land with high precision. The measurements from the sensors introduced above are combined into a resulting state estimate using an Extended Kalman Filter (EKF), see for instance [7].

The output from the EKF is an estimate of the state $\bar{X}$, which is given by

$$
\bar{X} = \begin{bmatrix} \dot{X} & \dot{Y} & \dot{Z} & \ddot{X} & \ddot{Y} & \ddot{Z} & X & Y & Z & \ldots & \theta & \dot{\theta} & \phi & \dot{\phi} & \gamma & \dot{\gamma} & P_X & P_Y & P_Z & P_\theta \end{bmatrix}^T
$$

where $X$, $Y$ and $Z$ are the position of the helicopter in the ground coordinate system, $\theta$, $\phi$ and $\gamma$ are Euler angles describing the orientation of the helicopter. Furthermore, $P_X$, $P_Y$ and $P_Z$ are the position of the platform in the ground coordinate system and $P_\theta$ describes the orientation of the landing platform, which is assumed to lie flat on the ground.
A. GPS

The GPS provides measurements of the position and the velocity of the helicopter by measuring the time it takes for the radio signal to travel from the satellites to the receiver. There is an unknown time varying bias present in these measurements. The bias is for example caused by inaccurate estimation of satellite positions, the signals from the satellites bouncing on objects in the environment before reaching the receiver and time measurement inaccuracies. The bias in the GPS measurements can be seen in Figure 2 which shows measurements from a GPS lying still on the ground.

![GPS measurement](image)

Fig. 2. Measurements from the GPS lying still on the ground for three minutes. The bias in the measurements is obvious as the actual position is constant. The arrow shows a sudden jump in the measurements caused by a change in the satellites included in the GPS position estimation.

B. Vision system

The vision system uses camera images together with a predefined pattern of rectangles on the platform, see Figure 3, to estimate the helicopter pose relative to the platform. The estimation is based on finding points in the camera image which corresponds to known positions on the platform. In this case, the known points are the corners of the white rectangles.

![A photograph of the landing platform.](image)

Fig. 3. A photograph of the landing platform.

In order to get the vision system to run in real time a fast algorithm for finding the corners of the pattern rectangles is required. Algorithm 1 uses the knowledge of an approximate position of the landing platform and the camera in order to speed up the image processing. Given this knowledge, only a small part of the image needs to be searched in order to find the corners. Using Algorithm 1, the vision system can easily run at the camera frame rate, which is 30 Hz.

<table>
<thead>
<tr>
<th>Algorithm 1 Track pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>calculate the expected corners and centers of the blobs given an approximate position of the camera and the landing platform</td>
</tr>
<tr>
<td>calculate a threshold separating the dark background from the white rectangles</td>
</tr>
<tr>
<td>for each blob b do</td>
</tr>
<tr>
<td>get the expected middle m of b</td>
</tr>
<tr>
<td>for each expected corner c of b do</td>
</tr>
<tr>
<td>set v to the normalized vector from m to c</td>
</tr>
<tr>
<td>set the new corner c_new = m</td>
</tr>
<tr>
<td>set moved = true</td>
</tr>
<tr>
<td>while moved do</td>
</tr>
<tr>
<td>set moved = false</td>
</tr>
<tr>
<td>set v_{45} to v rotated 45 degrees CW</td>
</tr>
<tr>
<td>set v_{-45} to v rotated 45 degrees CCW</td>
</tr>
<tr>
<td>if image intensity at c_{new} + v_{45} \geq threshold then</td>
</tr>
<tr>
<td>set c_{new} = c_{new} + v_{45}</td>
</tr>
<tr>
<td>set moved = true</td>
</tr>
<tr>
<td>else if image intensity at c_{new} + v_{-45} \geq threshold then</td>
</tr>
<tr>
<td>set c_{new} = c_{new} + v_{-45}</td>
</tr>
<tr>
<td>set moved = true</td>
</tr>
<tr>
<td>else if image intensity at c_{new} + v_{45} \geq threshold then</td>
</tr>
<tr>
<td>set c_{new} = c_{new} + v_{45}</td>
</tr>
<tr>
<td>set moved = true</td>
</tr>
<tr>
<td>end if</td>
</tr>
<tr>
<td>end while</td>
</tr>
<tr>
<td>the new position of c is c_{new}</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>end for</td>
</tr>
</tbody>
</table>

III. CONTROL SYSTEM

Figure 4 gives an overview of the control system. The Helicomm is a pilot support system that uses accelerometers and gyroscopes to stabilize the helicopter. The high level controller uses the low level controller to actuate its decisions.

![An overview of the controller hierarchy.](image)

Fig. 4. An overview of the controller hierarchy. The low level controller provides the essential hovering capability and controls the helicopter to a certain reference position. The high level controller makes larger decisions such as which position to fly to, when to land and so on.

The low level controller consists of anti-windup PID-controllers for roll, elevate and collective pitch and a customized P-controller for the heading (yaw). The initial parameters were obtained from simulations using a model identified from flight test data. The parameters were then further tuned.
The high level controller consists of two modes, referred to as assisted mode and landing mode, respectively. In assisted mode, the ground station operator is able to command the helicopter to certain positions. In landing mode, the UAV finds the landing platform given an approximate GPS position and uses the vision system to land autonomously with high precision.

The landing strategy employed by the high level controller is provided in Algorithm 2. The goal is to always keep the helicopter above the platform in the horizontal position while decreasing the altitude stepwise. The initial altitude is 5 m above the platform and this altitude is decreased when certain conditions apply according to Algorithm 2.

One problem during landing is to actually get the helicopter down to the ground. When the helicopter is less than one meter from the ground the dynamics changes. The helicopter becomes more sensitive in its horizontal position and less lift is required to keep the helicopter flying. This is called the ground effect and is caused by disturbance of the airflow around the helicopter when it comes close to the ground. A solution to this problem is to get the helicopter down to the ground quickly. Therefore, the last step in the landing phase is to set the reference in the altitude to zero. This takes the helicopter down to the ground. When the helicopter is less than one meter from the ground, the dynamics changes. The helicopter starts moving towards this position by viewing the ground coordinate system. The reference position, which is the desired position of the helicopter, is also given. From the start the reference position is the origin of the ground coordinate system. After 100 seconds the helicopter is commanded to the platform and then the reference position is the same as the platform position estimate.

**Algorithm 2 Landing algorithm**

```plaintext
set the reference height above the platform, \( rh = 5.0 \text{m} \)
while controlling do
  set the horizontal reference position to the estimated position of the platform
  set \( d \) to the distance between the helicopter and the platform
  set \( s \) to the helicopter speed
  set \( a \) to the difference in the actual height above the platform and the reference height above the platform
  if \( d < 0.7 \text{m} \) AND \( s < 0.2 \) AND \( a < 0.2 \) AND \( rh > 2.0 \text{m} \) then
    \( rh = rh - 1.0 \)
  else if \( d < 0.5 \text{m} \) AND \( s < 0.15 \) AND \( a < 0.2 \) AND \( rh > 1.0 \text{m} \) then
    \( rh = rh - 0.5 \)
  else if \( d < 0.2 \text{m} \) AND \( s < 0.1 \) AND \( a < 0.2 \) AND \( rh > 0.0 \text{m} \) then
    \( rh = rh - 3.0 \)
  end if
end while
```

In Figure 5 data from a real test flight is shown. The data is demonstrating how the helicopter finds the platform before landing. During the first 100 seconds the helicopter was hovering above its starting position \((0, 0)\). After that the high level controller was changed from assisted to landing mode. The high level controller immediately changes the reference position to an approximate platform position that has been given before the test started. We can see that the helicopter starts moving towards this position by viewing the GPS measurements. When the helicopter is close to the platform, the vision system detects the platform and starts producing measurements. Using these measurements the EKF estimates a new platform position which again causes a sudden change in the reference position. Instead of modeling the GPS bias in the EKF the landing platforms position is changed. Therefore, the platform and hence the reference position keeps changing after it first has been seen.

**IV. HARDWARE ARCHITECTURE**

The system mainly consists of a helicopter and a ground control station. The ground control station receives data from the helicopter through a wireless network in order to continuously provide the operator with information about the helicopter state. The operator can also send commands over the network to the helicopter. The helicopter used is an Align TREX 600 model helicopter, see Figure 6. It weights 5 kg with all the equipment and has an electric engine.

![Fig. 6. The helicopter and its equipment.](image)

The helicopter can be operated in two modes; autonomous mode and manual mode. In manual mode the pilot has control of the control signals and in autonomous mode the computer controls the helicopter. This is done by a switch, see
Figure 7, which is controlled by the pilot. This means that the pilot can take control of the helicopter at any time.

In both manual and autonomous mode the helicopter is controlled through a pilot support system called Helicomm, see Figure 7. The Helicomm uses accelerometers and gyroscopes to stabilize the helicopter.

As already described in Section II, three different sensors were used; a GPS, a compass and a camera which provide the control computer with measurements. The measurements are used to compute an estimate of the state of the system in order to make control decisions.

A test of the landing algorithm starts by providing the high level controller with an approximate position of the landing platform. After that, the pilot takes the helicopter to a certain altitude and then switches to autonomous mode. When the controllers have settled, the user of the ground station changes the high level controller from assisted to land mode. This causes the high level controller to initiate the landing sequence according to Algorithm 2.

B. Results

A perfect landing has the center of the helicopter positioned in the middle of the landing platform. During development and tuning of the landing algorithm many landings have been performed. During the last tests the distance between the center of the helicopter and the middle of the platform was measured. Fifteen landings were made in these tests and the results are shown in Figure 8. As the figure shows, fourteen of these landings are within 0.5 m from the center of the platform and most of them are a lot better. The average Euclidean distance from the landing target was 34 cm.

Fig. 9 shows pictures from one of the landing sequences. The UAV enters the landing mode roughly five meters above the landing platform and then slowly descends until it has landed.

Fig. 7. An overview of the system. The communication direction is marked with arrows.

Fig. 8. The results from the last landing tests. The cross shows a perfect landing and the dots is where the helicopter actually landed. The outer circle is 1.0 m and the inner circle 0.5 m from a perfect landing.

V. Flight Tests

Real flight tests has been made in order to develop and validate the controllers and the landing strategies. Below, the experimental setup and the results of these tests are described.

A. Experimental Setup

During all flight tests a backup pilot, that can control the helicopter using an RC-controller, is available. The pilot can switch the helicopter between manual and autonomous mode. In manual mode the pilot controls the helicopter and in autonomous mode the control computer has command over the helicopter. In this work no algorithm for starting the helicopter has been developed and therefore this is carried out by the pilot. The pilot has also been supporting the development by taking command of the helicopter when something goes wrong.

VI. Conclusion and Future Work

Now that we can land on a stationary platform, the obvious next step is to move on to perform autonomous landing on moving platforms as well. The first step will be to land on a moving truck. The final challenge is to land on a ship, which moves in six dimensions due to the wave motions.
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Fig. 9. Sequence illustrating an autonomous helicopter landing. In the top photograph, the UAV has just arrived, using the assisted mode, at a GPS position roughly 5 m above the landing platform. Here, the landing mode is activated and the UAV lands autonomously, relying on the camera and the vision system for measurements.