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ABSTRACT

Many companies around the world have implemented Six Sigma as a problem solving methodology especially useful for dealing with recurring problems in business processes. Since the 1980s when it was developed at Motorola, many companies have tried to implement Six Sigma to fit their own company’s culture and goals. This thesis presents a longitudinal case study describing the evolution of ‘Six Sigma Management’ at Siemens in Sweden. The success of the programme was to a large degree built on previous failures, confirming Juran’s old saying ‘Failure is a gold mine’. From the case study, success factors for implementing Six Sigma at Siemens are identified and compared to those given in the literature. Some of the most critical success factors identified at Siemens had not been mentioned as such in the literature before. The main conclusion of the study is that, in order to succeed and get sustainable results from a Six Sigma programme, Six Sigma should be integrated with Process Management, instead of just running Six Sigma as a separate initiative in an organisation. Furthermore, the thesis includes papers presenting methods and tools to be used in a Six Sigma programme or in Six Sigma projects. They deal with: how to identify suitable Six Sigma projects, how to select which Six Sigma methodology to use, how to find hidden misunderstandings between people from different knowledge domains, and how to simulate the impact of improvements to iterative processes. All these methods and tools have been developed and tested at Siemens. This has been an action research project, where the author has been employed by the company under investigation for eleven years and has actively influenced the changes in the company based on knowledge gained at the company as well as on research studies conducted at universities. In action research the change initiative under investigation is conducted and analysed in a single context. The readers are invited to draw their own conclusions on the applicability of the results to their own specific cases. In addition to this, some conclusions derived using analytical generalisation, applicable to a more general case, are presented in the thesis.
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1. Introduction

This research project has to a great extent been based on my own experiences. In this introductory chapter I present my background and motives for doing this research. First I discuss different views on implementing Six Sigma; is it a potential or a problem? From this the research question is derived and lastly I present a rough outline of the thesis.

1.1. Six Sigma, a potential or a problem?

As individuals, we all have different perspectives on life. Some perceive a half glass of water as half full, others may see it as half empty, and due to influences and experiences, we sometimes switch perspective. To see a half full glass is to focus on a potential for improvement, while a half empty glass indicates a problem to be solved. Same glass of water; two different mindsets; a potential or a problem? Some may see neither. ‘It is just a half glass of water, why should we do something about it? If it ain’t broke, don’t fix it.’ Yet another mind-set.

In organisations individuals come together to realise potentials and to solve problems. Even though some may think there is no need to do either, the competitive environment in today’s market place forces companies to improve their performance in terms of customer satisfaction, turnover, profit and share price. Depending on whether you are trying to catch up with or drive ahead of your competitors, you may focus on solving problems or realising potentials. Since it is more common to be in a position where you are trying to catch up than to drive ahead, most companies have focused on solving problems in a reactive manner, while proactive work on realising potentials has not been given the same precedence.

When solving problems one needs some problem solving procedure, either to do it ad hoc, i.e. ‘no particular procedure’, or to use some established procedure, for example Six Sigma. The well known Six Sigma methodology, developed by Motorola in the 1980s and based on ideas from Japanese problem solving methodologies, is a structured way of solving recurring problems in the business processes of today’s companies. It commonly goes by the name of DMAIC, deduced from the five phases of a Six Sigma project: Define, Measure, Analyse, Improve and Control. There is also a complementary procedure called Design for Six Sigma (DfSS) to realise potentials rather than to solve problems. During the last two decades there has been a tremendous spread around the world of the ideas of Six Sigma and, during the last decade, DfSS.

Even though Six Sigma may be a problem solving methodology, the introduction of Six Sigma in a company prompts the question ‘Are we introducing Six Sigma to solve a problem or to realise a potential,’ i.e. is the introduction of Six Sigma a half full or a half empty glass of water? If you are the manager of a big company and you have decided to introduce Six Sigma as a company wide business process improvement programme, are you doing it to solve a problem or to realise a potential? If the decision was yours, it is most likely you who perceives it as realising the full potential of the company, i.e. a half full glass. If the decision was someone else’s or you felt forced to do it because ‘everybody else is doing it’, you are probably perceiving it as solving a problem, i.e. a half empty glass. As the programme is
rolled out in the organisation, more and more people are engaged and committed. Are they seeing half full or half empty glasses? The perceptions depend on how the Six Sigma programme is communicated and rolled out. If you want people in the organisation to see half full glasses, you need to communicate and create a common view – and a common mental model – of the potential of Six Sigma in the company. Of course Six Sigma could also be implemented as a cure for a problem, i.e. a half empty glass, but that is a rather reactive view and it may be difficult in that case to raise the same level of commitment in the company.

During the decades of successful and less successful Six Sigma implementations in companies around the world, researchers and management consultants have investigated and presented so-called success factors for implementing Six Sigma. These are often given as ‘silver bullets’ that are universally valid, and are offered for the purpose of presenting the final list of requisites of a successful Six Sigma programme. The most commonly stated success factor is ‘management commitment’, as opposed to ‘management enthusiasm’. In the first case managers are showing their commitment by changing their behaviour, and in the second they are saying ‘this is important’ but go on with business as usual. This corresponds to different perceptions; half full vs. half empty glasses. If management sees the potential they will get committed. So, if management commitment is very important, how do you achieve it? This thesis presents the topic of Six Sigma Management. It is a method for organising Six Sigma to get the full potential of management commitment.

The thesis deals with questions about how to implement Six Sigma Management in an industrial context. Furthermore, in addition to Six Sigma Management, i.e. how to organise management activities around Six Sigma, questions concerning certain methods and tools of the Six Sigma methodology itself are highlighted. The intention of the thesis is to share knowledge concerning Six Sigma – in detail and in the broad sense – gained when working with Six Sigma in an industrial context for approximately five years.

The first appendix (A) presents a longitudinal case study. It describes the evolution of Six Sigma Management at Siemens Industrial Turbomachinery AB in Sweden. As shown, the success of the programme was built to a large degree on previous failures, confirming the saying that ‘failure is a gold mine’. From the case study, success factors are identified and compared to those given in the literature (from previous research). The main conclusion of the study is that, in order to succeed and get sustainable results from a Six Sigma programme, Six Sigma should be integrated with Process Management, instead of just running Six Sigma as a separate initiative in an organisation. Using the analogy once again, the first is a half full glass while the second corresponds more to a half empty glass.

The following appendices (B-F) are papers either published in refereed journals or in the process of being published. They present methods and tools to be used in a Six Sigma programme or in Six Sigma projects. They deal with such different topics as: how to identify suitable Six Sigma projects, how to select which Six Sigma methodology to use depending on the state of the process to be improved, how to find hidden misunderstandings between people (especially useful in ‘process door’ Six Sigma projects) and how to simulate the impact of improvements to iterative processes (suitable as a tool in the Improve Phase of Six Sigma projects). All these methods and tools have been developed and tested at Siemens.
This has been an action research project, where the author has been employed by the company under investigation – since 2003 a part of Siemens – for eleven years and has actively influenced the changes in the company on the basis both of knowledge gained at the company and also of research studies conducted at universities. In action research the change initiative under investigation is conducted and analysed in a single context. The readers are invited to draw their own conclusions on the applicability of the results to their own specific cases. In addition to this, some conclusions derived using ‘analytical generalisation’, applicable to a more general case, are presented in the thesis.

The ambition of the research has always been to get the full potential out of Six Sigma. The author has a tendency to see half full glasses, even when others may see half empty ones.

1.2. Background and motives of the researcher

Because the research described in this thesis has been conducted as action research, it is important to describe the background and the motives of the researcher. I will do that in this section. Since this is not my memoirs, I will try to be as brief and concise as possible without leaving out important details.

I am a Swedish male engineer, forty-four years old, working and living with my family in Finspong, Sweden. I have been employed at Siemens for eleven years and before that worked at Saab Aerospace in Linköping for eleven years. For some years now, I have also been an industrial Ph.D. student at the Department of Quality Sciences at Chalmers University in Gothenburg. During my first researcher period, 1997-2000, I was associated with the Department of Quality Technology and Management at Linköping University and the ENDREA graduate school. It resulted in a Licentiate thesis (Cronemyr, 2000:a).

I often consider myself ‘strange’, i.e. in many situations I have often taken on a slightly different role than considered ‘normal’. I have no problem with that. In fact I like it, that is who I am. For example, when I was young I was the only hard rocker with short hair. My hard rock friends – all with long hair – accepted me even though I broke the rule. Later, when I was working as an engineer at Saab, I studied for my Master of Science at the same time that I was working. Colleagues at the University and at Saab thought it was strange. I continued this habit when going first for the Licentiate and then the full Ph.D. I worked at the same time that I was doing research. Once again, not the ‘normal’ way of doing research and not the ‘normal’ way of working. In my departments I have often been ‘not normal’. For example, in the Mechanics Department, I was not a normal stress engineer, nor a normal aerodynamicist, but something in between. Now I am working in a service department, but I am really ‘a strange R&D guy’. When doing research within Quality Management – at least in the beginning – I was considered ‘strange’ because I was a mechanical engineer with no academic background within quality. I had lots of practical experience in process management and improvements, however, and I also talked about misunderstandings between engineers. That was strange.

Some may think I am just obstinate, but I like being strange and I consider it my personal strength. On a personal level I also sometimes take a position considered not normal. For example, in questions concerning gender equality, I have been active in a gender equality
committee. To my male colleagues it was not considered ‘normal’. I have three basic rules, according to which I try to live my life:

- Treat each individual with respect
- Do not lie
- Be nice

First rule: For many years now, my personal motto has been: ‘Om man inte är lite vriden, är man inte helt normal’. When I speak English I say: ‘If you ain’t skew, you ain’t normal’. What it means is that all people are ‘strange’ and nobody is ‘normal’. Every person should be respected for who he/she is. So maybe everybody is as strange as I am. Does that mean I am normal?

Second rule: To me, ‘do not lie’ means ‘be honest’. In a psychology test in a management training course I was asked several questions, among them ‘Are you honest?’ On a scale from 0% to 100% I answered ‘100%’. At the same time my manager, my colleagues, and my employees were asked the same questions about me. On the question ‘Is Peter honest?’ all of them answered ‘100%’. I do not consider myself a saint, so maybe 95% is truer. But, even though they all thought I was honest, it does not mean they all liked it. In many situations, I have been honest and said what I thought, and it was not always appreciated. Especially if we were told what to do by somebody higher up in the company hierarchy and I said ‘I do not think this is right’. Sometimes you are supposed to do as you are told without saying what you think. It is not my style. As a manager you are not always supposed to tell your employees what is going on behind the curtains. I had big problems with that as a manager and that was partly the reason why I quit as a manager.

Third rule: I try to be nice, but sometimes I turn red with rage like most people do when treated without respect. Most of the time I am a pragmatic person. I try to seek solutions instead of conflicts. In another test I was ‘diagnosed’ as finding solutions in the following order: I first rely on relations, if it does not work I am analytical, and, as a last resort, I use anger. I do recognise myself in that description. Normally I do not reach the third stage.

I am also a man of principles. Some may think I am a doctrinaire while others consider me a man of integrity. I try to behave in way so that people will select the second view. My main principles are: Do not break a promise; Do not be late; Follow the law. Nothing strange.

My motives for doing research are not easy to put into words. I feel like an ‘inventor of new ways of co-operating’. I have taken on that role in every job I have had, as long as I can remember: In school, in the military service, at Saab, at Siemens, and at the University. Now, for some years, I have been trying to share the knowledge I have gained over the years and I also want others to review and improve my ideas. That is in essence what this thesis is about. To be very honest, I have no plans about what to do after this thesis has been completed, except for continue working at Siemens. My career path has changed direction many times before, and it was always a surprise to me, i.e. I did not plan for it to happen. Therefore I leave it to the future to surprise me once again. I am just happy that I got the opportunity, the funding, and the ‘partners in crime’ to do this most rewarding work. It has expanded my mind
in unpredictable ways. I have no idea if I will do something similar again. And, talking about motives, maybe this will raise my standing among my colleagues. Except for that, I have no ‘hidden’ motives.

1.3. Selection of research project

This research ‘project’ has actually been many different projects, and the ‘research’ part started later than the projects. The main topic of the thesis, ‘Six Sigma Management’, evolved over several years at Siemens, where I have been one of the most committed drivers.

When I restarted my Ph.D. studies at Chalmers in 2005 I said to Professor Bergman that I wanted to write about Six Sigma instead of the Product Development Process, which was the topic of my Licentiate thesis (Cronemyr, 2000:a). The reason was that I had worked with implementing Six Sigma for several years and I thought I had ‘a lot to say’. Even so, some of the tools that were presented in my first thesis could also be used in this context. That was how the ‘selection’ of research project was done. My managers agreed without steering.

One could argue that there may be better or more successful methods, tools and techniques than Six Sigma. I do not argue against that. It is possible and probable. This thesis just tells the story of how Six Sigma was implemented at Siemens in Finspong, Sweden. If we had implemented some other process improvement method, the thesis would have dealt with that instead of Six Sigma.

1.4. Research questions of the thesis

The general research question of the thesis is:

How to implement and get the full potential out of Six Sigma in an industrial context

The sub-questions of the specific papers are all connected to this overall question. These are:

- How to organise for Six Sigma Management in an industrial context (appendix A)
- How to identify and select Six Sigma projects based on customer feedback (appendices B and C)
- How to select Six Sigma methodology based on the state of the process to be improved (appendix D)
- How to find hidden misunderstandings between people, as a tool in the analyse phase of Six Sigma projects where there are limited data for analysis (appendix E)
- How to simulate improvements to iterative processes as a complementary tool to pilot testing in the Improve Phase of Six Sigma projects (appendix F)

Even though these sub-questions are all logically related to the overall question of the thesis, the individual papers have a character of their own based on the specific topics, to what audience and journal they were addressed, with whom they were co-written and when – i.e.
how long ago – they were written. As a consequence, in addition to the sub-questions given
above, each paper may also have additional research questions, not directly related to the
implementation of Six Sigma. These are presented in the section entitled ‘Summary of
Appended Papers’.

1.5. Purpose

1.5.1. Theoretical contribution

The title ‘Six Sigma Management - Action research with some contributions to theories and
methods’ is a suggestion that the findings presented herein may contribute to the body of
knowledge within the academic discipline investigating and developing Six Sigma and Process
Management, i.e. one of the areas within Quality Sciences.

The concept of Six Sigma Management, i.e. the integration of Six Sigma and Process
Management, will contribute to a more holistic view where, traditionally, these two disciplines
have chiefly been treated separately.

It is also my wish that the new tools and the improvements to existing tools that are presented
in the appended papers will contribute by improving the Six Sigma toolbox - or toolboxes - as
presented in textbooks, papers and teaching material.

1.5.2. Industrial relevance

This has been an action research project conducted at an industrial company. As such, the
main focus has clearly been to solve problems and realise potentials with industrial relevance.
Even though the research results presented in this thesis have been shaped to fit in an
academic thesis, which in some cases may have made it less easy to read for a non-academic
audience, the results behind the academic words and references are all results from projects
where the starting points have been real problems and potentials in industry.

While many industrial companies have implemented Six Sigma or have planned to do so, and
may be interested in the results reported here, these results must be viewed in their own
context. An aspect of action research is that it is conducted at a single company, which limits
the possibility to make generalisations. It is up to the readers, in industry and academia, to
draw their own conclusions about the applicability to their own contexts.

At the company studied, Siemens, Six Sigma is a top priority initiative in the development of
future business processes. The research results have already been used on a local level – as a
natural consequence of the action research process – and discussions are ongoing as to how to
spread the knowledge to other parts of the company.
1.6. **Outline of thesis**

This thesis consists of the thesis framework, i.e. this part, and six appended papers.

After the introductory chapter the research methodology used is presented. The theoretical framework of implementing Six Sigma is then outlined. The six appended papers are summarised and viewed in the light of the time that has passed since they were written. Finally, a discussion, some reflections and recommendations for future research are given.

The relations of the appended papers are presented in Figure 1.

---

**Figure 1. Relations between the appended papers. Drawn on the Project Selection Loop presented in appendix A**
2. Research Methodology

“Science is a journey, not a destination. ... We need to take science personally. We have to trust our own experience and reflection.” (Gummesson, 2000, p. xi)

As in all research, the results of the research project presented in this thesis rely on the appropriate usage of a research methodology. The main method used, essentially an action research approach (see e.g. Lewin, 1946, 1947), is described in detail, but some other methods have also been used. These are presented in the last section, ‘Research Techniques of the Specific Papers’. But first I would like to give a short review of research methodology in general and my personal views of some central concepts.

2.1. A short overview of research methodology

This section starts with my personal views of some central concepts: truth, science, research and values. Many topics are touched upon but this is by no means meant to be an ‘introduction’ to philosophy or research methodology. Rather it is a quick look into the author’s views and positions on these subjects. The rest of the section deals with: data collection and theory founding; quantitative vs. qualitative approach; and comparisons of traditional academic, action and pragmatic research approaches. In the following section the action research approach used for this thesis will be described more thoroughly.

2.1.1. The Big Questions: Truth, Science, Research, Values

2.1.1.1. Truth

What is the truth? Logically, by testing a statement against predefined criteria, one can establish whether the statement is true or not, but, since the criteria may change with time, so does the truth. Plato told a story about the prisoners in the cave. They could not see the ‘real’ objects outside of the cave but they could see the shadows of the objects on the wall inside the cave. Only if they were to be released would they see ‘reality’ (see e.g. Philips and Soltis, 1991). Personally I do not believe the human race will ever be released from its cave. Even though science and research will help to expand the body of human knowledge about the universe and the human mind, I believe there are limits to what humans can understand, similar to Kant’s opinion about the unreachable ‘thing-in-itself’ (see e.g. Emond and Hansson, 1995). Many philosophers and theologians have seen the human species as ‘special’ vis a vis other species, i.e. we have been chosen by (some) God, but I do not think so. I believe, given other circumstances, some other species – or creature – may evolve as far, or further, than we have.

I have no problem with the ‘unreachable truth’. The more pragmatic ‘the truth as we know it’ is enough for me. Pragmatism was founded in the late nineteenth century by Charles Sanders Peirce, and was developed further in the early twentieth century by John Dewey and others. Dewey inspired C.I. Lewis, the founder of ‘conceptual pragmatism’ which was an important source of inspiration for Shewhart and Deming (see e.g. Mauléon and Bergman, 2002). Lewis
argued that science does not merely provide a copy of reality but must work with conceptual systems and that those are chosen for pragmatic reasons to aid inquiry (Lewis, 1929). In a casual conversation a research colleague once said “Truth is the glue that bonds reality.” I really like that metaphor. To a pragmatist, the truth is something useful. If a statement is not useful it is not true. That is my view; the reader may have another view.

2.1.1.2. Science

To a scientist “the truth is out there”; and science and research are all about finding the truth. Science explains reality but, according to believers, so does religion. According to, among others, Oxford-based Darwinist Richard Dawkins (see e.g. Dawkins 2006) and the late American astronomer Carl Sagan (1974), the main difference between science and religion is that ‘a scientific truth’ is based on proof while ‘a religious truth’ is based on faith. I am ‘a true believer’ of science but I do not consider science and religion to be very different. Those who believe in science ‘know what is true and what is not’ while those who do not ‘are ignorant’. That sounds like a religion to me. In his book ‘Dawkins’ God’ Alister McGrath (2004) – a former atheist himself, and a biochemist turned theologian and philosopher – challenges Dawkins on the very ground he holds most sacred – rational argument. McGrath argues that science is a cultural practice that is provisional and socially shaped – an enterprise to be cultivated and fostered but hardly worshipped or idolised. I find McGrath’s book fascinating but, even though I dislike Dawkin’s dogmatic style of writing, I still ‘believe’ in science as a method, although with limitations. In 1974 Carl Sagan thought the questions of the origin and the future faith of the cosmos would be finally answered within fifty years (Sagan, 1974, p.11). I hold a more pragmatic – I would say less religious – view, that we will modify our beliefs of ‘the truth’ as long as we live and learn. There are no ‘final’ answers.

2.1.1.3. Research

So what is scientific proof? It depends on who you ask and what scientific method that person advocates. A mathematical or a logical proof is deduced from established theory while a hypothesis induced from empirical data is tested with some statistical method. The users of statistical methods have often defined themselves as the sole practitioners of the scientific method (Collins, 1984, p. 329) but Collins argues that probability is a theory like any other, and each statistical method contains its particular theoretical bias (ibid). He also argues that “statistical testing is more a matter of faith than an ultimate criterion of truth [and] the fact that we do rely so much on statistics is more an indication of the social relationships that exist in the community of researchers than a sign of scientific progress” (Collins, 1984, p. 335). Others use more qualitative methods where empirical data (or observations) are viewed in context and interpreted into new theories. A qualitative proof could be when the new theory is supported by other independent observations or it could be only to show that the researcher and the method used were valid and unbiased. It is not as structured as quantitative proof. Hence it has often been mistrusted by positivist scientists. But sometimes the use of statistical methods has been proved not to secure a ‘scientific truth’. In his book The Mismeasure of Man Stephen Jay Gould (1981) explores how statistical ‘scientific’ methods have been misused in history to ‘prove’ the intellectual superiority of white Europeans to other people, especially
black Africans. Without common sense and fairness, statistics is a dangerous tool that can be used for one’s own purposes – may they be political, economic or personal.

But even if something can be proved not to be true, it may very well become true just because people believe it to be true. As the sociologist William I. Thomas wrote, and what is now known as the so-called ‘Thomas theorem’: “If men define situations as real, they are real in their consequences.” (Thomas, 1928). This applies to all social processes where humans participate. When conducting social research it is very important to be aware of this phenomenon. While a self-fulfilling prophecy is normally ‘bad research’ for a traditional academic researcher, it may very well be ‘a good approach for achieving the goals’ for an action researcher.

As discussed above, research methodology is a central topic to scientists and researchers. Many think research methodology is more important than research results, i.e. without an accepted research methodology the results are of no value. As a contrast non-scientists – by scientists sometimes contemptuously labelled ‘consultants’– are more interested in results, whatever the method used. In my daily work, which can be described as a ‘change management practitioner’, I often take the position of the non-scientist but, when I take on the role of an action researcher, I am fully aware of the importance of using an accepted research methodology. In the following sections I discuss the validity and reliability of action research and describe how I have conducted the research which has resulted in this thesis and the appended papers. Hence I believe the results can be trusted. For me, results and method are of equal importance. Without either, the research is not useful.

A final personal thought on research. I find it sad that the sceptical academic view on research results seems to prevent people from being bold. I do not mean that one should be rash but rather to be proud and to defend one’s opinions. On occasion I have got the comment from colleagues or reviewers that what I have found can not be true (or “will be questioned”) because I can not mention some one else who has presented the same results; “What are your references?” If I put a name and a year within brackets at the end of a sentence it is accepted but if I say “this is my experience” it is ‘non-scientific’. I try to be bold and make scientific arguments supporting my opinions when I am criticised by people with other opinions. I feel supported by the words of Alvesson and Sköldberg: “The risk with too much book-learning is to become over-dependent on earlier authorities and tangled up in all the old problems, so it becomes difficult to see new possibilities. Boldness in the process of interpretation can be enhanced by not having read too much about previous achievements.” (Alvesson and Sköldberg, 2000, p.17). For me, one of the most important differences between science and religion is, while most religions have settled answers to questions, in science as in philosophy, one should be allowed to ask any question and there should be no settled answers. That includes the willingness to question one’s own assumptions and results.

2.1.1.4. Values

I have come to the conclusion that there is not just one common view among researchers about scientific method. I accept that. I respect others and hope others respect me. I think basic values are more general than methods. The basic values that have governed me in my research, as in my everyday life, can be summarised by the following, earlier mentioned, three rules.
• Treat each individual with respect
  Research implication: be cautious about generalising people

• Do not lie
  Research implication: explain conditions and motives as thoroughly and truly as possible

• Be nice
  Research implication: try to find solutions, not conflicts

These are given in the order which I rate them. By applying these rules, when conducting action research, the results from my research project should be trustworthy, at least to people who share these basic values.

2.1.2. Data collection and theory founding

My views on science and research concur with the ideas presented by Starrin et al. (1991) about the relations between reality, data and theory, when conducting research (see Figure 2). They emphasise data collection and theory founding. Another important relation, added by me in the figure, is prediction (not in the meaning of making a prophecy, but rather to be able to generalise, see ‘Analytic generalisation’ in Chapter 2.2.3). The way from reality via data to theory is a so-called grounded method (see e.g. ‘Grounded theory’ in Glaser and Strauss, 1967). Going all the way around, several laps, is “to see patterns and reveal deep structures” and is called abduction (Alvesson and Sköldberg, 2000, p.17). It is also characteristic of action research.

![Diagram of relations between reality, data and theory](adapted from Starrin et al., 1991). + my addition.

Theory founding can be divided into ‘theory generation’ and ‘theory testing’, which are two quite different tasks with different demands. Most scientific methods only describe the second task. According to Glaser and Strauss: “Since accurate evidence is not so crucial for generating theory, the kind of evidence, as well as the number of cases, is also not so crucial. A single case can indicate a general conceptual category or property; a few more cases can
confirm the indication.” (Glaser and Strauss, 1967, p.30). These are very important arguments when conducting action research on a single case (more on this subject is discussed in Chapter 2.2.3).

According to Glaser (1978) the demands on the relations between theory and data are:

- The theory has to fit the data, and not the other way around.
- The theory must work.
- The theory must have practical relevance.
- It must be possible to modify the theory when data are changing.

For a pragmatist, these rules are easily accepted. As a matter of fact, there is an obvious resemblance of the research model in Figure 2 to the PDSA (Plan, Do, Study, Act) cycle (see e.g. Bergman and Klefsjö, 2003), developed by Shewhart with inspiration from the pragmatist Lewis. As described later, Six Sigma is an evolution of the PDSA cycle.

According to Starrin et al. (1991) the most important link between data and theory is the coding and classification of the collected data. When going from data to theory one has to be sensitive to the data and should avoid – as much as possible – filtering them through pre-made assumptions, even though it is not possible to start the research without any assumptions. Hence it is very important to account for one’s initial assumptions.

### 2.1.3. Quantitative vs. qualitative approach

Quantitative or qualitative methods can be used to collect data.

The aim of a quantitative approach is either to study relationships between different concepts or to investigate the distribution of an earlier defined phenomenon. The quantitative approach adopts the ideals of the natural sciences, where the collected material and the results consist of quantitative data. Statistical methods – or rather theories, as emphasised by Collins (1984) – are frequently used.

The aim of the qualitative approach is instead to investigate – and describe – variations, structures and processes for phenomena that are not quite known. The qualitative approach takes its starting point in the opinion that every phenomenon consists of a unique combination of attributes (Starrin, 1994). Therefore statistical methods are not very useful.

While collection of quantitative data is based on measurements, collection of qualitative data is often based on questions, answers and stories as told by people. As described later, I have used questionnaires and semi-structured personal interviews.

Another source of qualitative data that is very important in action research is the researcher’s first-hand experiences. Research colleagues sometimes view this type of qualitative data with suspicion because they think the researcher may be biased or has ‘hidden motives’, but that may be so for anybody, even for people who answer questions in questionnaires or interviews.
Therefore qualitative data must be validated. The validity of data in this thesis is discussed in the following sections.

When the qualitative research interview was advocated by Steinar Kvale in 1983 (Kvale, 1983) as a scientific method for conducting interviews it was criticised by ‘normal scientists’ for not being scientific. Kvale (1994) presented the most common objections to qualitative interviews representative for the ‘normal science’ view, see Table 1.

<table>
<thead>
<tr>
<th>Standard objection: The qualitative research interview...</th>
<th>Kvale’s counter question</th>
</tr>
</thead>
<tbody>
<tr>
<td>...is not scientific, but only common sense.</td>
<td>What is science?</td>
</tr>
<tr>
<td>...is not objective but subjective.</td>
<td>How do you define objectivity? or, do you have an objective definition of objectivity?</td>
</tr>
<tr>
<td>...is not trustworthy, but biased.</td>
<td>If you cannot trust the results of an interview, how can you trust the results of our conversation?</td>
</tr>
<tr>
<td>...is not reliable, but rests upon leading questions.</td>
<td>Are the answers to leading questions not reliable?</td>
</tr>
<tr>
<td>...implies interpretations of interviews that are not intersubjective; different interpreters find different meanings.</td>
<td>Is there anything wrong in finding different meanings?</td>
</tr>
<tr>
<td>...is not a formalised method; it is too person-dependent.</td>
<td>Is it the wrong way to go through a non-formalised operational procedure?</td>
</tr>
<tr>
<td>...is not scientific hypothesis testing; it is only explorative.</td>
<td>Do you not find exploratory, descriptive studies in their own right to be an important part of science?</td>
</tr>
<tr>
<td>...is not quantitative, only qualitative.</td>
<td>Is mature science necessarily based on quantified observations?</td>
</tr>
<tr>
<td>...is not yielding generalisable results; there are too few subjects.</td>
<td>Why generalise?</td>
</tr>
<tr>
<td>...is not valid, but rests on subjective impressions.</td>
<td>What kind of validity does the interview not live up to?</td>
</tr>
</tbody>
</table>

After conducting the interviews and/or questionnaires, the given words, i.e. the qualitative data, are transcribed and coded. Then the researcher interprets the data. This qualitative method of theory founding is (a part of) hermeneutics. Hermeneutics was originally a method for interpreting Bible texts, but in the nineteenth century it was developed into a method to be
used for analysing any text, and specifically interpreting the experiences, intentions and views of the author of the text (or the interviewee in the case of analysing a transcribed interview). The objective is to gain insight into the author’s/interviewee’s situation and way of looking at things (Emond and Hansson, 1995).

### 2.1.4. Traditional academic research vs. action research

Academic research, be it quantitative or qualitative as described above, has a long tradition since the days of Aristotle, but, even though more than six decades have passed since action research was first introduced by Kurt Lewin (see the following Sections), it is still not fully accepted as a scientific method by some academic researchers. Social science professors Lennart Svensson at Linköping University and Kurt Aagaard-Nielsen at Roskilde University insist that “contemporary action research is an organic part of the academic community”, and that “it should no longer be seen as a sect or an exclusive belief system among some isolated researchers” (Svensson and Aagaard-Nielsen, 2006, p.2).

What is the problem with traditional academic research? According to Svensson and Aagaard-Nielsen, the new production of knowledge often takes place outside the formal university system. Thus, external actors request a new kind of co-operation with researchers. Practitioners will no longer accept being objectified in the research process. Instead they prefer co-operation, which is based on equality, flexibility, closeness and joint learning (Svensson and Aagaard-Nielsen, 2006, p.22-23). As a consequence, during the past decades, the following shifts have taken place in research and strategies (Svensson and Aagaard-Nielsen, 2006, p.26):

- from an experimental to a learning design
- from a consensus, to a conflict, and back to a consensus paradigm
- from employee-based values to broader values
- from a vision of a grand theory to a more pragmatic approach
- from the use of single methods to broad variations

These shifts have not reached the same stage everywhere though. The Nordic countries have more action researchers than any other part of the world (Svensson and Aagaard-Nielsen, 2006, p.40). In some other parts of the world, action research may not be an accepted scientific method.

While traditional academic research aims at achieving generalisable knowledge that can be applied in other settings, action research aims at achieving a change with some performance target in a specific process or setting.

Svensson and Aagaard-Nielsen compare traditional academic research, sometimes labelled “MODE 1”, to action research, consequently labelled “MODE 2”, and define the major differences in the following way.
“[Traditional] academic research is defined here as research in which the researcher understands her-/himself to be in a privileged position together with other scientists in the construction of their theories and methods. They might be positivists, hermeneutic phenomenologists or even constructivist relativists. But, unlike action researchers, they understand themselves as having an important role in the development of knowledge, which is seen as quite a different kind compared to ordinary, practical oriented everyday experience. Action researchers see themselves as co-producers in the creation of new knowledge, but they do not see themselves as being in a privileged position in this joint learning process. On the contrary, action researchers can only create knowledge in co-operation with social actors based on trust and free agreement to participate. But at the same time, the researcher must possess and be respected for her/his professional competence in handling data, in constructing theories, in organising a learning process, in relating the results to existing research, in ethical matters, and so on.” (Svensson and Aagaard-Nielsen, 2006, pp.3-4).

Accepting their views, one can conclude that traditional academic research and action research are built on different paradigms: the scientist as an outsider vs. insider. The problems of being an insider, according to the critics of action research, are exactly what Svensson and Aagaard-Nielsen mention in the last sentence above. To be accepted as an action researcher in the academic community one has to show validity in questions concerning e.g. motives, ethics, process and knowledge of previous research. But, then again, why should that not apply to all types of research? Action research is presented in more detail in the following section (2.2).

2.1.5. Pragmatic research

So, there are different ways of conducting research; traditional academic research – which can be qualitative or quantitative – and action research. When should one choose to use the one or the other?

As is evident from the title of this thesis, I have chosen to use action research methodology but the truth is – as a pragmatist – I use whatever scientific method that is useful for fulfilling my research purposes. I do not say that “anything goes”, on the contrary, the methods I use are all accepted scientific methods. To be sure, the main approach has been action research but, to make some of the results more general and academically valid, I have also used qualitative and even some quantitative methods.

The combination of positivist quantitative methods and hermeneutic qualitative methods, and some action research methods, was advocated by Fishman (1999) as ‘pragmatic research’.

According to Fishman, neopragmatism, a theme emphasised by post-modern epistemology, allows for scientific effort, although the purpose of science is revised. Instead of being a search for underlying laws and truths of the universe, science serves to collect, organise and distribute the practices that have produced their intended results (Fishman, 1999, p.6). There has been – and still is – a political polarisation of the “positivist right” and the “hermeneutic left”, but pragmatism can be viewed as staking out a middle centrist position to be used to achieve the democratically derived program goals of particular, historically and culturally situated social groups (Fishman, 1999, p.8).
The pragmatic researcher recognises the trade-offs between the insider and the outsider roles and views the importance of integrating both of these perspectives in the design of a research project (Fishman, 1999, p.140). This is very similar to the role of the action researcher as described in the next section.

2.2. Action Research

2.2.1. To help the practitioner in an action of planned change

The concept of ‘action research’ was first introduced in social research by John Collier in 1945 (Collier, 1945). Psychologist Kurt Lewin, by many considered to be the father of action research, argued for a research discipline with the main purpose “to help the practitioner” (Lewin, 1946). According to Lewin, action research is a parallel action and a creation of a knowledge base for the researcher when he/she participates in an action of planned change in cooperation with the client/practitioner. “[Lewin’s] theory for turning research into action and vice versa enabled a merger of Taylor’s vision of labour-management cooperation with systematic social experiments. […] He taught that to understand a system you must seek to change it. […] He also pointed the way toward collaborative consultation.” (Weisbord, 1991, p. 71-72)

Lewin described the steps of research in an ‘action of planned change’ as planning, fact-finding and execution (Lewin, 1947; see Figure 3). It starts with an idea expressed as goals and means that is then transformed into a general plan. This is carried out by the researcher in co-operation with the client but the first seed for the idea comes from the client (sometimes the client is the researcher). The action then goes on with planning, fact-finding and execution in several steps, each step corresponding to a lap in Starrin’s model (Starrin et al., 1991, see Figure 2). In each step the local theory is modified and new knowledge is used in the planning of the next step. There is no definite end to the process where “the truth has been found”. Instead the process proceeds until the performance targets have been reached. It should be noted that the general plan, including the goals, can be changed at any step if new knowledge is gained that puts the original ideas into a new light. To describe the results one has to describe the process itself as it evolves.

This corresponds to my view of a research process where the mind expands as more knowledge is created. When empirical and theoretical knowledge are connected, an abduction (Alvesson and Sköldberg, 2000) inspires to a change in the research question along the way. If the opposite were true the research question would never change and no knowledge would have been created during the research project other than facts that can be viewed with the same view as the one started with.
Blake and Mouton (1984) describe action research as an example of a catalytic intervention characterised by the following: “In intervention, a catalytic consultant is the agent. He or she enters a situation with the intention of increasing the rate at which a process of change is occurring. The goal is to assist those within the status quo to do what they are doing in an improved way” (Blake and Mouton, 1984, p.288). Blake and Mouton identify the importance of the consultant, i.e. the researcher, in “accepting [the client’s] felt needs. The underlying real problems [...] are then likely to come to the surface and can be dealt with as they become evident” (Blake and Mouton, 1984, p.290).

In his book *Qualitative Methods in Management Research* Evert Gummesson (2000) emphasises the following advantages of action research:

- **Firsthand experiences:** “Preunderstanding could be based on a combination of firsthand personal experience and the experience of others [but] the researchers’ own experiences [are] the most important. [From his experience.] researchers’ preunderstanding was too infrequently based on their own experiences” (Gummesson, 2000, pp.208-209).

- **Access to data:** “Traditional forms of data collection [...] were considered to provide only superficial access to processes of change. [...] The role of change agent would provide better access” (Gummesson, 2000, p.209).

- **Inductive method:** “Business administration is an applied science (or maybe an art) that has to be connected to real world data. Theories concerned with processes in organisations must primarily be generated on the basis of real data (inductive data), and not by means of logical deductions from established theory” (ibid).

All these comments support the design of my research project. I base my thesis on a combination of firsthand personal experience and the experience of others. I had access to explicit and tacit knowledge upon which the theories were developed.
2.2.2. Managing the many roles of an action researcher

2.2.2.1. Consultant vs. researcher

A question that emerges is: when am I a consultant and when am I a researcher? Westlander (1999) deals with this question (translated from the Swedish): “In action research, the researcher role and the consultant role are two different things. [...] In the consultant role the consultant can devote himself to the helping function and to the client’s needs and, if useful research results are available, these are used. In the researcher role the researcher has to carry out a double task, and not a very easy adjustment, to satisfy the client’s needs and at the same time deliver new, and, if possible, generalisable results to the body of change research.” Westlander concludes, “It is not surprising that the methodological discussion on the value of action research is periodically recurring” (Westlander, 1999).

Also Gummesson (2000) describes some of the possible conflicting demands of academic research and the requirements of management consultancy.

- **Documentation:** “The reporting of a project should be such as to allow the readers to draw their own conclusions. The researcher’s report should be sufficiently comprehensive to provide a coherent description of the research project and to allow the reader to assess its quality” (Gummesson, 2000, p.211). This is a demand made by other scientists. The client company is normally only interested in the results, not the way they were accomplished.

- **Credibility:** “The consultant is judged in terms of performance, be it tangible results or perceived confidence. The researcher’s credibility is assessed by people who do not participate in the research process but read a report” (Gummesson, 2000, p.213). For me, it has been two totally different things to act in industry and then to describe in academia what I did. Clearly, acting is a much more direct and richer way of communicating than describing something afterwards in a text. The reason why some of my texts are quite long has to do with my wish to paint the picture as close to the real thing as possible, as it was acted. Even so, the people reading my texts – judging my credibility – can never see the full picture as seen by the people who were present in the action.

- **Validity:** “Clients are interested in the validity of the results in their specific cases but not as interested in the general validity. However, there can be several similar cases in the company and it is therefore desirable that the methods and results can also be applied in these cases” (Gummesson, 2000, p.214). The tools and methods that I have developed in this research project have been presented to other parts of Siemens – a company of almost half a million employees. Hence, it is a big advantage to do action research in a large company. But, from a scientific point of view, this may give the researcher ‘hidden’ motives that may jeopardise the validity and reliability of the results. Validity and reliability of action research is discussed in more detail later.

- **Confidentiality:** “The researchers must make their results available to other researchers and not just to their immediate client. This may come into conflict with the
company’s wish to keep the assignment confidential and proprietary” (Gummesson, 2000, p.215). In my case there were never any real problems with confidentiality. Only in some cases have the real data and process maps been excluded or substituted. Both good results and not as good results were achieved and have been presented. It would be unwise not to present the failures that occurred along the way since they were the most important sources of knowledge about what to do and what not to do.

As a summary of possible conflicts, Gummesson concludes: “Once the research role comes into conflict with the role of consultant, the latter must be given priority. If this does not take place, the change process will itself be affected by the academic research. This creates an unsatisfactory situation both for the client and for science” (Gummesson, 2000, p.216). I fully agree with Gummesson on this point.

2.2.2.2. Outsider vs. insider

Westlander (1998) compiles six different action research approaches. The approach that I have been using is the ‘collaborative action inquiry’. It is characterised as follows: “The researcher has an almost total identification with the activities and direction of change of the client/company”. That is very true for me, which led to a confusion of roles. When am I a scientist/researcher/consultant, i.e. an outsider, and when am I the practitioner/client, i.e. an insider? That is a very important question for a researcher on a ‘normal science path’ where the researcher should always be an outsider without any influence on the results. However, since insiders and outsiders cooperate in action research, it is not equally important for me when doing action research. I am content with accepting that I am both.

Even though it is not mentioned frequently in the literature, this type of action research is becoming more common. “Increasingly, action research is moving to a model of ‘full partnership’ between researcher and practitioner, and practitioners are met not as help-seeking clients but as autonomous and potentially self-developing persons. In Scandinavian countries, embedded in a culture of democritisation, this principle has been received (at least in theory) as natural.” (Westlander, 2006, p.55)

In most of the literature (but not all, see below) the action researcher is presumed to be an academic who visits or joins the client company to participate in an action research project. In that case the researcher takes on the so-called consultant role, as described above. But in my case, I was a change management practitioner at a company, who visited the university to become an industrial Ph.D. student, to conduct action research in my home company. I would not call myself a ‘consultant’; I prefer ‘practitioner’. There are some major differences in these two roles. The most important one is the difference in long-term objectives. While a consultant may look for quick wins that will generate more commissions, the practitioner – since he/she will stay with the company and will be held accountable – may be more interested in dealing with problems on a deeper level securing the improvements so that the results are sustainable.

French and Bell (1973) deal with the issue of the internal practitioner in their book on organisational development (OD). They state that the action research model is the platform used for most OD interventions. They do not use the words ‘researcher’ or ‘consultant’ but instead consistently use the word ‘OD practitioner’. Westlander concludes: “It must be
stressed that action research in the context of OD is a much more pragmatic business than action research applied by researcher.” (Westlander, 2006, p.53). In my research project, I have been a practitioner and a researcher. Outside of the research project, I have on occasion taken on the role of consultant when I have been helping other departments at my company, but that is not covered in this thesis.

The set-up of a practitioner doing action research at his/her own home company – what I call a ‘practitioner action researcher’ – is often not recognised as ‘normal’ research by the scientific community. For some reason there is sometimes a suspicion towards the researcher that he/she can not be trusted because both the research questions and the research results are to a great extent based on his/her own experiences. But this is a question of reliability that has to be dealt with in all qualitative research, not only ‘practitioner action research’. Alvesson and Sköldberg have identified this when interviewing managers:

- “In interviews with senior managers, the picture that emerges of the subjects themselves and of their activities tends to have a positive charge: rationality, creativity, dependability, goal orientation, a client and market orientation, a desire for the well-being of the organization members - all these are claimed for the orientations of the interviewees personally, as well as for companies and other organizations they represent.” Alvesson and Sköldberg (2000, p.268)

I do not accept that an interview with a person at a company conducted by an external researcher is by default more reliable than first-hand experience of a ‘practitioner action researcher’. Both need to be reviewed by some other person to become reliable and valid.

I would like to conclude this section by making a rather personal note. I think, if I were a researcher employed at a university doing research projects that included going to companies to “find the truth” using questionnaires and interviews only, I would be very envious of practitioner action researchers’ access to data including historical facts, contact networks and the possibility to try out new ideas. Could that be the reason why practitioner action researchers are sometimes treated with suspicion? I am not saying it is so, but I suspect it could be part of the explanation.

2.2.2.3. Real-time vs. retrospective

The literature on action research normally requires the researcher to do action research in the course of the daily work in a project, i.e. real-time action research. There is, however, another approach as suggested by Gummesson (2000) called retrospective action research. He argues: “To deserve this tag, the studies should be systematic and relate to theory and other research. The experience of having lived the process should be triangulated by using additional methods such as document studies and interviews with other actors. The great advantage of retrospective action science is absolutely unique access and preunderstanding that should not be wasted by the scientific community.” (Gummesson, 2000, p. 122)

As described below in Section 2.3.1, this corresponds very well to what I have been doing when writing the paper in Appendix A. So I have been a ‘practitioner action researcher’ and,
at times, a ‘retrospective action researcher’. Maybe not a ‘normal’ action research approach. Then again, who’s normal?

2.2.3. Validity and reliability of action research

By describing how my research project was conducted, it is my intention that the reader shall be able to form his or her own opinion of the credibility of the study. In next section (2.3) I present the research techniques, including questions concerning validity and reliability, of the specific papers.

The credibility of a study, in terms of its validity and reliability, is as important for qualitative research – including action research – as it is for quantitative research. By internal validity is normally meant to what extent the chosen work method is appropriate for the problem studied whereas by external validity is meant to what extent the results are generalisable to other areas. Reliability normally measures whether the instruments are of good quality or not and to what extent the results rely on a firm empirical foundation.

Merriam (1988) describes internal validity as the extent to which results correspond to reality. But, because of three facts, the researcher must judge the internal validity from the researcher’s own experiences instead of from reality itself, which we cannot experience directly.

These facts are:

- Data do not speak for themselves. There is always an interpreter.
- A phenomenon cannot be measured or observed without changing it.
- Numbers and models are abstract concepts. They are only representations of reality, not reality itself.

Merriam concludes that what is considered to be true by the persons in the studied situation can be more important than what actually is true.

Merriam proposes six techniques that can be used to ensure internal validity, see Table 2.

As I indicate in the table, I have used all of the proposed techniques, but not all techniques in all parts of the research project. The technique that I think is the most important one for ensuring ‘truth value’ is ‘Member checks’. I have used that for all my papers. The following section (2.3) describes the usage in the research of the specific papers.

External validity is to what extent the results of a study can be applied to other (similar) situations, i.e. a question of generalisability, or what Lincoln and Guba chose to call ‘transferability’ (Lincoln and Guba, 1985, in: Merriam 1988). When researchers generalise, they really make claims about the applicability of their findings to other settings. Readers must always assess those claims critically (Firestone, 1993). Generalisability is clearly not the strength of qualitative research, but Firestone argues that qualitative methods are not at any great disadvantage, although there are things researchers can do to strengthen their case.
Merriam (1988) proposes two techniques for ensuring external validity, i.e. generalisability, see Table 3.

Merriam (1988) proposes two techniques for ensuring external validity, i.e. generalisability, see Table 3.

As mentioned in previous sections, there is no direct purpose of generalising the results when doing action research. The purpose is more to achieve a performance target and to present what contributed to the desired change in a positive way and what was negative. In this sense the technique used is ‘Reader or user generalisability’ as stated in Table 3. The client in the action research project is normally satisfied with this level of generalisability; the increase in the performance of their process is the main interest. But for the research community, ‘Reader or user generalisability’ is normally not enough to be viewed as ‘good research results’. One would like to use the technique ‘Similar studies’ to compare and get more general results, but how can that be done when working on a single case? One technique proposed by Firestone (1993) that can be used is called ‘Analytic generalisation’, see Table 4.
Table 4. Generalisation techniques according to Firestone (1993)

<table>
<thead>
<tr>
<th>Technique</th>
<th>Description by Firestone</th>
<th>Usage in this project</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extrapolation from sample to population</td>
<td>Relies on sampling and probability theory. Requires large populations and large samples.</td>
<td>Not used</td>
</tr>
<tr>
<td>Analytical generalisation</td>
<td>Does not rely on samples and populations. Uses a theory to make predictions and then confirms those predictions. With varying conditions, the results should differ in predictable ways.</td>
<td>Used partly</td>
</tr>
<tr>
<td>Case-to-case translation</td>
<td>Letting a person in one setting adopt a program or idea from another setting.</td>
<td>Used extensively</td>
</tr>
</tbody>
</table>

‘Extrapolation from sample to population’ can only be used in a very limited way when doing qualitative research. Even if qualitative data, e.g. information from questionnaires and interviews, are coded and transformed into quantitative data that could be treated as sampling data, they are all still taken from the same case. This does not make the data more general. Furthermore, the weakness of reviewing case data to generate variables and identify relationships is that cases lose their identity. The dynamic processes through which events unfold to create outcome of interest in each site are lost. Moreover, there is a tendency to ignore exceptions in order to identify the main patterns (Firestone, 1993, p.20).

‘Case-to-case translation’ corresponds to ‘Reader or user generalisability’ suggested by Merriam (see Table 3). According to Firestone, while transfer of findings from one case study to another is done by the reader, the researcher has an obligation to provide a rich, detailed, thick description of the case. But one cannot know the situations in which readers are likely to consider applying findings that are presented. (Firestone, 1993, p.18).

The middle course, as suggested by Firestone, is ‘Analytic generalisation’ which can be used to create and test theories in a single case. “In analytic generalisation, the investigator is striving to generalise a particular set of results to a broader theory. To generalise to a theory is to provide evidence that supports (but does not definitively prove) that theory. […] When one generalises to a theory, one uses the theory to make predictions and then confirms those predictions. […] Where ancillary conditions vary, the results should differ in predictable ways.” (Firestone, 1993, p.17). For a statistician it may be ‘non-scientific’ to extrapolate from a single case but, as Firestone concludes (referring to Campbell, 1986), “most high-quality scientific program studies have used illustrative rather than random samples, an approach [Campbell] endorses while arguing that generalisation is not necessarily lost as a result.” (Firestone, 1993, p.18).

This corresponds well to the arguments of Richard Normann: “The possibilities to generalise from one single case are founded in the comprehensiveness of measurements which makes it possible to reach a fundamental understanding of the structure, process and driving forces
rather than superficial establishment of correlation or cause-effect relationships.” (Normann, 1970, p. 53, cited in Gummesson, 2000, p.89)

In my case, I have studied a ‘single case’ but the case has changed over a period of several years; hence it could – with a little good will – be called ‘Cross-analysis of similar studies’ as suggested by Merriam (1988). Trying to implement Six Sigma in one setting did not work because of several ‘problems’. Once these ‘problems’ had been removed, the implementation was much more successful. This is a kind of analytical generalisation where the results differ in predictable ways. Also, in the case of Knowledge Overlapping Seminars, when one of the basic rules was broken, the consequences were exactly as predicted. Hence, the findings are presented as more general than just a snapshot of a single case.

Reliability means to what extent the results of a research project are consistent with reality. Due to the fact that human systems are never static and that the researcher is a part of the context of the studies, reliability is often a problem for qualitative research within social science. Merriam proposes three techniques for ensuring reliability, see Table 5.

Table 5. Techniques for ensuring reliability. (Adapted from Merriam, 1988)

<table>
<thead>
<tr>
<th>Technique</th>
<th>Description by Merriam</th>
<th>Usage in this project</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investigator’s position</td>
<td>Clarifying the researcher’s assumptions and theoretical orientation.</td>
<td>Used extensively</td>
</tr>
<tr>
<td>Triangulation</td>
<td>Use of more researchers or more information sources.</td>
<td>Used partly</td>
</tr>
<tr>
<td>Audit trail</td>
<td>The researcher gives a thorough description of the design of the study. Then another researcher replicates the study.</td>
<td>Not used</td>
</tr>
</tbody>
</table>

As mentioned above (Section 2.2) it is very important, especially for a ‘practitioner action researcher’, to show credibility in order to secure the reliability of the research results. This is done by displaying the researcher’s assumptions and motives. This can only be done in two ways: ‘Investigator’s position’ and ‘Triangulation’. The third technique given by Merriam above, ‘Audit trail’ is – for obvious reasons – absolutely impossible when doing action research. An action research path cannot be fully replicated.

In clarifying the ‘Investigator’s position’ the researcher describes what he/she did and why. Any personal motives should be presented as honestly and truthfully as possible. I really do not think there is one single committed researcher without any personal motives. Yet this is normally not something ‘normal’ researchers present in their theses.

The best way, from my point of view, to secure the reliability of results presented in the papers and in the thesis is to use ‘Triangulation’. In my research, triangulation was used through co-operation with other researchers – not action researchers – when conducting the research and
writing the papers. Most papers have been co-authored by other researchers, and in the ones that I am the sole author of, I have used other researchers as reviewers and advisors.

2.3. Research techniques of the specific papers

As the previous sections dealt with research methodology in general, in this section I will describe the research techniques used in the specific papers in a little more detail. Note that this section covers only methodological aspects of the papers. History, purpose and findings of the papers are presented in Chapter 4: Summary of appended papers.

2.3.1. Appendix A: “Six Sigma Management at Siemens”

2.3.1.1. Paper style

Appendix A is titled “Six Sigma Management at Siemens – A personal case study”. It is a very personal story describing a longitudinal case study of an action research project. While the other appended papers are designed to fulfil the requirements of scientific journals, this appendix is not. Many different topics are dealt with, often in chronological order. Each of these may very well be the seed that could germinate into a ‘traditional’ research paper.

2.3.1.2. The action research process

The overall goal of the client, i.e. the company now called Siemens, was to implement Six Sigma as a process improvement methodology. I have been a practitioner with the task of supporting this programme in one way or another since 2001. During this time I had several different positions, first Process Developer, then Six Sigma Black Belt, Business Excellence Manager, and finally Six Sigma Programme Manager. Since 2000, when I presented my Licentiate thesis, I have had connections with Quality Sciences Professor Bo Bergman and some of his Ph.D. students at Chalmers University of Technology. In 2005 I joined as an industrial Ph.D. student again. That was when I started to document the process as an action research project.

I return to the words of Gunnela Westlander: “It must be stressed that action research in the context of OD is a much more pragmatic business than action research applied by researcher.” (Westlander, 2006, p.53). In hindsight and using Westlander’s words, I would say this research project started as action research in the context of OD and later shifted to become more action research applied by a researcher.

As the story tells, when new knowledge was gained along the way, several corrections were made to the path. In the beginning there was no intention of making any generalisable results. That was added in the writing phase.

2.3.1.3. Longitudinal case study

The paper presents a thorough description of a change process that has taken place over a period of many years. The story starts some ten years ago and the detailed description spans over approximately four years.
When writing the story, the following information sources were used:

- Agendas and Minutes of meetings
- E-mails and Calendar appointments
- Presentation files
- Reports and Memos
- My personal memory
- Memory of colleagues (Six Sigma Black Belts, managers, process owners, project participants)

I did not conduct any interviews for this paper. The ‘memories of colleagues’ were used in two ways: i) If I could not remember clearly or if something in an information source was unclear, I called someone and asked “Do you remember how we did this?” and ii) Several colleagues checked the story, see below.

I have tried to maintain chronological order as much as possible but sometimes a specific issue spanning over a longer time period has been kept together to improve the readability of the text.

2.3.1.4. Selection of success factors

The success factors identified are the results of the so-called analytic generalisation. They were identified by me after the main story had been written. I compared ‘failures’ and ‘crises’ with the (mostly) more successful results after corrections had been made. Some success factors are based on comparisons of how we in Service implemented Six Sigma differently from other divisions of Siemens in Finspong and abroad. I also checked the list of success factors given in the literature study to see if I had ‘forgotten’ something. Some success factors were added in this way.

By using this procedure fourteen success factors were selected as critical for implementing Six Sigma at Siemens. These were then compared to what had previously been given in the literature. The success factors were divided into three groups depending on their occurrence (according to what I had found) in the literature: high, medium or low occurrence in the literature.

The conclusion that the success factors that were identified that had only a low occurrence in the literature were indeed the most central ones in my study implied that this research project really served a research purpose and that new knowledge had been presented.

2.3.1.5. Validity and Reliability

The complete story as well as the conclusions and the success factors identified have been checked by several colleagues that participated in the process. Except for parts that were a bit unclear and had to be made clearer, there were no real suggestions for changing the story. After reading the story, several persons said “The story is correct but I had forgotten that we
did all that. Now I remember it all!” So, by letting them check the story, the results became more explicit and probably contributed to a common mental model.

The story has also been checked by my scientific advisors for weak parts and “questionable formulations”. This contributed to improving the quality and making it a more ‘scientific’ story.

2.3.2. Appendix B: “Selection of Six Sigma projects based on customer feedback – The idea”

2.3.2.1. Paper style

The paper in appendix B entitled “Use Customer Feedback To Choose Six Sigma Projects”, which was co-authored by Anders Fundin at Chalmers and myself, was published in Six Sigma Forum Magazine – not really a scientific journal but a management journal. The paper is rather “short”.

It is a conceptual paper, presenting a new idea. At the time of its writing we had no real results.

2.3.2.2. Research process

Anders Fundin was doing research on how to use ‘the voice of the customer’ – especially dissatisfied customers – in the development of new products. Professor Bo Bergman knew I was doing a Six Sigma project at Alstom Power with the purpose of finding root causes to re-occurring customer problems, so he brought us together.

The development of the application, which was called PIS (Process Improvement System), was conducted as a Six Sigma project. As a Black Belt I was managing the project, which included personnel from the gas turbine development department. At the time that the paper was being written, the project was in the Improvement phase (see Section 3.1 Six Sigma). There was plenty of documentation for the project: project charter, progress reports, minutes of meetings, presentation files, and the application itself developed in Lotus Notes software.

After discussing our common interests we decided to write a paper. I described what I had done in my Six Sigma project and we discussed how it fitted into Anders’ research.

After describing the idea and the application that was developed, some lessons learned are presented. These were derived by Anders and me in discussions where I was ‘informally’ interviewed. In his research project, Anders also conducted formal interviews with other people at Alstom Power concerned with customer feedback and new product development. These interviews were only partly related to this paper.

This was very early in the introduction of Six Sigma at Alstom Power. My ‘action research project’ had just started, even though at that time I was not thinking in terms of action research. Still, in hindsight, it is obvious that turning PIS into a scientific paper revealed some things, i.e. the lessons learned, that were fed back into the Six Sigma project. This helped to develop training material for the personnel.
2.3.2.3. **Validity and Reliability**

The paper was reviewed by managers, by members of my Six Sigma team and by Professor Bergman. This led to minor changes.

By interviewing not only myself but also other people at Alstom Power, Anders could ‘check the consistency’ of what I was saying and the views of others. This increased the validity and the reliability.

2.3.3. **Appendix C: “Selection of Six Sigma projects based on customer feedback – Application”**

2.3.3.1. **Paper style**

The paper in appendix C entitled “Changing from a product to a process perspective for Service Improvements in Manufacturing Companies”, which was co-authored by myself and Lars Witell at Karlstad University, has been submitted for publication in a scientific journal.

In the paper the idea presented in the previous paper is tested in a real application at the Service Department.

2.3.3.2. **Research process**

Some years had passed since PIS was developed and I was now working at the Service Department with the Six Sigma programme. As described in “Six Sigma at Siemens” (appendix A) we had developed processes and appointed process owners. I thought it was time to resurrect PIS, this time in Service. I presented the concept to the management team which approved a starting up PIS within the frame of the process management work conducted by process owners.

I met each process owner one by one. Each meeting started with an introduction to the ideas and purpose of PIS (using training material developed in my Black Belt project) and the real application in Lotus Notes was then started at the process owner’s computer. There were already 336 process fault reports in the system associated with the Service processes. These were investigated and grouped or sent on to other processes. Already existing and new Six Sigma projects were defined from the process fault report groups by the process owners and me together.

At this stage, in 2006, one of my scientific advisors, Lars Witell, and I decided we would write a paper on how PIS had been used within Service. Lars is an associate professor at the Service Research Center at Karlstad University, conducting research on service management and quality.

We met and discussed what had been done at Siemens and how that could be used in other Service Improvement activities. At this time I was more aware of action research methodology (than in the previous paper) and, as we discussed, new knowledge became evident – or revealed itself – that was fed back to the Service department. This corrected our way of
selecting Six Sigma projects to become more customer focused. Furthermore, the importance of having a process perspective was emphasised even more.

2.3.3.3. Quantitative analysis

This is the only of the appended papers where I use some quantitative analysis – which I normally often use in Six Sigma projects. I used the Chi square hypothesis test (for use on attribute data) on two different sets of data.

The ratio of reports classified as High/Medium/Low by product fault analysers was compared to the classifications made by the process owners. The classifications were coded in the process fault reports by product fault analysers and process owners, and were easily accessed in the PIS system. The hypothesis testing was done by me (null hypothesis: no differences in classifications).

Furthermore, the focus areas for improvement projects, i.e. Six Sigma projects, that were started before analysis of PIS reports were compared to those started after – as a result of – analysis of PIS reports. The classifications of projects into one or more of four different focus areas were made by me. The hypothesis testing was also done by me (null hypothesis: no differences in focus areas).

2.3.3.4. Validity and Reliability

The data used for quantitative analysis of report classifications were extracted from the PIS system. These classifications were not influenced by the research process. Hence these data have high reliability.

The data used for quantitative analysis of focus areas were coded by me on the basis of my own knowledge about the projects. The coding of the Six Sigma projects that had been started before PIS analysis had already been done before the writing of this paper. It was included in a presentation file, developed by me, to be presented by the Service division manager at a gas turbine user’s conference. However, the coding of new projects, was done later. The codings were checked by Black Belt colleagues. Hence, these data are somewhat less reliable than the report classifications, but the conclusions drawn from the analysis have been checked by the process owners, who agree with them. This increases the reliability.

An earlier version of the paper was reviewed by Black Belt colleagues, process owner and, Professor Bergman, thus increasing the validity.

2.3.4. Appendix D: “Selection of Six Sigma roadmap based on process state”

2.3.4.1. Paper style

The paper in appendix D entitled “DMAIC and DMADV – Differences, similarities, and synergies”, written by me, has been published in the scientific journal *International Journal of Six Sigma and Competitive Advantage*. 
It is a conceptual paper, presenting a new Six Sigma roadmap to be used in specific situations.

2.3.4.2. Research process

This was very much based on my own experiences of running and coaching Six Sigma projects, but I ‘knew’ from many discussions that Black Belt colleagues had the same problems. The problem was that ‘by the book’ Six Sigma often did not work when improving ‘bad’ processes.

The idea of Wheeler’s process states (Wheeler, 2000) came from my trainer when I attended Black Belt training in 2001. I had made a picture on a flip chart that I kept and often showed to people when we discussed these problems.

The new roadmap – DMADC – was developed conceptually by me and was then tested in two Black Belt projects run by other Black Belts in Service and coached by me. Some of the details of the roadmap were changed along the way, once again using the action research methodology.

2.3.4.3. Validity and Reliability

I was the sole author of the paper but it was reviewed ‘theoretically’ by my colleagues at Chalmers and ‘practically’ by my colleagues at Siemens, especially those who had tried out – and improved – the new roadmap.

2.3.5. Appendix E: “Knowledge Overlapping Seminars – KOS”

2.3.5.1. Paper style

The paper in appendix E entitled “Knowledge Overlapping Seminars – KOS. Design and Applications.”, co-authored by myself and Christina Mauléon at Chalmers, has been submitted for publication in a scientific journal.

It is a comprehensive research paper that presents the design and two applications of a new method called Knowledge Overlapping Seminars. It has been revised by a professional editor.

2.3.5.2. Research process

I first got the idea that would later evolve into Knowledge Overlapping Seminars when I worked as an engineer at Saab Aerospace in 1984. It was based on my experiences from misunderstandings between people in product development teams. I ‘invented’ a type of seminar (see ‘Summary of appended papers’ for more detail) by combining my own experiences with ideas of colleagues at the Gas Turbine R&D Department about how to reveal misunderstandings. I later had the opportunity to try out KOS in a product development team at ABB STAL – now called Siemens. The results gathered from questionnaires and interviews with the participating persons were presented in my Licentiate thesis (Cronemyr, 2000:a).

When I re-started my research studies in 2005 I wanted to use KOS again, but now in a new setting, a Six Sigma project. I also wanted to make KOS ‘more scientific’, i.e. to connect my
ideas of KOS to more theoretical research on misunderstandings. Christina Mauléon at Chalmers University had the theoretical knowledge I lacked. Together we developed KOS further and a new application in a Six Sigma project was conducted and evaluated using questionnaires and interviews.

Once again, this is a typical example of ‘practitioner action research’. An initial idea, ‘how to detect and avoid misunderstandings’, based on first-hand experience, is developed into a new theory and a new method. When one of the rules defined by the method was broken, the consequences were exactly those predicted by the theory.

2.3.5.3. Questionnaires and Interviews

An initial meeting and six seminars were carried out in each of the two applications. Each seminar lasted between two and three hours. All meetings/seminars were documented by my taking notes and, at some of the meetings in the second application, by Christina. Summaries of the discussions are given in the paper.

The attitudes and opinions of the participants were explored using questionnaires and interviews. Westlander (2000) compiled four types of ‘question asking’, see Table 6. In the evaluation of KOS, I used questionnaires (type D) and semi-structured personal interviews (type B).

Questionnaires (type D in Table 6) were handed out before each seminar, after each seminar and (in the first application only) one month after the seminars.

The answers to items in the questionnaires were ‘semi-quantitatively’ analysed (because of the small sample sizes no real quantitative analyses could be made), i.e. mostly descriptive statistics were used. Answers to questions about attitudes given before and after the seminars were compared with the aim of identifying changes in the attendees’ attitudes towards other domains that were provoked by KOS.

Furthermore, semi-structured interviews (type B in Table 6) were carried out approximately one month after the seminars. The changes in attitudes, identified in analyses of the questionnaires, were compared to the person’s own opinions, given in the interviews, concerning whether or not there had been a change.

In the first application, 12 persons were interviewed, each for approximately half an hour. Answers were documented on paper by me. After the interviews, similar answers were grouped together and conclusions were drawn.

In the second application, seven persons were interviewed, each for approximately an hour, by me and (in some interviews) Christina. Interviews were recorded and transcribed by me and Christina. The answers were then coded, similar answers were grouped together, and conclusions were drawn.
Table 6. Types of question asking (from Westlander, 2000). (* types used in this project)

<table>
<thead>
<tr>
<th>Type</th>
<th>Study method</th>
<th>Role of the interviewee</th>
<th>Role of the interviewer</th>
<th>Interview aids</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Unstructured personal interview</td>
<td>Decides what shall be discussed and to what extent.</td>
<td>Wants to investigate the individual’s own view of the existential situation.</td>
<td>Notes taken freely during/after the interview, possibly following a predetermined frame; tape-recording if permitted by interviewee.</td>
</tr>
<tr>
<td>B *</td>
<td>Semi-structured personal interview</td>
<td>Has the freedom to specify what shall be taken up within the frame of each topic (conversation theme).</td>
<td>Wants to investigate the individual’s own view of conditions within each subject area.</td>
<td>Interview guide + notes taken freely during/after the interview; tape-recording if permitted by interviewee.</td>
</tr>
<tr>
<td>C</td>
<td>Structured interview (conversation led in detail by interviewer)</td>
<td>Tied to the questions posed by the interviewer.</td>
<td>Wants to assess and compare responses of a number of specific questions set up in advance.</td>
<td>Interview form</td>
</tr>
<tr>
<td>D *</td>
<td>Printed questionnaire (that may follow the pattern of either B or C, but normally type C)</td>
<td>Tied to the questions posed by the interviewer.</td>
<td>Wants to assess and compare responses of a number of specific questions set up in advance.</td>
<td>Questionnaire</td>
</tr>
</tbody>
</table>

2.3.5.4. Validity and Reliability

The questionnaires and interview guide used in the first application were developed as an assignment in Professor Emerita Gunnela Westlander’s post graduate course on Qualitative Research Methodology in 1999. However, before using them, test versions of questionnaires, the interview guide, the presentation material and the analysis model were developed and reviewed by Professor Westlander and personnel at the company for readability.

In the second application in 2006, Christina Mauléon and I designed the questionnaires and interview guide together. They were checked by Professor Bo Bergman. Presentation material developed for the first application was used.
To improve the reliability of our research, all interviewees checked their own interview answers. The paper was reviewed by the Black Belt that managed the Six Sigma team in the second application.

The question of external validity remains, i.e. transferability or generalisability. That question – even though KOS was tested in two different applications – can not be given a positive answer. The reason is that I was present in all 12 seminars in the two applications. KOS has never been conducted without me being present. Therefore, it can not be proved that KOS will work in ‘any’ project. That still needs to be tested and evaluated – by someone else. Still, as generalisability is not the main purpose of action research, the outcomes of the two applications were very successful for the ‘clients’, i.e. the product development team and the Six Sigma team. In this case, the technique of ‘reader or user generalisability’ must be used.

2.3.6. Appendix F: “Process improvement simulations”

2.3.6.1. Paper style

The paper in appendix F entitled “A Decision Support Tool for Predicting the Impact of Development Process Improvements”, which was co-authored by myself, Anna Öhrwall-Rönnbäck at Linköping University and Professor Steven Eppinger at Sloan School of Management, MIT, has been published in the *Journal of Engineering Design.*

It is a conceptual paper and a case study, presenting a new tool for simulating improvements to iterative processes.

2.3.6.2. Research process

At the time, in 1998, I was managing a process development team whose task was to map and develop the Gas Turbine Blade Development Process. In a course assignment for a graduate course on DSM conducted by Professor Eppinger, I used the process maps that we had already created in my project and converted the maps into DSM matrices (see ‘Summary of appended papers’ for more detail). In order to be able to simulate improvements to the process, I needed numbers for ‘task times’ and ‘re-work fractions’. These were provided by the team members.

The work was divided between domain experts, i.e. stress engineers, aerodynamic engineers and mechanical designers.

The simulations, using numbers given by the team, were made by me using Matlab software. Several suggestions for improvements were simulated. Modified numbers had to be estimated for each potential improvement. That was done jointly by the domain experts and me.

Simulation results were discussed in the team to decide whether to introduce the improvement ‘in real life’ or not. One major improvement was finally decided upon – and approved by senior management – and was performed. The expected results were accomplished.

In another application at another company, Saab Aerospace, Anna Öhrwall-Rönnbäck used the simulation method in a similar way. Good results were accomplished in that application as well.
2.3.6.3. **Validity and Reliability**

Scientifically the method is based on matrix algebra and eigenvector analysis. That is ‘the easy part’. The assumptions about when the method can be used are harder. The assumption of fully parallel activities corresponds to a highly iterative process, e.g. a product development process, but not to sequential processes. In my case, the process that was analysed was highly iterative; hence the method should be valid. In the case of the Saab process, it was somewhat more sequential but it worked reasonable well anyway.

The numbers provided by the team for the simulations were discussed among experts within each domain before being decided upon. There was no ‘control group’ providing other numbers to make comparisons with. This may look like a weak link but, since the method is only used to calculate the impact of relative changes to the numbers, not absolute numbers, the sensibility to ‘small errors’ should be low.

The generalisability of the method has been strengthened by the facts that we tested it in two different companies and that it has been used by others after the publication of the paper, see Wright (2004).
3. Theoretical framework of implementing Six Sigma

In this chapter I will describe the theoretical framework of implementing Six Sigma, as given in literature. I will summarise Six Sigma, Process Management and the integration of the two, followed by sections on some cultural, contextual and psychological change aspects of implementing Six Sigma.

But before going into the framework, I would like to explain my view on the word ‘implement’. Not being an expert in the English language, I believe ‘implement’ is somewhat softer than the Swedish word ‘implementera’ which is normally used for example in the meaning of implementing a new operating system in a computer. You normally do not ‘implementera’ ideas in people’s heads. That is why I think the Swedish word is harder than the English word. To me, by reading English literature, I interpret ‘implement’ as something that could – and normally do – come from outside but is then adopted on the inside of an organisation or a person, in the meaning of Hellström (2007). When a concept has been totally adopted it becomes almost invisible because it has been naturalised (see Book, 2006). So when I write ‘implement’, it should not be misinterpreted as ‘implementera’ which does not include adopt and naturalise, but to me, ‘implement’ does.

3.1. Six Sigma

The widespread process improvement methodology of Six Sigma was introduced by Bill Smith at Motorola in the 1980s (Chadwick, 2007) and made famous when implemented by John F. ‘Jack’ Welch at General Electric (GE) in the 1990s (Eckes, 2001). Since then, Six Sigma has spread far and wide and is now used by many companies around the world.

![Diagram of DMAIC process](Image)

Figure 4. The five phases of DMAIC – the Six Sigma process.
Six Sigma is in essence a structured way of solving problems in an existing process based on analysis of real process data, i.e. facts (see e.g. Magnusson, Kroslid and Bergman, 2003). Motorola called the procedure MAIC, which at GE became DMAIC, for Define, Measure, Analyse, Improve and Control; for the phases of the Six Sigma process, see Figure 4. One could argue that DMAIC is nothing new but a set of long well known tools used within Quality Management but, on the other hand, without Six Sigma these tools would probably still be in the possession of a limited number of people. What makes DMAIC into something new is rather the structuring of the individual tools to the process itself, which is basically the Shewhart cycle (Shewhart, 1931, 1939), also known as the PDSA cycle for Plan, Do, Study, Act (Bergman and Klefsjö, 2003).

Six Sigma is often referred to as a ‘statistical method’ (i.e. a quantitative method), because decisions are made on the basis of statistical analysis of quantitative data. That is only one part of the truth. Another part that should not be forgotten – especially in Six Sigma training – is that, without qualitative methods, Six Sigma does not work. The alternate use of quantitative and qualitative methods in the DMAIC process is described below.

The Define phase and the beginning of the Measure phase are mostly qualitative. A problem to be solved needs to be formulated from people’s experiences. Sometimes quantitative data from process evaluations are used. The rest of the Measure phase and the beginning of the Analyse phase are mostly quantitative. It is here where the statistical analysis takes place, but the statistical analysis does not by itself reveal the underlying root causes. It rather indicates where to look deeper into the problem. If, e.g., a correlation between two variables has been found, the Six Sigma team still needs to discuss, by using e.g. an Ishikawa diagram, what the possible underlying root causes may be, and how these could be avoided. Hence, the rest of the Analyse phase and the Improve phase are mostly qualitative, even though causation – not only correlation – should always be quantitatively verified before starting improvements. Finally, the Control phase is mostly quantitative since the improved process is measured and monitored.

To be a Black or Green Belt, i.e. a Six Sigma project leader, you must master both the quantitative and the qualitative approaches, and use a combination of these. In this respect it is very similar to pragmatic research. The use of qualitative methods to find the root causes in the Analyse phase is very similar to what the pragmatist John Dewey wrote. “Suggestion is the very heart of inference; it involves going from what is present to something absent. Hence, it is more or less speculative, adventurous. Since inference goes beyond what is actually present, it involves a leap, a jump, the propriety of which cannot be absolutely warranted in advance, no matter what precautions be taken.” (Dewey, 1910). One can see the influences of Dewey, which via C. I. Lewis inspired Shewhart and Deming to develop the PDSA cycle. It later evolved into the Six Sigma process DMAIC.

Originally, as developed by Motorola, the Six Sigma methodology was mainly based on statistical analysis with the aim of reducing variation in process outputs, typically to a ‘process sigma’ of six, corresponding to a defect level of 3.4 defects per one million opportunities. (A ‘process sigma’ of six corresponds to 4.5 standard deviations due to Motorola’s introduction of ‘the 1.5 sigma shift’ for long term variation of the mean.) Still today, emphasis is put on the
statistical tools when conducting DMAIC training, some of which are quite complicated to learn and use correctly. But Six Sigma has evolved and today it is also used to improve processes where there are limited amounts of data to analyse. As applied at General Electric (Eckes, 2001), and used by many other companies, this type of approach is called the ‘process door’ as a contrast to the traditional ‘data door’ approach, see Table 7. In the ‘process door’, even though quantitative data may be limited, there are often qualitative facts to analyse; but once the root causes have been found, they still need to be verified quantitatively by some experiment or investigation.

<table>
<thead>
<tr>
<th>Approach to use in the Analyse phase</th>
<th>When to use</th>
<th>Tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data door</td>
<td>With extensive data, find problem areas in detailed data analysis.</td>
<td>Descriptive Statistics: Histograms, Dot Plots, Time Series Plots (Run Charts), Pareto Charts, Box Plots, Probability Charts Causal Statistics: Data Stratification, Scatter Plots, Matrix Plots, Correlation Analysis, Regression Analysis, Design of Experiments (DoE) Hypothesis testing Cause and effects analysis (Fishbone/Ishikawa Diagrams) Verification of causes</td>
</tr>
<tr>
<td>Process door</td>
<td>With limited data, find problem areas in detailed process map analysis.</td>
<td>Detailed process mapping and analysis Failure Mode and Effects Analysis (FMEA) Five Whys, Brainstorming and Affinity Diagrams Cause and effects analysis (Fishbone/Ishikawa Diagrams) Verification of causes</td>
</tr>
</tbody>
</table>

At the beginning companies were primarily using DMAIC to improve their Manufacturing process. Still today, some people associate the word ‘process’ directly with manufacturing. Since then the usage has spread to all types of business processes and today many see Six Sigma as something much more comprehensive than just an improvement methodology. In some companies it has become a business strategy of top management (Antony and Banuelas,
2002). Even so, the link between DMAIC projects on the floor and the Six Sigma programs driven by top management is not always obvious, neither in the literature nor in business. One other area that still needs development is how to identify and select Six Sigma projects.

### 3.2. Success factors in implementing Six Sigma

The success factors in the introduction and implementation of a Six Sigma program in a company have been investigated by several authors. In a literature review Schön (2006) found success factors, suggested by Henderson and Evans (2000), Goldstein (2001), Pande et. al. (2000), Antony and Banuelas (2002) and Sandholm and Sörqvist (2002). Schön compared the suggested success factors and found extensive overlap. Fourteen success factors were selected. Furthermore, the importance of the fourteen suggested success factors was ranked in a study on how Six Sigma had been implemented in three major Swedish companies: Volvo Cars, Ericsson and SKF. Schön’s ranking was based on how frequently the success factors were mentioned by the respondents at the companies.

The six success factors that were found to be most important were (Schön, 2006):

- Management commitment
- Focus on Training
- Project selection
- Strategy for implementation
- Linking Six Sigma to business strategy
- Focus on results

The other eight success factors were: (Schön, 2006):

- Linking Six Sigma to the customer, human resources and suppliers
- Organisational infrastructure
- Early communication to employees
- Understanding Six Sigma methodology, tools and techniques
- Investing in adequate resources
- A uniform language and terminology
- Follow-up and communication of success stories
- Developing a distinctive path to Six Sigma
In addition to these, the people at the studied companies also suggested the following success factors that Schön had not found in the literature (Schön, 2006):

- Involvement of middle management
- Creation of qualitative goals such as customer value
- Knowledge and competence
- Ability to learn from history

In their book “Leading Six Sigma” Snee and Hoerl (2002) compare very successful and less successful case studies of Six Sigma implementations and identify the following attributes as characteristics of the successful companies:

- Committed leadership
- Use of top talent
- Supporting infrastructure

As a contrast, the less successful companies had only ‘supportive’ leadership that did not really believe in Six Sigma; whoever was available was appointed Black Belt; and there was no supportive infrastructure, i.e. no formal project selection process, no formal project review process, only part time resources, and no integration with the companies’ financial systems (Snee and Hoerl, 2002, p. 43).

In an explorative case study Sören Karlsson and Pia Sandvik-Wiklund (1997) investigated critical aspects of ‘quality method’ implementation. The quality methods implemented in the study were Quality Awards and Design of Experiments. The results are interesting and may also be valid when implementing the ‘quality method’ Six Sigma. They define four different types of uncertainty:

- **Company uncertainty**: Uncertainty about the company’s situation.
- **User uncertainty**: Uncertainty about the method user’s situation.
- **Process uncertainty**: Uncertainty about the process where the quality method is applied.
- **Method uncertainty**: Uncertainty in ‘quality understanding’, i.e. understanding of e.g. variation and mental models.

While company uncertainty, e.g. a threat to the company, may be a motivation to implement the quality method, user uncertainty was not found to have any influence on the implementation. However, for a high output of implementing the quality method, low process uncertainty is required (Karlsson and Sandvik-Wiklund, 1997, p.63), i.e. there should be a high degree of knowledge and understanding of the process to be improved. Finally, as they found, “for a successful quality method implementation, a formula is not enough. The quality method must either in itself have a certain degree of uncertainty, or the uncertainty must be created. […] A balanced combination of method uncertainty and formula supports both
individual and organizational learning.” (Karlsson and Sandvik-Wiklund, 1997, p.64). My interpretation of this is, for an implementation to be successful, the method must be adaptable to the individuals’ and the organisation’s needs, hence supporting individual and organisational learning. A method that is too rigid, or ‘not uncertain enough’, will not fit in existing mental models.

In a later paper Pia Sandvik-Wiklund, together with Håkan Wiklund, continued the thread from the previous paper by investigating the Six Sigma method from an organisational learning perspective (Wiklund and Sandvik-Wiklund, 2002). They argued that, for Six Sigma to be successful, DMAIC should be complemented by ‘Soft Sigma’, which they define as “all aspects that deal with learning and implementation of Six Sigma, i.e. knowledge in behaviour science. The overall goal [is to] increase organizational learning […] by having Black Belts and Master Black Belts that have more of Deming’s Profound Knowledge, thus of knowledge and psychology.” (Wiklund and Sandvik-Wiklund, 2002, pp. 237-238). Black Belts are ‘internal change management consultants’ and hence need ‘softer’ training in addition to the ‘harder’ training in statistics normally given in Black Belt training. This must be regarded as a success factor, as given by Wiklund and Sandvik-Wiklund.

3.3. Process Management

Focusing on processes was promoted by Shewhart (1931, 1939) as a way to achieve quality and satisfied customers. So, what is a process? There are many definitions but most used within the quality context are similar to the one given by Bergman and Klefsjö, which is the one I choose to use:

- “A process is a network of activities that are repeated in time, whose objective is to create value to external or internal customers.” (Bergman and Klefsjö, 2003, p.426)

The boundaries of a process are illustrated by the model in Figure 5, sometimes called SIPOC (Supplier, Input, Process, Output, Customer). It shows the importance of the relations with suppliers and customers, something that is not equally obvious by looking at a traditional organisation chart for an organisation without defined processes.
The importance of adopting a process view and continuously improving processes has led to the creation of the Process Management philosophy. The idea was first developed at IBM (Bergman and Klefsjö, 2003). The ISO 9001 standard requires an organisation to apply a process approach to three types of actions: management, product and/or service realisation, and support. Process owners should be appointed who have a defined responsibility and authority to implement, maintain and improve the processes. The fundamentals of managing processes are (Westcott, 2007):

- Identifying the primary processes of the organisation
- Naming the process owners
- Mapping the flow of each process
- Specifying metrics of each process
- Determining each process’ interaction with other processes
- Assessing each process’ effect on the organisation’s strategic goal
- Having an improvement plan for each process aiming at fulfilling the strategic goals

Documentation of processes should include process objectives, process map/flow chart, procedures and work instructions, quality plans, measurements and audit results, and information on ongoing and finished improvements.

Goals and measurements of an organisation’s processes are often gathered and presented in a Balanced Scorecard (Kaplan and Norton, 1992).

Process Management has been a popular topic in the management literature for at least two decades. Hellström (2006) analysed the conceptions of Process Management in the management literature and identified two different descriptions: ‘TQM’ and ‘BPR’. “Some describe Process Management as one of the core principles in conventional Total Quality Management (TQM), aiming at long-term continuous improvements of the existing process structure. Others associate it with Business Process Reengineering (BPR), i.e. a more radical approach to improvements […] The different natures of TQM and BPR can be explained by differences in origin. […] Quality advocates promote well documented processes, defined control points, measurements and continuous monitoring. Reengineering advocates, on the other hand, with a tradition from information technology, stress the importance of redesign rather than control. However, there are also great similarities in the process perspective between TQM and BPR. They both advocate process mapping to identify the processes in the organisation.” (Hellström, 2006).

By developing and continuously improving processes an organisation can reach different maturity levels, as given by the CMM (Capability Maturity Model) in Figure 6. The last level is called ‘Optimising process’. This vocabulary is normally used in the BPR context. In the TQM language ‘optimising’ should be read as ‘continuously improved’.
According to Russ Westcott, the outcomes of process management might include customer satisfaction and retention, profitability, environmental and social actions, and ethical and legal responsibilities. A favourable effect not only sustains an organisation but also fuels its growth, prosperity and contribution to society (Westcott, 2007).

Daly, Dowdle, McCarty and Stevens (2004) expand Process Management into something larger and more systematic, called Process Based Management – PBM. They argue “PBM goes beyond managing only a process or managing processes as if they were functions. PBM is dedicated to bringing what often appear to be unrelated activities, functions, processes, and lines of business together to work with a focused mindset towards achieving the organisation’s strategic goals.” (Daly et al., 2004). Furthermore, Todd Scaletta (2006) argues that “[process improvement methods, e.g. TQM, BPR, Activity-Based Costing, Lean, and Six Sigma] are often limiting because they tend to examine only individual processes rather than integrating these processes into an examination of the complete system at work within an organisation. Although the process view is critical part of the foundation for an organisation to become PBM oriented, this process view often leads to individual methods and tools competing for resources.” (Scaletta, 2006, p.22). According to Scaletta, there is a need for more integrated improvement, which can be realised by implementing PBM.

### 3.4. Integration of Six Sigma and Process Management

Magnusson, Kroslid and Bergman (2003) describe the three main deployment approaches for Six Sigma. These are:

- Company-wide strategy
- Improvement programme
- Toolbox
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The first is the most ambitious approach. It is a top-down approach driven by the CEO. The second approach is narrower in focus than the first, and the third approach is only to take the raisins from the cake and integrate them into existing improvement methodologies. Strangely enough though, all these approaches are described as deploying Six Sigma ‘in an organisation’, not integrating Six Sigma and Process Management, i.e. it seems that Six Sigma should be run by – committed – managers in the organisation. There is no direct link to the owners of the business processes.

When Hammer and Champy published their ‘BPR manifesto’ in 1993 (Hammer and Champy, 1993), they did not mention how Six Sigma was related to Process Management – by then Six Sigma was still a relatively unknown concept. In 2002, however, Michael Hammer published a paper entitled ‘Process Management and the future of Six Sigma’ (Hammer, 2002). According to Hammer, Six Sigma has its roots in TQM but “Six Sigma should be a part of Process Management, not the other way around” (Hammer, 2002, p. 32). Hence one could interpret Hammer to mean that TQM is a part of BPR, even though he no longer uses the term BPR. Still, the question of how to integrate Six Sigma and Process Management remains.

Snee and Hoerl (2002) also write that Six Sigma has its roots in TQM but Six Sigma goes beyond TQM by the introduction of the DMAIC roadmap. Furthermore, they argue that Six Sigma must fit with other existing quality systems, e.g. a Process Management system based on ISO 9000. “Six Sigma is a methodology for making breakthrough improvements. It was never intended as a system for managing quality in an ongoing manner, nor was it intended to define the proper criteria for world-class quality management. [...] You should integrate Six Sigma with existing quality management systems, rather than trying to make Six Sigma something that it is not” (pp. 226-227). Fortunately, they conclude “There are logical linkages between these systems. [...] If you modify your ISO 9000 documentation to say what you are doing with Six Sigma, the quality audits and other ISO infrastructure that ensures compliance will also ensure that you continue to “do what you said” about Six Sigma” (p.227).

This agrees with the view of Gregory Watson: “I believe that eventually the ISO 9000 quality management system standard and the Malcolm Baldrige National Quality Award criteria might more explicitly ascribe to a more Six Sigma-focused approach to business improvement” (Watson, 2005, p.321).

Snee and Hoerl (2002) present the following guiding principles for integrating Six Sigma into Process Management systems and processes (pp. 163-164):

1. Focus on key processes
2. Routinely monitor and analyse data from key processes
3. Utilise two types of actions:
   - Controlling/adjusting the process to maintain performance
   - Making improvements [using Six Sigma] to the process to achieve even higher performance
Bergman and Klefsjö (2003) trace the origins of Process Management back to TQM authorities Shewhart and Juran. They also describe the Process Management methodology used at IBM as the following steps:

1. Organise for improvement
2. Understand the process
3. Observe the process
4. Improve the process continuously

Again, it is in the last step where Six Sigma may be used.

A similar picture is given by Magnusson et al. (2003) describing ‘The 9 Step Business Process Management Model developed by GE’:

1. Develop and agree on process charter and strategic goals
2. Map the process
3. Identify critical-to-quality characteristics
4. Identify process measurements
5. Create Process Management system
6. Develop data collection plan
7. Monitor performance
8. Visualise results
9. Improve process

Once again, it is in the last step where Six Sigma may be used. There seems to be an understanding that one should ‘first measure, then improve if necessary’. In this view, Six Sigma seems to be an ‘extra feature’, but not a ‘central part’, of Process Management, i.e. ‘if the processes are OK, there is no need to run Six Sigma’.

In the on-line paper ‘Can Six Sigma and Business Process Management Co-exist?’, Marvin Wurtzel (2007) claims that they definitively can. “The two strategies are not mutually exclusive, however, and some savvy companies have discovered that combining BPM and Six Sigma can create dramatic results. [...] It is easy to see how powerful it can be to combine the two practices. Their strengths complement each other and create a synergy that instils the entire operation with a focus on quality and performance.” (Wurtzell, 2007). He presents a model where Six Sigma should be used as improvement methodology in the BPM process defined as: Document, Assess, Improve, Manage. Unfortunately, he presents no details on how to do it.

Watson (2005) looks to the future of Six Sigma and argues “a proactive human-focused business environment can be developed only when both the “hard, analytical disciplines” and the “soft, psychological disciplines” merge into a unified approach for managing results...
through people. How will the future migrate from the current state to establish the context for this integration?” (Watson, 2005, pp. 322-323).

3.5. **Cultural and contextual aspects of implementing Six Sigma**

Implementing Six Sigma is an endeavour of change. Several authors have stressed the importance of taking the culture and context of the company into account instead of recommending silver bullets that could be used anywhere.

Klefsjö, Bergquist and Garvare, (2007) think that the difficulties of implementing methods within Quality Management have been dealt with in too sketchy a manner by many of its proponents. They argue that it is not certain that Six Sigma, with its American background, could seamlessly suit organisations in other parts of the world, or even suit the culture of a neighbouring firm in similar branches.

Sandholm and Sörqvist (2002) feel that a standardised approach can lead to a nonoptimised program. “Relevant conditions such as the employees’ level of training, attitudes and working climate, as well as the company’s financial situation and management’s commitment and knowledge will also help determine the design of a Six Sigma program. Even factors like country and culture can be important.” (Sandholm and Sörqvist 2002, p. 20).

Crom (2000) and Schön (2006) have used Fons Trompenaars’ model of archetypes, or national patterns, of corporate culture (Trompenaars, 1993), see Figure 7, to describe how national cultures influence a Six Sigma implementation.

![Figure 7. National patterns of corporate culture](Source: Schön, 2006. Adapted from the model by Trompenaars, 1993)
The model uses two scales’ ‘status’ from egalitarian to hierarchical and ‘orientation’ from person-oriented to task-oriented to separate the four archetypes. These are (counter clockwise from lower left):

- **Power-oriented culture** – ‘Family’  
  **Description:** Family relations with an experienced ‘father’. Work for the good of the group. Individuals are important parts of the family.  
  **Examples:** Japan, India, Spain.

- **Role-oriented culture** – ‘Eiffel tower’  
  **Description:** Centralised collective effectiveness with a focus on reaching the goals of the business unit. Individuals should not be singled out.  
  **Examples:** Germany, Netherlands.

- **Project-oriented culture** – ‘Guided missile’  
  **Description:** Everything is aimed at achieving a strategic target, conducted in small project teams with less top management control. Celebrate individuals’ achievements related to the common goal.  
  **Examples:** USA, UK.

- **Fulfilment-oriented culture** – ‘Incubator’  
  **Description:** The organisation should serve as an incubator for the individuals’ self-fulfilment with minimal hierarchy. As individuals grow, so does the organisation.  
  **Examples:** Sweden, Norway.

Schön (2006) used the model to classify three major Swedish companies: Ericsson, Volvo Cars and SKF. She found that, while Ericsson had a fulfilment-oriented culture, i.e. a ‘Swedish culture’ according to the model, Volvo Cars (owned by the American company Ford) and SKF had more project-oriented cultures.

Steve Crom (2000) elaborates on the cultural aspects of implementing Six Sigma in Sweden:  
“*To a Swede, an organisation is a vehicle through which the individual expresses him- or herself and can realise his/her full potential. It is an incubator. To generate enthusiasm for Six Sigma, one must anticipate the question, "How will Six Sigma help me be more creative?" The answer is, "When half of today’s problems are avoided through better processes, you will have more time to be creative!" Six Sigma frees up the capacity of individuals to grow and learn. Its success depends on it.*” (Crom, 2000)

Crom concludes: “*Six Sigma is universally applicable, though how one communicates the purpose of it and implements it should differ depending on the predominant national culture. Companies operating in Europe should beware of implementation approaches that are based on a U.S.-style emphasis on the capability of talented, well-trained individuals to get results ‘no matter what it takes’.*” (Crom, 2000).
Magnusson et al. (2003) discuss the reasons why Six Sigma has not achieved the same high level of attention and deployment in Europe as in the US. Two of the reasons – related to culture – are:

- “There is an evident mistrust and lack of interest by senior management and other stakeholders to apply yet another improvement strategy of US origin”, and

- “There are some implementation aspects of Six Sigma that work well in the US but may be at odds with the European cultures and management styles.” (Magnusson et. al., 2003, p.28).

To sum up, one should be conscious that Six Sigma is American in its design and that it may not always fit in companies with other cultures without some adjustments.

### 3.6. Psychological change aspects of implementing Six Sigma

Wiklund and Sandvik-Wiklund (2002) argued, as mentioned above, that DMAIC should be complemented by ‘Soft Sigma’, i.e. Black Belts should be trained to act as ‘internal change management consultants’.

Antony and Banuelas (2002) identify ‘Cultural change’ as one of their eleven key ingredients of a Six Sigma program. “Companies that have been successful in managing change have identified that the best way to tackle resistance to change is through increased and sustained communication, motivation, and education. With a true cultural revolution in an organisation come two basic fears on an individual level: fear of change and fear of not achieving the new standards.” (Antony and Banuelas 2002, p. 22).

In his book *Productive Workplaces* Marvin Weisbord (1991) uses the ‘four room apartment’, originally developed by Swedish social psychologist Claes Janssen (Janssen, 1982) to describe the four states of change that persons, groups, departments and companies go through when changing, see Figure 8. The model has been useful when implementing Six Sigma and Process Management at Siemens. In the figure the way we move between the rooms is indicated by arrows. “We move from room to room, depending on perceptions, feelings, or aspirations triggered by external events.” (Weisbord, 1991, p. 266)

Here is a short explanation of how the rooms differ as one goes through them in a counter-clockwise direction. One does not want to change in the two rooms to the left, but in the two rooms to the right one wants to change; in the two rooms at the top one feels safe, but in the two rooms at the bottom one feels insecure. The room with the most ‘energy’ is Confusion. “Anxiety is the emotional décor of the Confusion room. Far from a state to be avoided, it signifies readiness to learn.” (Weisbord, 1991, p. 267)

If one can identify which rooms employees, managers and parts of the organisation have reached, one can help them according to the guidance in the figure. It is important to realise that different people and different parts of the organisation are not in the same room at the
same time. Hence, change management becomes a very complicated enterprise where it is of crucial importance to see individuals and adapt the message to each one.

Figure 8. The Four Room Apartment. (Adapted from Weisbord, 1991. Originally from Janssen, 1982)
4. Summary of appended papers

This section gives summaries of the appended papers. The title, author(s) and publication status are given for each paper, followed by the history, purpose and findings of the paper.

4.1. Six Sigma Management at Siemens (appendix A)

Title: Six Sigma Management at Siemens. A personal case story.
Author: Peter Cronemyr
Publication: Currently only published in this thesis (2007)

4.1.1. History of the paper

This appendix is not a ‘traditional’ research paper but rather a personal story. It presents a very thorough description of a change process that has taken place over a period of many years. The story starts some ten years ago and the detailed description spans over approximately four years. Many different topics are dealt with, often in chronological order. Each of these could very well be the seed that germinates into a ‘normal’ research paper.

4.1.2. Purpose of the paper

The purpose was to describe in detail the bumpy winding road of implementing Six Sigma at Siemens in Finspong, Sweden. It describes the history of Process Management and Six Sigma at the company to highlight the experiences of success and failure that formed the basis for the implementation. It also describes in detail the different events and incidents – most of them unplanned – that controlled and guided the evolution of Six Sigma Management.

In this thorough description, success factors and obstacles on the way are explained in context. If one wants to understand the validity of success factors one must understand the context in which they were identified. These success factors are compared to those given in the literature reporting on previous research studies.

4.1.3. Findings of the paper

4.1.3.1. Six Sigma Management

The set-up of Six Sigma Management, i.e. how management activities were organised around Six Sigma and Process Management, is presented in detail. The following figures (9-11) are the most central ones.

Figure 9 presents the Process Management model that had evolved during the years at the company, first under the name of Alstom Power and since 2003 under the name of Siemens. Order 1-2-3 that is given in the figure explains the order of implementation. To control processes, i.e. step 3, we first need established processes (step 1) and ‘Y as a function of X’ knowledge, which is only available by using the Six Sigma methodology for process improvements, i.e. step 2: not the other way around as described in the literature (see e.g. Snee and Hoerl (2002), Bergman and Klefsjö (2003), or Magnusson et. al. (2003)).
Figure 10 presents the roadmap for identifying, selecting, starting and taking over Six Sigma projects, as developed locally at the Service Division in Finspong.

The interactions of the four types of management team meetings presented in Figure 11 are defined as ‘Six Sigma Management’. The ‘central hub’ of Six Sigma Management is the Process & Six Sigma Steering Committee Meeting held every four weeks.
One of the most important factors for success is the management commitment. In the Process & Six Sigma Steering Committee Meeting, the process owners are responsible for presenting the progress of ‘their’ projects. In VGP (Value Generation Program) savings from conducted improvement projects are followed up.

### 4.1.3.2. Success factors identified

The following success factors for implementing Six Sigma were identified in the Siemens case study. They have also been given in the literature:

- ‘Management commitment’
- ‘Supporting infrastructure’
- ‘Adaptation to local organisations’ situation and needs’
- ‘Project selection and methodology selection’
- ‘Use of talented full-time resources’.

There are no controversies about this. Everybody seem to agree that without these conditions you will not succeed with a Six Sigma implementation (see e.g. Henderson and Evans (2000); Pande, Neuman, and Cavanagh (2000); Goldstein (2001); Antony, and Banuelas, (2002); Sandholm, and Sörqvist, (2002); Snee and Hoerl (2002); Bergman, and Klefsjö (2003); Magnusson, Kroslid, and Bergman (2003); Schön (2006)).

In addition, the following success factors for implementing Six Sigma were identified in the Siemens case study, but here it is unclear whether the literature suggests these success factors. They have been mentioned, but only sporadically:
• ‘Committed driver’ (mentioned by Magnusson et. al. (2003))
• ‘Learn from history’ (mentioned by Schön (2006))
• ‘Coaching’ (mentioned by Snee and Hoerl (2002))
• ‘Middle management involvement’ (mentioned by Schön (2006))
• ‘Take psychological aspects into account’ (mentioned by Antony and Banuelas (2002) and Wiklund and Sandvik-Wiklund (2002))
• ‘Take cultural aspects into account’ (mentioned by Sandholm and Sörqvist (2002) and Schön (2006))

As mentioned above all these success factors were indeed very important at Siemens. The author of this thesis was the ‘committed driver’ who always argued that one should ‘learn from history’, especially from the ‘goldmine’ of past failures. Both ‘coaching’ and ‘middle management involvement’ were identified from crises that were dealt with. The factors of ‘taking psychological aspects into account’ and ‘taking cultural aspects into account’ were partly dealt with by engaging behavioural scientists.

Finally, the following success factors were rated as most important in the Siemens case study but not mentioned as such in the literature:

• ‘Six Sigma integrated into Process Management’
• ‘Process perspective’
• ‘Utilise IT to support implementation of process improvements’.

This is the major conclusion in the Siemens case study, even though one should always be cautious about drawing conclusions from a contextually limited study. It is recommended in order to succeed with a Six Sigma implementation that Six Sigma should be integrated with Process Management. This is much easier if the organisation has a process perspective instead of a product perspective. IT is the natural way to implement process improvements, even in processes not primarily concerned with IT management. It is the essence of Six Sigma Management, as applied at Siemens.

4.2. Selection of Six Sigma projects based on customer feedback – The idea (appendix B)

Title: Use Customer Feedback to Choose Six Sigma Projects
Authors: Anders Fundin and Peter Cronemyr

4.2.1. History of the paper

My co-author in this paper was Anders Fundin at Chalmers University of Technology. It was written in 2002-2003 before I re-started my Ph.D. studies.
At the time I was working as an uncertified Black Belt at the Gas Turbine Department at Alstom Power (now Siemens). One of the Black Belt projects concerned the large number of product fault reports from the field that were dealt with every year. Even though many people were working on solving the problems behind the fault reports, the number of new fault reports each year was not decreasing. What we found in the Black Belt project was that, while product faults were solved and products were consequently improved, the underlying process faults were not dealt with, i.e. the process that caused a problem to appear in the first place was not improved. Hence the problems re-occurred, showing up as new product faults. The solution was a Process Improvement System – an application called PIS that we developed in the Lotus Notes software – supporting the new Process Fault Report Process that could be used to identify suitable Six Sigma projects from re-occurring process faults.

4.2.2. Purpose of the paper

The purpose was to present the idea of the Process Improvement System supporting the new Process Fault Report Process – at that time called the Process Improvement Process (PIP). It showed how knowledge could be transferred from the customer domain way back to the ‘causing processes’ of the company with special emphasis on the product development process.

4.2.3. Findings of the paper

4.2.3.1. Customer feedback

Measurement systems, nonconformity reports, business strategies and supplier problems are good places to look when you try to choose a Six Sigma project and they provide an opportunity to use customer complaints as a means to initiate improvement projects. Manufacturing organisations do not typically use customer input as a means to improve designs and processes because they lack formal processes that facilitate transferring feedback (Magnusson et. al., 2003). It is important for these processes to be established when customer feedback is used as a means for selecting Six Sigma projects. Selecting projects is one of the most difficult elements in the deployment of Six Sigma. It is essential to identify the process containing the actual root cause of the problem. According to W. M. Kelly (2002) Six Sigma projects should give priority to customer issues, and project selection lists should be reformulated continuously on the basis of new customer issues.

4.2.3.2. The case

Alstom Power was searching for a way to select Six Sigma projects to improve its products and processes by using feedback from dissatisfied customers. So, in 2002, the company initiated the development of its Process Improvement Process (PIP). Alstom Power decided to focus on improving the gas turbine development process. By doing so, it hoped to find the primary root causes of problems related to current products and improvement potentials in the creation of future products.
4.2.3.3. The Fault Handling Process

When a product fault occurred, such as when a component broke during commissioning or after customer takeover, a service engineer created a product fault report in the fault report system. The report was then transferred to the appropriate design department, which investigated the problem to correct the product fault. At that point, the fault handling process was simply a product support process, and process faults were neither identified nor corrected. A Six Sigma project was initiated to improve the fault handling process so it could also handle process issues. The goal was to reduce recurring product faults by improving the development processes. Root cause analyses were made to find and manage these process faults. The PIP (i.e. the new part of the Fault Handling Process, see Figure 12) occurred subsequently to the product support process.

![Figure 12. The Process Improvement Process (PIP) at Alstom Power 2002.]()

When a fault was reported the appropriate design department investigated the fault because it included vital information about the original root cause. The department aimed to reveal the root cause, such as error in a design criterion, error in the manufacturing process or poor quality assurance of a subcontractor. The process owners support these investigations today, but in the past, the engineers were conducting analyses without support and did not have the authority or the knowledge to improve the processes that caused the product faults. To prevent recurrence of faults, the PIP process emerged and the PIS system was developed to support it. The purpose was to help process owners detect process faults, give priority to improvement efforts and administrate these efforts. Six Sigma project selection was based on the costs due to the product faults and the predictions of recurrences. When a process fault report emerged, the appointed process owner examined the report to decide whether the fault was accepted or not. If it was not accepted, the report was sent for review to the issuer. Several process fault reports were created each week. The process owners checked and classified the reports, trying to find the most significant process improvement projects. The precedence of projects was based on how often the fault reoccurred, the complexity of the problem, the estimated costs due to the faults and the resources available for managing improvement projects. It was common for improvement projects to be prioritised on the basis of frequently occurring process faults. Once the improvement projects were closed, the financial savings were accounted.
4.2.3.4. Lessons Learned

When the paper was published, Alstom Power’s implementation of the PIP process and the supporting PIS system was still in progress. The improve phase of the Six Sigma project had been completed. Of 2,295 reported faults, 1,070 had been classified by contributions from nine process owners. This classification had identified 67 potential Six Sigma projects. Even though the implementation project was strongly supported by company management and process owners, there were three main problems.

- First, the individuals who analysed product faults had given some resistance. Most were designers or engineers who were used to solving product problems, not specifying causal processes or classifying process faults. This was because they lacked knowledge of the processes and did not have sufficient time to work with them. Hence, managers had to remember to schedule any extra time needed.

- Second, Alstom Power’s processes were not sufficiently defined. Although this supported a separate initiative to define and map primary processes, the ‘not sufficiently defined’ processes were still used in the PIS. It would have been easier for Alstom Power to implement the PIP if the primary processes had been more defined and mapped before the project began.

- Third, the process owners had been involved to differing extents in mapping the processes. This caused instability when implementing the PIP. Some of the process owners considered these activities as something new and objectionable; however, most of them appreciated the PIS support. Consequently, only a small number of root causes had been detected, and only a small amount of process faults had been solved.

4.2.4. Postscript

In hindsight – five years after the paper was written – I can see many important steps towards this thesis. The process fault report system was a good idea even though there were no real results at the time. As indicated in the lessons learned: i) processes need to be established before running Six Sigma and ii) it is difficult to deal with process faults if you have a product fault perspective. I return to these topics in the next paper.

4.3. Selection of Six Sigma projects based on customer feedback – Application (appendix C)

Title: Changing from a product to a process perspective for service improvements in Manufacturing Companies
Authors: Peter Cronemyr and Lars Witell
Publication: Submitted for publication (2007)
4.3.1. History of the paper

The co-author of this paper was Lars Wittl at Karlstad University. The paper was a continuation of and partly built on the previous paper (Fundin and Cronemyr, 2003). I was working at the Service Division and using the Process Fault Report System that I had developed some five years earlier at the Gas Turbine Development Department.

4.3.2. Purpose of the paper

The purpose was to present how the customer feedback system at Siemens – the Process Fault Report System – could be used to improve processes in a Service Business.

4.3.3. Findings of the paper

4.3.3.1. Service improvements

To maintain and improve service quality, manufacturing companies must adjust their quality improvement strategies to the context of services. Field service has often been run as an organisation dedicated to putting out fires at the customer’s location. Traditionally, not much knowledge has transferred to the rest of the organisation, but in organisations that have developed a process perspective, the knowledge gained is utilised to learn about how to more quickly put out future fires. Not often are these fires used in continuous improvement programs such as “gold in the mine” (Juran 1998), that can eliminate the cost of poor quality and prevent fires from occurring for existing products and their related services. To maintain and improve service quality, manufacturing companies need processes for conducting quality improvements based on customer feedback. Such feedback is often available through systems on fault reports, customer complaints and other kinds of field data – but it is not often used in service improvement initiatives. This includes changing the perspective of failures, i.e. changing from a product to a process perspective. In this paper we explain how the Service Division at Siemens Industrial Turbines AB in Sweden uses feedback from dissatisfied customers as a driving factor in process improvements. This helps Siemens select the most significant Six Sigma projects to improve the service processes and ultimately the fulfilment of customers’ needs.

As a supplier of advanced and highly customised products there was always a need at Siemens for close relations with customers and quick resolutions of product faults in the customer’s processes. Over the years the Fault Resolution Process has evolved and expanded. The Fault Resolution Process consists of six steps, ranging from repair of the customer’s failed product, finding the root cause of product failure, updating the customer’s and similar products in the installed base and then redesigning the standard product for future customers, see Table 8.
Table 8: Steps of the Fault Resolution Process

<table>
<thead>
<tr>
<th>Step</th>
<th>Actions after product failure in customer's process</th>
<th>Designation</th>
<th>Time frame</th>
<th>Perspective</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Repair customer’s failed product</td>
<td>Unplanned Field Service</td>
<td>Days</td>
<td>Product</td>
</tr>
<tr>
<td>2</td>
<td>Find root cause of product failure</td>
<td>Product Fault Report</td>
<td>Month</td>
<td>Product</td>
</tr>
<tr>
<td>3</td>
<td>Update customer’s failed product</td>
<td>Modification Order</td>
<td>Month</td>
<td>Product</td>
</tr>
<tr>
<td>4</td>
<td>Update similar products of installed base</td>
<td>Service Bulletin</td>
<td>Half year</td>
<td>Product</td>
</tr>
<tr>
<td>5</td>
<td>Redesign standard product for future sales of product</td>
<td>Change Request</td>
<td>Half year</td>
<td>Product</td>
</tr>
<tr>
<td>6</td>
<td>Find root cause of process fault leading to product fault</td>
<td>Process Fault Report</td>
<td>Year</td>
<td>Process</td>
</tr>
</tbody>
</table>

The last step, “Process Fault Reports”, was added in 2002. The idea was to be able to prevent faults from being redesigned in future products and it is built on changing from a product to a process focus concerning field services.

4.3.3.2. The Process Fault Report Process

A detailed view of the Process Fault Report Process is given in Figure 13. The process starts where the Product Fault Report Process ends (after steps 1 to 5 in Table 8). Note that this is the same process as given in Figure 12, but it has been developed, simplified and rotated since 2002.

4.3.3.3. Analysis of process fault reports at the Service Division

Over a period of three years, a total of 336 process fault reports have been sent to the process owners at the Service Division. Sixty-three percent of the fault reports (213 reports) have been sent on to processes’ owners in other business units. The high ratio is explained by the fact that the product fault analysers, focused on solving product faults, tend to think “this will be taken care of by the Service Division” when they really should think “which process needs to be improved to avoid this type of product fault from re-occurring”. Most of the process fault reports sent forward from the Service Division were sent to the Development Process in the New Gas Turbine Division. This is to be expected since the majority of product faults are designed into the product in the development of new gas turbines. Thirty-seven percent (123 reports) were kept within Service and were grouped by the process owners.

In the Service Division, the service delivery process stands for 78% of the number of reports and causes 90% of the fault costs related to the reports. It is to be noted that the contributions from the service development process to the product faults are small both in number and in costs compared to the delivery process. One should not forget however that we are only looking at service processes here, not development of new equipment.
4.3.3.4. Experiences of changing from product to process perspective

As mentioned in Table 8 the introduction of process fault reports changes the perspective from a product to a process perspective. When a product fault analyser classifies a process fault, i.e. the cause of the product fault, he often thinks of the fault as a “one-time error that has been fixed” and hence classifies it as low occurrence. When on the other hand the process owner gets the report, he may recognise the fault as “something seen many times before”. He therefore puts the report in a group classified as high occurrence. The differences in classification indicating a change in perspective from product to process are presented in Figure 14. The two different perspectives create different results concerning the re-occurrence of product and process faults. When changing from a product to process perspective, approximately half of all ‘low occurrence’ reports from product fault analysers are re-classified as ‘high occurrence’ by the process owners. Putting it all together, 48% of all reports were ‘under-classified’ by the product fault analysers, while only 4% were ‘over-classified’. This may give some indication of why re-occurring process faults were not eliminated when a product perspective was applied.
4.3.3.5. Actions taken to eliminate process faults

Each process fault report group classified as high or medium occurrence was analysed and identified as either \(i\) a process fault that had already been corrected by a Six Sigma project or some other action, \(ii\) a process fault that should be investigated by a future Six Sigma project, or \(iii\) a process fault not given priority at the moment that should be kept until the occurrence and the severity of the fault increased.

The main actions identified from findings through analysis of process fault reports had a greater focus on customer needs, whereas the previous projects had a more internal focus on reducing cost, waste and lead time. Examples of actions started after process fault report analyses were improved customer communication, improved external documentation and increased use of design reviews to eliminate product non-conformances in the customers’ processes.

The consequences of changing perspective from product to process are presented in Figure 15. Here the improvement projects have been classified according to focus areas, i.e. what their main contribution has been. Even though the number of projects is few, it can be seen that the projects started before analysis of process fault reports focused more on on-time delivery while the projects started after analysis of process fault reports focused more on increasing customer value of the service delivery.
Focus areas for improvement projects started before and after process fault analysis

![Bar chart showing focus areas for improvement projects before and after process fault analysis.](image)

*Figure 15. Focus areas for improvement projects started before and after process fault analysis.*

*Note:* Each project could focus on more than one area. Hence: Sum > 100%.

The difference between before and after seems “obvious” but the significance is low due to small sample sizes (Chi-Square = 6.170; p-value = 0.104)

### 4.3.3.6. Summary

The research presented in this paper gave some fruitful insights into how to work with service improvements in manufacturing companies.

First, the Service Division of Siemens in Sweden has succeeded in changing the culture from firefighting behaviour to include prevention of future failures. Still, while there will be problems with the installed base in customer facilities that will have to be dealt with promptly, each such episode should also serve as a learning opportunity for the company.

Second, over 60 % of process fault reports assigned to Service processes ended up as being outside the responsibility of the Service Division. Many problems needing design changes in the product had to be sent from the service division to the development process. This indicates that the roles of the various parts of the organisation have been vague and that adding a fault resolution process can aid in clarifying the areas of responsibility.

Third, when trying to prevent future failures, a company needs to change from a product to a process perspective. Since all focus within the Service Division is usually on the product, such a change can have a large effect on the company. This means that each product fault should also be viewed as a process fault. Changing perspective means that repetitive product faults can be attributed to a process within the company and as such the process can be redesigned to prevent future product faults. Such a change saves the company resources and can reduce warranty costs. However, such a change is not without its problems. For instance, the individuals who must change their ways of working put up some resistance. Most of them are
designers or engineers who solve product problems and do not usually specify causal processes or classify process faults.

Fourth, the greatest benefit of changing from a product to a process perspective is the change in focus from reduction of internal costs to value creation through service delivery. In Siemens, the introduction of process fault reports has changed the focus of improvement work from internal lead-times and process mapping to customer needs and customer communication. From a theoretical perspective, this means that improvements were first introduced in the processes in the back office that did not directly influence the customer. Over time, however, this has changed so that improvements are made outside, i.e. on the customer side, of the line of visibility so that they directly influence the customer experience. Such a shift makes it possible to improve the perceived customer value and build long-term relationships with customers.

### 4.4. Selection of Six Sigma roadmap based on process state (appendix D)

**Title**: DMAIC and DMADV – Differences, similarities, and synergies.
**Author**: Peter Cronemyr
**Publication**: International Journal of Six Sigma and Competitive Advantage (2007)

#### 4.4.1. History of the paper

A previous version was presented at the QMOD conference in Liverpool in 2006 (Cronemyr, 2006). The paper was written as an assignment for a Ph.D. course on Design for Six Sigma (DfSS) conducted at Chalmers University of Technology in 2005 and 2006. I was the sole author of the paper but it was reviewed ‘theoretically’ by my colleagues at Chalmers and ‘practically’ by my colleagues at Siemens.

#### 4.4.2. Purpose of the paper

While all the other papers produced by the course participants – as well as most books on DfSS – deal with DfSS in the context of product development, this paper deals with DfSS in the context of process development.

I had two ‘problems’ that I wanted to write about. The first was the view expressed by many that DfSS is something ‘completely different’ from DMAIC, i.e. normal Six Sigma, and it was often also said to be ‘better’ than DMAIC, claiming there should exist something called a ‘five sigma wall’. On the basis of my experiences, I did not agree at all with those opinions. I compared a DfSS roadmap called DMADV – Define, Measure, Analyse, Design, Verify – to DMAIC and found both differences and similarities.

My second problem was the feeling that DMAIC, as taught in Six Sigma trainings, did not really ‘fit’ in real situations. In projects that I had conducted or coached we could seldom fully follow DMAIC ‘by the book’ because our processes – destined to be analysed and improved – were not in the state where this method could be applied. Even though no one had mentioned this in the literature before – as far as I knew – I was sure we were not the only ones with this
problem. When I talked with other Black Belts at Siemens and at other companies the question of the ‘process door’ always came up, i.e. there were limited data to analyse so statistical tools were not very useful. I had kept a picture drawn on a flip chart from my own Black Belt training showing ‘Wheeler’s process states’ and used it several times in my own projects to show process owners and team members what to do in ‘bad processes’, i.e. what Wheeler calls ‘processes on the brink of chaos’ (Wheeler, 2000).

Now I had the possibility to write about these two problems of mine and present a solution for how they might be resolved.

4.4.3. Findings of the paper

4.4.3.1. Differences and similarities of DMAIC and DMADV

The paper starts with a presentation of the tools used in the two roadmaps DMAIC and DMADV. The DMADV roadmap was chosen because it is the most commonly used DfSS roadmap (Atwood, 2005). Some of the tools in DMAIC and DMADV are the same. Figure 16 gives a rough outline of the two roadmaps. As described below, the tools in the roadmaps are very similar at the beginning and at the end while they are quite different in the middle of DMAIC and DMADV.

<table>
<thead>
<tr>
<th>DMAIC</th>
<th>DMAIC tools</th>
<th>#</th>
<th>DMADV tools</th>
<th>DMADV</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>Define project</td>
<td>1</td>
<td>Define project</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>Process map</td>
<td></td>
<td>Process map</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>Voice of the customer</td>
<td>2</td>
<td>Voice of the customer</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>Set up measurement</td>
<td></td>
<td>QFD1: VOC to QC*</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>Measure historic data</td>
<td>3</td>
<td>Design Scorecard</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>Initial process sigma</td>
<td></td>
<td>Benchmarking</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Root cause analysis</td>
<td></td>
<td>QFD2: QC to DC*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Generate improvements (Pugh matrix)</td>
<td></td>
<td>Generate concepts</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>FMEA</td>
<td>4</td>
<td>Pugh matrix</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>Pilot test</td>
<td></td>
<td>QFD3: DC to CC*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Implementation plan</td>
<td></td>
<td>Transfer functions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Control plan</td>
<td></td>
<td>Robust design</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Standardization</td>
<td></td>
<td>Design Scorecard</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Monitoring</td>
<td></td>
<td>Implementation plan</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Final process sigma</td>
<td></td>
<td>Design review</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Closure</td>
<td></td>
<td>Pilot process</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td></td>
<td></td>
<td>Design Scorecard</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Control plan</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Formal release</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Closure</td>
<td></td>
</tr>
</tbody>
</table>


Figure 16. Comparison of the DMAIC and DMADV roadmaps (rough outline).
Comparing the roadmaps one phase at a time, i.e. Define-Define, Measure-Measure etc., is somewhat difficult because the phases are misaligned. Instead the tools have been grouped into four blocks (#1-4) for each roadmap in such a manner that the tools align as much as possible.

Block #1 of the two roadmaps is similar. It can be called “Set target”.

Block #2 of the two roadmaps is not the same. In DMAIC it can be called “Get the data, find the root causes”. In DMADV on the other hand it can be called “Transform voice of the customer into functional requirements”.

Block #3 of the two roadmaps is similar. It can be called “Develop solution”.

Block #4 of the two roadmaps is similar. It can be called “Implement solution”.

The conclusion is that DMAIC and DMADV are not ‘completely different’. They are quite similar except for how to decide ‘what to do’. The question is however ‘when to do what’.

4.4.3.2. Choosing a roadmap based on process state

Processes come in different states, i.e. at different performance levels. While the purpose of process improvement is to make a process ‘better’, the inevitable effect of time is that it will become ‘worse’. As with everything else in the universe, the entropy, i.e. the level of disorder, will increase with time unless we do something to restore order. Hence even the best of all processes will eventually need to be improved. The concept of process entropy was introduced by Donald Wheeler (2000). According to Wheeler a process can be in either of four states. These are: the ideal state, the threshold state, the brink of chaos and the state of chaos (see also Table 10).

Wheeler argues that most managers are ‘chaos managers’, constantly ‘saving’ the company by taking care of big customer problems in a process in the ‘state of chaos’, the worse state of a process, and hence temporarily moving the process to the brink of chaos. To improve this kind of process one should identify and remove the assignable causes of variation. The suggestion given in the paper is to use the DMADV roadmap in the state of chaos.

On the other end of the scale, a process in an ideal state – since it is in control – is operating at its full potential. Furthermore, the output from the process ‘always’ conforms to customer specifications, i.e. a ‘six sigma’ process. Processes in the ideal state are not very common. They do not need to be improved, but they need to be monitored.

A little more common are processes that are in control but have lower sigma values, i.e. the outputs are not always within customer spec limits. These processes are in the threshold state. Since a process in the threshold state is already operating up to its full potential, it will need a major process upgrade. The suggestion given in the paper is to use the DMAIC roadmap in the threshold state.

A much more common state in a business process is that it is on the brink of chaos, i.e. a process out of control but – mostly – with only minor customer problems. While the customer
may be satisfied with the output, the company has to pay a lot for big losses before the output reaches the customer. In this case, there is a process that needs to be improved by identifying and removing assignable causes of variation. In this state – the brink of chaos – neither DMAIC nor DMADV fits because the process is out of control, but it may not need a total redesign. Instead a new roadmap – a combination of the two – is presented in the paper. It is called DMADC – Define, Measure, Analyse, Design, Control – and is summarised in Table 9 using the blocks defined in Figure 16.

DMADC is developed from the DMAIC roadmap where some of the tools of the Measure and Analyse phases have been substituted by some other tools from DMADV. This is a common practical solution when by-the-book DMAIC does not work.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Basic block*</th>
<th>Tools</th>
<th>Additional tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEFINE</td>
<td>Block #1 from DMAIC</td>
<td>Define project</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Process map</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Voice of the customer</td>
<td></td>
</tr>
<tr>
<td>MEASURE</td>
<td>First half of block #2 from DMADV</td>
<td>QFD1: VOC to QC</td>
<td>History of problems</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Set up Design</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Scorecard</td>
<td></td>
</tr>
<tr>
<td>ANALYSE</td>
<td>Second half of block #2 from DMADV</td>
<td>Benchmarking</td>
<td>Process analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>QFD2: QC to DC</td>
<td>Cause and effect analysis</td>
</tr>
<tr>
<td>DESIGN</td>
<td>Block #3 and some of block #4 from DMAIC</td>
<td>Generate improvements</td>
<td>QFD3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pugh matrix</td>
<td>p-diagram</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FMEA</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pilot test</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Implementation plan</td>
<td></td>
</tr>
<tr>
<td>CONTROL</td>
<td>Rest of block #4 from DMAIC</td>
<td>Control plan</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Standardisation</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Monitoring</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Final process sigma</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Closure</td>
<td></td>
</tr>
</tbody>
</table>

4.4.3.3. Conclusions of the paper

A summary of suggested roadmaps for improving processes in different states is given in Table 10.

In our experience at Alstom Power and Siemens, most processes are out of control when a Six Sigma programme is started up in a company. This must be dealt with as it is a major threat to
the success of Six Sigma. By choosing to use the suggested DMADC methodology instead of ‘DMAIC by-the-book’ this threat can be minimised.

Table 10: Suggested process improvement roadmaps for the four process states.

<table>
<thead>
<tr>
<th>Process state</th>
<th>Process predictability</th>
<th>Conformance to customer specifications</th>
<th>Suggested roadmap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal State</td>
<td>Process is predictable (in control)</td>
<td>Conforming (within spec limits)</td>
<td>Do nothing (Monitor)</td>
</tr>
<tr>
<td>Threshold State</td>
<td>Process is predictable (in control)</td>
<td>Nonconforming (not within spec limits)</td>
<td>DMAIC</td>
</tr>
<tr>
<td>Brink of Chaos</td>
<td>Process is unpredictable (out of control)</td>
<td>Conforming (within spec limits)</td>
<td>DMADC</td>
</tr>
<tr>
<td>State of Chaos</td>
<td>Process is unpredictable (out of control)</td>
<td>Nonconforming (not within spec limits)</td>
<td>DMADV</td>
</tr>
</tbody>
</table>

It should be noted that the suggestions above are exactly the opposite of those who claim that DfSS should be used to penetrate the so-called ‘five sigma wall’ (see e.g. Chowdhury, 2002). Those arguments are built on the logic of using DMAIC to improve the performance of the Manufacturing process and DfSS to improve product performance in the Design process. In this paper we are not looking at product improvement and design. We are looking at process improvements and in this case DMADV is used to design a new process when the old process is not good enough to be improved with DMAIC or DMADC. If we are to find evidence in the future for a five sigma wall, we will have to put DMADV at the top of the model. So far we do not have such evidence.

4.5. Knowledge Overlapping Seminars – KOS (appendix E)

Title: Knowledge Overlapping Seminars – KOS. Design and Applications.
Authors: Peter Cronemyr and Christina Mauléon
Publication: Submitted for publication (2007)

4.5.1. History of the paper

The co-author of this paper was Christina Mauléon at Chalmers University of Technology. A previous version was presented at the QMOD conference in Liverpool (Cronemyr and Mauléon, 2006). The paper was built upon previous work on KOS (Cronemyr, 2000:a, and Cronemyr, 2000:b) and on common concepts and conceptual pragmatism (Mauléon, C., Bergman, B. and Alänge, S., 2003, and Mauléon, C. and Bergman, B., 2002).
This part of the thesis has developed over many years, I would say since I started working as an engineer at Saab Aerospace in 1984. When I was a research student the first time between 1998 and 2000, which resulted in my Licentiate thesis (Cronemyr, 2000:a), I was mostly concerned with how to improve understanding between people from different knowledge domains within product development teams. I had many experiences of misunderstandings between people who thought they understood one another but, since I had knowledge from several domains, I realised they actually talked about different things. I had experienced misunderstandings for many years but it was not until I started my research studies that I could start to investigate the causes and, eventually, propose and test a solution to the problem. I called it Knowledge Overlapping Seminars (KOS). It was very successful when used in a product development team. Several misunderstandings were revealed.

When I restarted my research studies in 2005, now aiming at a ‘full Ph.D.’, I wanted to use KOS again, but in a new setting, a Six Sigma project. I had the idea that it could be used as a ‘mining tool’ in a project where there was a limited amount of data, i.e. a so-called ‘process door’ project. I also wanted to make KOS ‘more scientific’, i.e. to connect my ideas about KOS to other – more theoretical – research on misunderstandings conducted within Quality Sciences. When I read the Licentiate thesis of Christina Mauléon, a colleague at Chalmers University of Technology, I realised she had the theoretical knowledge I lacked. For her, KOS was a practical solution to the problem of how to achieve ‘common concepts for common action’, as stated by C.I. Lewis in 1929. Together we developed KOS further into what is now presented in the appended paper.

4.5.2. Purpose of the paper

In today’s highly specialised knowledge community, misunderstandings often lie hidden behind specialised languages in different knowledge domains (see e.g. Argyris et. al., 1985; Naess, 1968). One of the main sources of inspiration for the founders of the quality movement was the conceptualistic pragmatist C. I. Lewis who argued for the importance of common concepts to avoid misunderstandings (Lewis, 1929). More than three quarters of a century later, the need for common concepts has not decreased. To the contrary, the purpose of modern quality management initiatives like e.g. Six Sigma and Design for Six Sigma is to find root causes to quality problems, such as failing to meet customer expectations about delivery and functionality of products and services. Even though these failures are normally defined in a technical manner, the underlying root causes can often be traced back to misunderstandings between people. Tools and methods of quality management are often based on measurements and quantifications of process characteristics, but misunderstandings are hard to measure. There is still a need for a method that helps to reveal hidden misunderstandings between people who talk and work together. The paper presents a ‘tool’ for this, Knowledge Overlapping Seminars - KOS.
4.5.3. Findings of the paper

4.5.3.1. Knowledge Overlapping

Davenport and Prusak (1998) examine the work of Allen (1977) and Nonaka (1994) and conclude: “Giving people who work together at the same location opportunities to talk to one another does not by itself solve the problem of transferring knowledge [...] We also need to consider more formal and intentional ways of sharing knowledge within organizations” (Davenport and Prusak, 1998, p.95). Davenport and Prusak define ‘to transfer knowledge’ as ‘to share knowledge within organisations’. We use the term ‘knowledge overlapping’ in the sense of creating a ‘shared language’ between knowledge domains, i.e. ‘common concepts’ that make it possible to discover previously unknown misunderstandings. But what prevents knowledge overlapping in ‘ordinary’ meetings and seminars? Allen (1977) identifies prestige as the major obstacle. “An engineer’s prestige among his colleagues is founded to a great degree upon an almost mystical characteristic called ‘technical competence’. To admit a lack of technical competence, especially in an area central to the engineer’s technological specialty, is to pay a terrible price in terms of lost prestige.” (Allen, 1977, p.193). This could suggest that, for a method to be successful in facilitating knowledge overlapping, the design of the method needs to consider prestige as a possible obstacle.

As a way to facilitate knowledge overlap which we here argue is a solution to create common concepts we can take the example of Allen (1977) and Nonaka (1994): strategic rotation. They argue that moving people around at departments is an efficient way to build knowledge overlap (Nonaka uses the term ‘redundancy’) in an organisation but, in our experience, rotation is a way to build knowledge overlapping in the long term. The disadvantage of rotation of people is that it takes time and too much rotation does not allow people to get skilled in a certain task. There is a need for a method that quickly increases knowledge overlap between project team members from different knowledge domains without constantly re-defining their tasks. What is needed is some kind of meeting or seminar where the members of a team guide one another in domain specific knowledge. The condition to strive for is where the team members know enough about other domains to realise when their actions are creating or may create problems in other areas.

4.5.3.2. KOS – The Design

A Knowledge Overlapping Seminar (KOS) is designed in such a way that obstacles to knowledge overlapping in other types of meetings are avoided. KOS is defined by some simple rules:

- There is a guide who holds the seminar and talks about his/her domain specific knowledge in relation to the project goal (the guide is a single representative from his/her domain)
- The other participants all come from the same knowledge domain but a different one than the guide.
There is a facilitator whose role it is to be the one who can go in and ask the so-called ‘silly questions’ (the facilitator is not from any of the present domains and not a manager).

The guide and the participants have previous experience of working together and are formulating a common task and goal in a start-up meeting.

Failure to comply with these rules often leads to the introduction of prestige in the seminar – similar to other types of meetings – which prevents the creation of knowledge overlapping; hence ‘hidden’ misunderstandings between the team members are not found.

4.5.3.3. Application of KOS in a Product Development project team

A start-up meeting and six KOS seminars were conducted in a Gas Turbine Development team in 1999. The three knowledge domains were: Mechanical Design, Aerodynamic Design and Mechanical Integrity (i.e. stress and dynamics). Four engineers from each domain participated.

As a practical result, the participants became aware of several misunderstandings - unknown until KOS. The team members felt truly comfortable with the fact that one major misunderstanding was revealed at that phase of the project. It otherwise could have turned out to be a major - very expensive - problem later in the project when hardware had been manufactured and tested or, even worse, it may have appeared during the customer’s operation of the machine. The cost in terms of man-hours spent on KOS was comparatively very small.

Analysis of questionnaires before and directly after KOS shows that 45% of the participants had classified their knowledge of the other domain as deeper after KOS than before. Also, after KOS, 69% of the participants said that their knowledge had increased. The reason why more said their knowledge had increased than that it had deepened was given as comments to the questionnaires. “I thought I had deep knowledge about the other domain. Now I know that it was superficial.” Altogether, 86% of the participants gained new knowledge and/or deepened their knowledge about other domains.

Directly after KOS all participants thought – 45% of them were sure – that they would have good use and benefit from the knowledge gained at these KOS. One month after KOS the percent who were sure had increased to 64%.

Semi-structured interviews were carried out approximately one month after the six seminars. Each person was interviewed for approximately half an hour. After the interviews, similar answers were grouped together. The most common opinions were:

- The formulation of the common task in the start-up meeting improved the integration within the team. It was further improved by the six seminars.
- The possibility to ask questions was appreciated. In ordinary meetings the team members do not ask questions because: 1) There is no time, 2) One does not want to ask ‘silly’ questions and 3) One does not know what to ask. These obstacles were not present in KOS.
4.5.3.4. Application of KOS in a Six Sigma project team

A start-up meeting and six KOS were conducted in a Six Sigma project team at the Service Division in 2006. The three knowledge domains were: Service Product Managers (they were not heads of departments but engineers with certain areas of responsibility), Product Support Engineers and Application Engineers. Three persons from each domain were appointed to participate in the seminars but because of other tasks and unplanned events only two from each domain attended.

In the first KOS, it became obvious that the first and most important rule of KOS had been broken. The guide was not alone from her domain. When selecting participants, it had not been taken into account that one of the participants had previously worked in another role for quite a long time. Hence he “knew” everything about the guide’s domain but that was not the same knowledge that the guide possessed. Because of this, the general feeling of the researchers after the first KOS was that it had been a failure. Looking at it in hindsight, however, it is obvious that many of the misunderstandings that were found in the six KOS as a whole in the Six Sigma project team were already showing up in the first seminar.

The second KOS was conducted in the afternoon of the same day. The guide and participant had now changed places. Surprisingly everything went very well. The new guide guided the participants into his (new!) domain and since none of the participants had any previous experience of that domain they gained a great deal of new knowledge. Since the guide had previous experience in the participants’ domain he could use their language to explain exactly what he was doing in relation to the tasks of the participants.

The following four KOS generated “revelations” and “frustrations” to the participants. Some realised what they had to do – but did not do until now – while others realised that nobody received and accepted the issues that they were sending out in the organisation. This caused a small conflict between two of the domains, which was good, since they had the time and place to sort it out. After the KOS both domains were fully aware what had to be done in the future and why.

The root causes of the problem investigated in the Six Sigma project known before the six KOS were gathered in a cause and effect diagram. It consisted of 12 small branches. After the seminars the Six Sigma team gathered again and extended the cause and effect diagram with new findings. The number of small branches increased from 12 to 40. The most important root causes were clustered into five topics. These were classified according to the degree to which the root causes were found before, in or after KOS. Many of the main findings were suspected before KOS but were investigated thoroughly and verified in the seminars. Nothing was found after KOS that was already not found in the seminars.

Semi-structured interviews were carried out approximately one month after the six seminars. Each person was interviewed for approximately an hour. Recorded interviews were transcribed and similar answers were grouped together. The most common opinions were:

- Most participants said they were sceptical to KOS before the seminars - “Yet another three-letter abbreviation” - but they were very positive after participating.
• Formulating the common goal in the start-up meeting was “difficult” but “useful”.
• Misunderstandings were found and hence root causes of problems have been found on a deeper level than before.
• You realise others’ expectations about yourself. You develop more respect for others.
• Managers should not be present. If so, one would not put “silly” questions. Managers do not know the details of the domain in the way that others do.

4.5.3.5. Conclusions

KOS could be applied in a variety of projects but, as we have found in our study, it fits especially well in a Six Sigma project where there are limited amount of data to analyse, a so-called ‘process door’ project, which is very often the case. It is our recommendation that KOS be included as a standard tool in the Six Sigma toolbox taught in Six Sigma training.

The study has also demonstrated that successful implementation of KOS is likely to be enhanced by:

• obtaining the support of the management team;
• training a facilitator;
• identifying projects with participants from several domains;
• beginning with one project; and
• distributing the results to managers and the wider organisation.

Common excuses for not implementing KOS include the following:

• ‘No time, no available resources’;
• ‘Not invented here; hence does not work here’; and
• ‘Managers must be present in all meetings.’

These inadequate excuses should not be allowed to prevent KOS being implemented with success.

Although KOS has been successfully applied to two quite different types of projects, it is acknowledged that the applications that have been investigated are limited and that the results must be considered in context. More applications in other settings would be valuable in providing more generalisable results. Nevertheless, the paper has shown that KOS is a most promising methodology for application in projects with a view to achieving common concepts, fewer misunderstandings, better quality, and, ultimately, more satisfied customers.

4.6. Process improvement simulations (appendix F)

Title: A Decision Support Tool for Predicting the Impact of Development Process Improvements
4.6.1. History of the paper

The co-authors of this paper were Anna Öhrwall-Rönnbäck at Linköping University and Professor Steven Eppinger at the Sloan School of Management, MIT. Previous versions were presented at the ICED99 conference in Munich (Cronemyr, Öhrwall-Rönnbäck, and Eppinger, 1999) and as a chapter in the Licentiate thesis (Cronemyr, 2000:a).

In 1998 I attended a Ph.D. course called ‘Managing Engineering Design, based on information flows’, conducted within the ENDREA graduate school – the Swedish Engineering Design Research and Education Agenda – by Professor Steven Eppinger from the Sloan School of Management, MIT. In the course several different applications of the Design Structure Matrix (DSM) were studied and used for analyses of information flows and design dependencies. The Design Structure Matrix was originally developed by Steward (1981) and had been further developed by Eppinger, Whitney, Smith and Gebala (1994). Every course participant was required to write a paper on some application as a course assignment. The application of DSM that caught my attention was presented in a rather complicated paper on how to use eigenvalues and eigenvector analysis to identify iteration loops in a coupled (i.e. iterative) process. The extension of DSM was called the Work Transformation Model (WTM) (Smith and Eppinger, 1997).

At that time I was working in Gas Turbine R&D and was involved in process development but I also did some structural dynamics analysis, which was actually my task when I was employed at ABB STAL in 1996 (the company now called Siemens). Since I normally used eigenvalues and eigenvector analysis in structural dynamics analysis I realised that it could be used to simulate improvements to the iterative development process which I was mapping and developing as well.

I used the process maps that we had created in a project I was managing at ABB STAL, the Gas Turbine Blade Development Process, and the team members supplied the numbers I needed to develop and test the new simulation method based on WTM.

Another course participant, Anna Öhrwall-Rönnbäck, was interested in the idea and we teamed up on the paper. She used the process simulation method in a research project that she was conducting at Saab Aerospace. We also invited Professor Eppinger to co-author the paper.

This was my first real paper and it may differ somewhat from the other papers in this thesis. I will comment more on that later in the postscript. I will also suggest how the process simulation method could be used in a Six Sigma project, even though that has not been conducted yet.

4.6.2. Purpose of the paper

The paper presents a method for engineering design process improvement simulations. It uses the design structure matrix (DSM) developed by Eppinger et al. (1994) from Steward’s design
structure system (Steward, 1981) and an extension of DSM called the work transformation model (WTM) developed by Smith and Eppinger (1997). We introduce two new concepts, total process time (TPT) and simulated ‘to-be’ ‘as-is’ ratio (STAR). The method can be used by process teams to give priority to the most valuable process improvements, among several suggested ones, before they actually take place. Application to gas turbine blade development is presented. (An application to buyer-supplier cooperation in Aircraft Development is also presented in the paper but is not discussed in this summary.)

4.6.3. Findings of the paper

4.6.3.1. Iterations

Iteration inside and between project phases is common in high-tech product development. There are two ways to shorten the development time for a development project with iterations (Ulrich and Eppinger, 1995): i) de-couple tasks to avoid iterations or ii) perform the iterations faster. In the paper we present a method for simulating the impact on the development time from suggested process improvements such as avoiding or speeding up iterations. According to Wheelwright and Clark (1992), being a fast developer is the key to successful product development.

4.6.3.2. Process Modelling

We are studying process maps at a very low level, consisting of detailed activities. Flow charts describing sequential and parallel activities are often referred to as PERT (Program Evaluation and Review Technique) charts. The problem is that iterations cannot be modelled because arrows going ‘backwards in time’ are not allowed. Instead, the time required for iteration loops is estimated. In the flow chart the iterations are therefore kept inside ‘black boxes’. It is clear that flow charts with a time line are not very useful for mapping iterative processes since the iterations are invisible, and consequently uncontrolled. However, the use of detailed flow charts is an intermediate step towards developing a design structure matrix (DSM) and a work transformation model (WTM). In a WTM the strength of dependency between process activities, expressed as rework fractions, is modelled and stored in a so-called transformation matrix. WTM assumes that all activities are carried out in parallel at the same time. The assumption of fully parallel activities is acceptable for highly coupled, i.e. iterative, processes but does not correspond to a fairly sequential process. Another assumption is that the transformation matrix is static and linear. It does not change with time and there are no ‘what-if’s’, i.e. no conditional relations. In a changing process, these are somewhat heavy assumptions and the WTM may not be reliable. Another fundamental assumption is that there is no noise, i.e. no stochastic variation, in the process. To deal with, that another approach has to be used, e.g. robust process design (Phadke, 1989, or Bergman, 1992).

4.6.3.3. Process Improvement Simulations

The work time required for each activity in each iteration step is calculated using matrix algebra (see appendix F). First the total work times for all activities are summarised for each iteration step. All steps are then summarised into the total process time, TPT. Given the right conditions the iteration will converge. As it was found in practical applications, the iteration
may be truncated after only very few iterations. The simulations presented in the paper were often truncated after ten iterations (see Figure 17).

TPT expressed as an absolute value is of somewhat limited value, however. Instead, TPT for the given ‘as-is’ process and TPT for the changed ‘to-be’ process are related. The change introduced to the process, e.g. a new work method, is a ‘small disturbance to the system’. Hence the simulated ‘to-be’ ‘as-is’ ratio, STAR, is a sensitivity measure of a suggested improvement as a linearisation around a given process.

\[
\text{STAR} = \frac{TPT_{to-be}}{TPT_{as-is}}
\]

STAR is a relative measure of the overall impact of a suggested process improvement.

One question that emerges is what improvements should be suggested. There may have been several suggestions already before the process map was developed, and those could of course be examined, but there is another way to find out where potential improvements could have the greatest effect: to use eigenvalue and eigenvector analysis. This is very useful but it is not described further in this summary. See the paper in appendix F for more details.

### 4.6.3.4. Application to Gas Turbine Blade Development

The method was applied at ABB STAL. The most critical parts in a gas turbine are the blades. Due to the extreme technical demands on gas turbine blades, the development of the blades is a very complicated, coupled process. It includes a number of specialists from several technical domains. As Allen (1977) found it is an important but difficult task to get integration across boundaries between specialised engineering domains. In an effort to achieve increased integration, a project was launched at ABB STAL with the mission to map the ‘as-is’ process and to suggest a ‘to-be’ process for gas turbine blade development.

The ‘as-is’ process map was developed over a period of several months by a small project team consisting of seven engineers normally working with gas turbine blade development. The process was highly coupled. Hence the map was transformed into a DSM and, from that, an activity time matrix and a transformation matrix for the ‘as-is’ process were created.

One process improvement that was suggested was a change of CAD/CAE software. The discussion concerning a choice of a common CAD/CAE software for mechanical designers and stress engineers had been going on for some time. Therefore, a study was made with the purpose of measuring the finite element modelling time, both with original and modified geometry, first with common and then with different CAD/CAE software at the different departments.

Results of simulations (see Figure 17) showed that the simulated ‘to-be’ process, compared to the ‘as-is’ process, has STAR=0.83, i.e. the overall development time for the gas turbine blades would decrease by 17% if the departments used a common CAD/CAE software. Since 17% of the total person hours for such a development project is a great deal of money, the company decided to make the suggested investment. After some months of implementation problems the simulated improvements were realised.
4.6.3.5. Conclusions

A task based design structure matrix is one of very few tools for mapping and visualising iterative processes. From a DSM, it is easy to get a holistic view of a complex development process where flow charts become too complicated.

The method for process improvement simulations presented in the paper demands a detailed process map. One could argue that the main process improvements come from the knowledge gained from the process mapping itself. Once the map exists the suggestions for improvements become obvious. On the other hand, the authors’ experience in process development is that it is difficult to get the authority to implement major changes in an organisation if one cannot show some estimate of the payback on the investment.

The simulated ‘to-be’ ‘as-is’ ratio, STAR, is an estimation of this kind, since it quantifies the impact on the overall process performance from a suggested improvement.

4.6.4. Postscript

4.6.4.1. In the beginning…

Even though it feels like a very long time ago since I wrote this paper – eight years – I still think the process simulation method is a very good tool. When I wrote the paper I had very little knowledge of variation in general and Six Sigma in particular. It can be seen that I was a ‘deterministic engineer’, trained in structural dynamics and aerodynamics, but with very little knowledge of ‘probabilistic disciplines’. The method was based on the assumption that there were no variations in re-work fractions and task duration times. I wrote “To deal with that, another approach has to be used, e.g. robust process design”. I still think that is true but I must admit I did not know very much about robust design at the time. I am certainly no expert today, but I know much more than I did in 1999.
In hindsight, another observation is interesting. I wrote: “As Allen (1977) found it is an important but difficult task to get integration across boundaries between specialized engineering domains. In an effort to achieve increased integration, a project was launched at ABB STAL with the mission to map the ‘as-is’ process and to suggest a ‘to-be’ process for gas turbine blade development.” Here the idea of ‘improving integration across boundaries between specialised engineering domains’ emerges for the first time. That later evolved into both the Process Management Model and Knowledge Overlapping Seminars that became other papers.

4.6.4.2. Including variation and sensitivity

As mentioned, our method was deterministic without taking variation and sensitivity into account. Some years after publication in the Journal of Engineering Design, another paper was published by Stuart Wright at MSC Software Corporation, presenting an extension to our method. In the paper, ‘Predicting and Measuring The Value in Process Change: A method and automation tool to qualify process improvement investment’ (Wright, 2004), he presented an Excel-based DSM Process Analysis tool based on our method with the extension of including process variability.

“A stochastic engine has been devised and included. In the stochastic analysis the tool assumes the deterministic data values to be mean data values and permits definition of a standard deviation of each individual data value. Thus variability matrices are created quickly for all process data. Once defined a stochastic process analysis, analogous to a robust design evaluation, is completed. The tool does this using a Monte-Carlo algorithm to sample every data value in the deterministic data set for a unique value with a normal statistical distribution.” (Wright 2004, p.4).

Even though limited details are provided in the paper to be evaluated, Wright gives some results of a stochastic analysis of this kind, see Figure 18.

![Figure 18. Sample Results from Stochastic Analysis of As-Is Process (from Wright, 2004)](image)
The charts to the left in Figure 18 show the iteration history of Total Process Time (TPT) and Total Process Cost (TPC). The calculations are truncated after six iterations. Each chart shows an envelope of max/min values (orange) and an average (red). The max, min and average values (after six iterations) can also be seen in the charts to the right, showing the distributions of Total Process Time and Total Process Cost, attained from Monte Carlo simulations. A visual inspection of the charts indicates that the outputs are normally distributed, but there is no information on the distributions of the input variables.

I think it is a very good extension to our method but, in addition to the distributions of the outputs TPT and TPC, I would like to include a sensitivity analysis in order to determine which process steps contribute most to the variation of the outputs. This is recommended as future research.

4.6.4.3. Possible application to a Six Sigma project

In his paper Wright also indicates – in one sentence only – that the tool can be used in Six Sigma/DfSS projects (Wright, 2004, p.1). That is exactly what I propose.

In the analysis phase of a Six Sigma project the method could be used to identify root causes for variations in the outputs. Furthermore, in the improve phase, it is often good to make simulations of different alternative improvements before going into pilot testing. If one has an iterative process, normal simulation tools, based on assumptions of sequential or parallel tasks, can not be used. The STAR simulation method could then be used.

Since coupled iterative processes are most common within advanced product development process but not very common in service delivery processes this method has not (yet!) been used in the Service Division.

As a general tool, it could be included in the Six Sigma toolbox, especially if variation and sensitivity analyses are included.
5. Conclusions and reflections of the thesis

In this, the last, chapter I will summarise the conclusions of the thesis and make some reflections on Six Sigma and research. I give some recommendations for future research and end with some final words.

The general research question of the thesis was how to implement and get the full potential out of Six Sigma in an industrial context. I cannot claim to have given the complete answer to that, but many small pieces of the answer have been presented. Lessons learned about ‘how to do’ and ‘how not to do’ can be identified in the Siemens case study. Some ideas for new and improved ways of conducting and implementing Six Sigma have also been given.

5.1. The main conclusions

The conclusions from the different papers were given in detail in Chapter 4. They are summarised below.

5.1.1. Success factors for implementing Six Sigma

The most important success factors for implementing Six Sigma at Siemens were:

- Management commitment; without it, forget it
- Committed driver; that was me
- Learn from history; failure is a goldmine
- Integration of Six Sigma and Process Management; organise as one
- Process perspective; use processes as common mental models

While ‘Management commitment’ is commonly mentioned in the literature as a success factor, the other success factors selected from the Siemens case study are not. The main problem with this is that it may give the impression that ‘Management commitment’ is the only important success factor. At Siemens, ‘Management commitment’ was indeed very important. When we did not have it Six Sigma failed, but we later succeeded when the management were committed and we fulfilled the other important success factors. Without for example a process perspective, people do not see incidents as something recurring, but instead try to fix each problem as though it were a one-time error. Without an integration of Six Sigma and Process Management, Black Belts and Green Belts are left on their own, without process owners shouldering their full responsibility of selecting, supporting and taking over results from the Six Sigma projects, i.e. the management continue to work with ‘business as usual’. To learn from history is nothing else than the Shewhart cycle and continuous improvement. If an organisation does not have this as natural way of working, my view is that they are not ready for Six Sigma. Finally, I was the committed driver. Even if management really want and try to change their behaviour, without the support and knowledge of a committed driver, there is a risk of ending up with ambitions and decisions without any action. I do not think I am unique. I am quite confident that someone else with the same knowledge and commitment could have achieved the same results.
5.1.2. Selection of Six Sigma projects

This thesis does not present a thorough investigation of different ways of selecting Six Sigma projects. That has not been the intention, but some approaches that have been mentioned are: To use gaps in KPI performance from BSC follow-up; To use operative feedback from line managers and process owners; To use suggestions from employees.

In two of the appended papers we present an alternative approach for selecting Six Sigma projects based on recurring faults and customer feedback. The conclusion made from using such an approach is that it leads to more customer focused projects instead of cost-cutting. It also clearly demonstrated the importance of having a process perspective instead of a product perspective.

Neither of the different project selection methods should be selected as the only – the best – way of selecting Six Sigma projects. Instead, a mix will assure good projects of different types, fulfilling different demands and needs of the organisation and of the customers.

5.1.3. Selection of Six Sigma roadmaps

An important pre-requisite when implementing Six Sigma – mentioned as the success factor called ‘Project selection and methodology selection’ – is that Six Sigma in itself must actually work as a process improvement methodology.

As it was found, if DMAIC is used ‘by-the-book’ in projects meant to improve out of control processes, it may fail. Since most processes are out of control when a Six Sigma programme is started in a company, this is a major threat to the success of Six Sigma. By choosing methodology based on the state of the process to be improved, as described in the paper in appendix D, this threat can be minimised.

A new roadmap, DMADC (Define, Measure, Analyse, Design, Control), is suggested, to be used when improving ‘processes on the brink of chaos’. It is a combination of the tools in DMAIC (used in normal Six Sigma) and DMADV (used in Design for Six Sigma).

It is a mystery to me why this has not been dealt with in the Six Sigma literature before. Maybe it is a symptom of the lack of integration between Six Sigma and Process Management, since process control – the topic of Wheeler’s book (Wheeler, 2000) – is a central part of Process Management but is sometimes taken for granted in Six Sigma. As suggested in appendix D, normal Six Sigma, i.e. DMAIC, works well in processes in ‘the threshold state’, i.e. processes in control, but may not always work in processes ‘on the brink of chaos’, i.e. processes out of control.

5.1.4. Tools for the ‘process door’ in Six Sigma projects

There are two approaches for Six Sigma projects: the so-called ‘data door’ and the so-called ‘process door’. In the beginning, Six Sigma was built around tools for statistical analysis of measured data, but Six Sigma has evolved and today is also used to improve processes where there is a limited amount of data to analyse. This type of approach is called the ‘process door’
in contrast to the traditional ‘data door’ approach. A shortcoming of most Six Sigma training material that has been identified is that it deals with ‘process door’ analysis in a very limited way when, in reality, many projects are in fact process door projects. Detailed process mapping and cause-and-effects analysis are commonly used in the process door, but these are not very effective when used on their own. They need to be complemented by tools that assist a Six Sigma team in finding root causes on a deeper level. Two new tools that can be used in process door projects are presented in this thesis.

The first tool, KOS (Knowledge Overlapping Seminars, see appendix E), is a method that can be used to reveal hidden misunderstandings between people from different knowledge domains. As was found, hidden misunderstandings were normally not revealed in ordinary meetings, e.g. Six Sigma team meetings. KOS could thus be used in a Six Sigma project with the process door approach, but it could also be used in other settings, e.g. product development projects. Twelve KOS were conducted in two different applications and proved to be a very efficient tool for finding root causes on a deeper level. The root causes of a problem investigated in a Six Sigma project known before conducting KOS were gathered in a cause-and-effects diagram consisting of 12 small branches. After conducting KOS the Six Sigma team extended the cause-and-effects diagram with new findings. The number of small branches increased from 12 to 40. According to the participants, this helped the project a great deal, compared to what would have been achieved by detailed process mapping only.

Another tool, Process Improvement Simulations (see appendix F), is a method for simulating improvements of iterative processes. Such processes are especially common within product development. The problem is that these processes can not be simulated with normal methods since normal methods can not deal with iterations, while the proposed method can. It can be used in the Analyse phase of a Six Sigma project to find weaknesses, i.e. sources of re-work, in a process where there are limited historical data to analyse. The method could also be developed further to make it possible to perform sensitivity analyses in order to find sources of variation in the process. In the Improve phase it can be used to simulate and select improvements, i.e. to ‘practise swimming on land’, before actually making any changes in the real process. In one application a proposed change of CAD software in a major product development project was simulated before it was actually carried out. Without the simulation it is unlikely that management would have decided on the costly change. The simulated savings in man-hours were later verified. This method is very promising, especially for improving iterative processes, but still needs some development.

5.1.5. Action research

Another conclusion worth mentioning is that the action research methodology has been very useful. I have taken on the role of a ‘practitioner action researcher’, and partially a ‘retrospective action researcher’ in the meaning of Gummesson (2000), a privileged role in industrial research. A ‘traditional’ researcher employed by a university does not normally have the same access to data, including historical facts and contact networks, or the possibility to try out new ideas. On the other hand, he/she may have the advantage of not having to justify his/her motives as thoroughly as a ‘practitioner action researcher’.
5.2. Reflections

5.2.1. Where are we going with Six Sigma?

Returning to the question posed by Watson (2005): “A proactive human-focused business environment can be developed only when both the hard, analytical disciplines and the soft, psychological disciplines merge into a unified approach for managing results through people. How will the future migrate from the current state to establish the context for this integration?” (Watson, 2005, pp. 322-323). In my opinion, the last word, ‘integration’, is the key word.

While some may think of integration as ‘mixing up things’, to me integration means ‘having a holistic view’. This makes it possible to achieve ‘global objectives’ without ending up sub-optimising. One should not confuse ‘integration’ with ‘harmonisation’, which instead aims at reducing variation. That could be very good when improving a process, for example, but not necessarily when talking about how to implement Six Sigma. It is too contextually sensitive.

It is my belief that what Six Sigma needs is more integration, i.e. integration of:

- Six Sigma and Process Management (see appendix A)
- Normal Six Sigma and Design for Six Sigma (see appendix D)
- Hard, analytical disciplines and soft, psychological disciplines (see e.g. Wiklund and Sandvik-Wiklund, 2002)
- Quantitative and qualitative methods (see Chapter 3.1)
- Six Sigma and other improvement initiatives (see e.g. Daly et. al., 2004).

The question is how to achieve this integration. I believe Watson has already given the answer himself: “when both the hard, analytical disciplines and the soft, psychological disciplines merge into a unified approach for managing results through people.” I believe the findings of this thesis bring some light to Watson’s question since the concept and implementation of Six Sigma Management at Siemens in Finspong has partly accomplished this. We had to deal with both ‘hard’ and ‘soft’ issues – and did so – to become successful. No one was punished for failures; instead failures were used as ‘goldmines’. The implementation was conducted in a culture based very much on participation and support of, and respect for, the individuals in the organisation, founded in democratic values.

Does this mean that Six Sigma Management only works in Sweden? I do not know. How should it be organised in another culture? I do not know. I hope I have contributed some interesting questions. These questions are left for others to write theses about.

5.2.2. Quantitative vs. qualitative methods

This research project was conducted as action research – in contrast to positivistic ‘normal science’ – because of the collaborative nature of the development of Six Sigma Management at Siemens. But one question then becomes unavoidable: Why introduce a ‘scientific’, i.e. a
positivistic, method such as Six Sigma if collaborative methods give better results? Reflecting
on the words of Marvin Weisbord: “[Kurt] Lewin realised in 1920 that scientific management
was incomplete. The old manager formula – planning, measuring, controlling, leading (a
Frederick Taylor derivative) – sounds good, [but] it is very hard to apply today unless you
include everybody. [...] But Lewin added another value [...] The new value was democracy.”
(Weisbord, 1991, p. 95) Today this can be identified as one of the principles of ISO9001:2000;
‘Involvement of people’. What I have tried to show in this thesis is the importance in
democratic values and collaborative actions when implementing Six Sigma Management.
Hence, my conclusion is that it is easier to implement Six Sigma Management in a culture
characterised as egalitarian and person-oriented – a so-called fulfilment-oriented culture, i.e.
the upper-left corner in Trompenaars’ model of national patterns of corporate culture
(Trompenaars, 1993; Crom, 2000; Schön, 2006) – than in hierarchical or task-oriented cultures
where on the other hand ‘normal’ Six Sigma may work well as a scientific method, but then
with other management styles. Some global managers in Siemens have suggested that I should
help others at Siemens to do “like you did in Finspong”. I am not sure it would by default lead
to success unless the culture of the local company supports it. A best practice may not be best
when applied out of its context.

One reason that was identified for the successful implementation of Six Sigma Management at
Siemens in Finspong was the collaborative approach of managers and employees, not just the
scientific method itself. But, then again, Six Sigma is not only based on quantitative methods.
As has been shown in Six Sigma projects carried out at Siemens, it is just as qualitative as
quantitative. So, perhaps my research methodology dealing with how to implement Six Sigma
and Six Sigma in itself are not that different. I believe so.

For me, action research is to create knowledge overlap between theory and practice. I want
always to create more knowledge overlap between people. I see half full glasses everywhere.
One could call that naïve but, to me, naïve is a positive word. To me, it means seeing
possibilities and potentials in every situation without – and this is where the naiveté comes in
– seeing the limitations and obstacles. Fortunately, I have received strong support and much
‘scientific advice’ from my advisers during the research process.

This is perhaps not the proper place to make such a confession, but I feel more like an inventor
than a researcher. I like to invent things that realise potentials or are solutions to problems and
– the research part of it – to describe and share new knowledge. That is what I have done in
this thesis.

5.3. Recommendations for future research

In this thesis I have presented several new ideas that have been tested on a limited scale. They
all need broader application to become more general and to find possible limitations. One
could also put theoretical questions about these rather practical methods. Some are given
below.
5.3.1. Six Sigma Management

Six Sigma Management is the concept of how to implement and integrate Six Sigma and Process Management. It has been tailored to fit a typical Swedish company. As I have indicated, it may not work in the other three corners of Trompenaars’ model (1993). It would be very interesting if someone tried. One could also extend the theoretical questions to look into factors such as company size, global vs. local company, markets and products, product vs. service focus etc.

5.3.2. Process Improvement System

The Process Improvement System (as a part of the Fault Report System) at Siemens is currently being upgraded and integrated into SAP. The Process Fault Report Process is still the same, even though the supporting systems have been upgraded. If the Process Fault Report Process should be used in another company or some other context, some things are needed. Processes must be defined and process owners must be appointed. According to this research the personnel must have a process perspective in order to be able to understand the concept of process faults. These constraints should be investigated further. It could be a very powerful method for steering process improvements from traditional cost cutting to more customer focused activities. Even though everyone – at least in the quality community – seems to agree on the importance of being customer focused, there still remains an opportunity to do research on how to become customer focused. How does one go from intentions to actions?

5.3.3. DMADC

Using DMADC in Six Sigma projects when improving processes on the brink of chaos is natural at Siemens in Finspong. From what I have heard from Black Belts at other companies, it is for them as well, but they do not know that it is called DMADC. They are simply frustrated that ‘by-the-book’ DMAIC does not work in their processes and they therefore take the ‘process door’ and perhaps use some extra tools such as QFD and Pugh. That is DMADC. If more researchers investigated and improved it, it may become an accepted roadmap. On a more theoretical level, one might wonder whether Six Sigma has become ‘a little bit of everything’. Even though it is based on the Shewhart cycle, is the ‘process door’ really Six Sigma as Bill Smith intended it? Another theoretical question to reflect upon is ‘how can we have processes that are out of control if we have a limited or no amount of data to analyse’. It is a chicken-or-the-egg paradox.

5.3.4. KOS

Knowledge Overlapping Seminars have been around for eight years now. All together, only twelve KOS have been conducted. Hopefully our paper (appendix E) will reach a broader audience once it is published. It would be very interesting for someone to test KOS in a context in which I am not present. The rules and the roles as defined in our paper may need to be adjusted to fit other settings. We have connected the basic theories of quality pioneers Shewhart and Deming, and their roots in conceptual pragmatism, to the practical method of knowledge overlapping. I am sure there are many more theoretical domains that may connect
to KOS or perhaps argue in favour of, or against, our ideas of knowledge, learning, transfer and sharing of ideas, mental models, social psychology etc. I see no limitations here.

5.3.5. Process Simulations

The method of process simulations with a simulated as-is to-be ratio can definitely be developed further. Variation and sensitivity analyses should be included to increase the usage, as partly done already by Wright (2004). If some researcher or practitioner developed the method further, it may perhaps become a general simulation tool in the Six Sigma toolbox. On a theoretical level, the method is firmly based on matrix algebra, as presented by Smith and Eppinger (1997). One question that remains, however, is that of what an iterative process is or, to put it in another way: ‘how many sequential and parallel (but not iterative) activities are allowed in the process for the method to work’. That should be investigated both theoretically and practically.

5.3.6. Action Research and Analytical Generalisation

Generalisation is not a prominent feature of action research. The purpose of action research is instead to achieve a performance target and to present what contributed to the desired change in a positive way and what was negative. The technique normally used for ensuring external validity is ‘Reader or user generalisability’. To make results from qualitative research more general Firestone (1993) proposed the technique of ‘Analytic generalisation’. That approach has, to some extent, been used in this project. I would appreciate if there were a more formalised way of using analytical generalisation when conducting action research. It is recommended that the relation between action research and analytical generalisation is investigated further and that analytical generalisation is included in text books on action research methodology.

5.4. Final words

My confirmation minister once told me “We humans have been given two great gifts – sense and sensibility – and the art of using both – in balance. In every situation you face, you will have to strike a balance.” While science in general, and Six Sigma in particular, are all about sense, in order to make them work in real life, one needs a good portion of sensibility. To be able to strike that balance, that is surely the most important success factor for implementing Six Sigma – as it is in life.
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1. Introduction

Since the widely spread process improvement methodology of Six Sigma was introduced by Motorola in the 1980s its usage has spread to all types of business processes and many now see Six Sigma as something much more comprehensive than just an improvement methodology. In some companies it has become a business strategy of top management (Antony and Banuelas, 2002). According to Gregory Watson (2005) the Six Sigma methodology has been developed and improved in academia and in business over a couple of decades. “Six Sigma is quite literally the product of decades of work by a community of people and has been honed into a set of core processes and key methods through its application in a number of ‘thought leading’ organisations. [...] Sometimes too academic and obtuse methods have been applied pragmatically to solve real problems and create a real competitive advantage” (Watson, 2005, p.320).

In this case study the implementation of Six Sigma and the evolution of what might be called Six Sigma Management during a period of several years at Siemens Turbomachinery AB in Sweden are described. So-called ‘success factors’ for implementing Six Sigma are identified and compared to those given in the literature. Some success factors identified have not been found in previous research presented in the literature.

The major conclusion in the Siemens case study is: to succeed with Six Sigma it should be integrated with Process Management. This can be done if you have management commitment and an organisation with a process perspective. The utilisation of IT support systems is recommended as the natural way to implement process improvements. The set-up of what I choose to call ‘Six Sigma Management’ is described in detail in this paper.

This is not a ‘normal’ research paper but rather a personal story. It is very much my own story, as much as the story of the company, hence I write in a rather personal style. The paper presents a thorough description of a change process that has taken place over many years. The story starts some ten years ago and the detailed description spans approximately four years. Many different topics are dealt with, often in chronological order. Each one of these may very well be the seed that could germinate into a ‘normal’ research paper. I would be happy to do so if and when it should come into question.

Furthermore, as this paper is not published except for in this thesis, the chapters on Research Methodology and Theoretical Frame of Reference are not duplicated in this paper. The reader is advised to see the thesis for those topics.
2. The case study: the story of Six Sigma Management at Siemens

2.1. The company

Siemens Industrial Turbomachinery AB (SIT AB) in Finspong Sweden is a part of Siemens AG, a world leader in power supply, transmission and distribution. The company in Finspong has an approximately century old history of making turbines. Several name signs have been put up and taken down from the roof of the main office: Svenska Turbinaktiebolaget Ljungström (STAL), STAL Laval, ASEA STAL, ABB STAL, Alstom Power and, since 2003, Siemens. The company delivers gas turbines, steam turbines, turn-key power plants, and service and components for heat and power production. The facility in Finspong employs some 2 200 people with an annual turnover of 650 Million Euros. Siemens AG employs 475 000 people in 190 countries worldwide, with an annual turnover of 87 Billion Euros (2006).

The history of Finspong starts in the fifteenth century with the building of an iron mill. The manufacturing of cannons started in 1620 and in 1641 Louis de Geer (senior) – “the father of Swedish industry” – bought the mill and property. In 1668 Louis de Geer (junior) built Finspong House. There has been a turbine industry in Finspong since 1913. What is now called SIT AB has its main office and headquarters in Finspong House, see Figure 1.

When the company in Finspong was a part of ASEA, ABB and Alstom Power, it was almost an autonomous unit – called ‘STAL’ by its employees – within the company. There was always just one CEO in Finspong reporting to headquarters somewhere else in the world. Though the names of the main departments changed somewhat over time, they were often called the Stream Turbine Department, Gas Turbine Department, Service Department and Manufacturing Department. For some years there were also departments or subsidiaries for nuclear steam turbines and service, coal based power plants (Carbon) and heat pumps.

Since Siemens took over operations in 2003 the company in Finspong has become a part of Siemens Power Generation, Industrial Applications Division (PG I). What used to be departments are now parts of global subdivisions Service (I1), Steam Turbines (I2), Gas
Turbines (I4), Power Plants (I5) and Solutions for Oil & Gas (I6). The subdivision for compressors (I3) does not exist in Finspong. The manufacturing department is now a part of I4 and, just recently, Plants (I5) has been incorporated in I4 as well. The local managers of the subdivisions in Finspong report directly to global managers somewhere in the world. The management of the whole PG I division is located in Germany.

This has had a big impact on the corporate culture, since ‘STAL’ is no longer an autonomous unit. Even though there is still a great deal of cooperation between departments in Finspong, there tends to be more and more coordination within the global subdivisions, which have shifted their focus from local cooperation to global business coordination. Still, there is a local management team for the joint stock company SIT AB in Finspong, although its autonomy is not the same as in the ‘STAL’ days.

The change of culture was expected and ‘feared’ by most employees in Finspong when Siemens took over. There was a fear that “we are not going to be allowed to do as we have always done”. After a year or so, most people started to realise that we could actually influence decisions if we just raised our voices a little and showed that we have good ways of working that give good results. Now, some four years later, few employees in Finspong long back to the ‘STAL’ days. We have learned to live with more bureaucratic procedures that have given more ‘Ordnung’ in our processes but – contrary to what was expected – we still have great influence on the way we work. Although sales volumes do vary, the financial results for SIT AB are very good and the business is growing.

### 2.2. The history of Process Management and Six Sigma before 2003

#### 2.2.1. Process orientation and development

The company has a long history of quality work. In the 1980s – under the names of ASEA and ABB – there were quality circles and the famous T50 program (Bergman and Klefsjö, 2002). At the beginning of the 1990s the company started several initiatives to work with processes, initially under the name of BPR, i.e. Business Process Reengineering. Some managers and quality professionals had read the books of Hammer and Champy (1993) and – Scandinavia’s local BPR guru – Norwegian Bjørn-Erik Willoch (1996), who also was invited to give a presentation to the company in Finspong. Many small ‘islands’ of process mapping teams worked in the company but there were no real connections between the islands. At the end of the 1990s there was an effort to establish common ‘core processes’ for Development, Sales, Delivery of Gas and Steam Turbines and Plants and Service. This was mainly an activity of the ‘Process, IT and Quality Team’ (called PIK, a Swedish abbreviation) with representatives from the different departments, but top management was not really involved. When joined in 1999 by Alstom Power (the company was called ABB Alstom Power for a while before Alstom Power eventually bought the company from ABB) there ‘existed’ common core processes in the sense that they were defined on the top level, but there were no detailed process maps for the different business units.
At the time I was working at the Quality Department as an internal Process Management consultant. I had just completed my Licentiate thesis on organisational learning within Product Development (Cronemyr, 2000). In my research I had developed some methods to be used to improve communication within Product Development. One of these, KOS – Knowledge Overlapping Seminar – was later used in the Service Division. Another method, Simulation of Improvements to Iterative Processes, was published (Cronemyr, Öhrwall-Rönnbäck, and Eppinger, 2001) and used by others (Wright, 2004).

My main task in 2000 was to lead a process development project in the Gas Turbine Development Department called PDPDP – Product Development Process Development Project. It was first one of my jokes to call it PDPDP; it was too complicated to say it but the abbreviation became popular and people liked to say it as quickly as they could – PDPDP! When the project started I made a one-page presentation in Power Point, a ‘simulation’ of what the main view of the process would look like when we had put it in the Business Viewer software – a software that I and my colleagues in the Quality Department had chosen from several available software programmes as the standard process mapping software to be used by the company. We were in the process of buying it and it would be available in a month or so. But the purchase was stopped by Alstom Power’s central quality staff in Paris because we were told to use Alstom Power’s standard process mapping software, called Mega. So we expected to get Mega soon and, while waiting, we continued to make the process maps in the Power Point file. For different reasons it took more than a year before Mega was available in Finspong. During that time the Product Development Process (PDP) was developed into an 80-page Power Point file. When process mapping eventually started – using Mega – in the other processes in the company it was ‘too late’ to start converting the PDP into Mega maps because of the many features – links and macros – that were used in the Power Point file. All processes were published on the company intranet using Mega and there was a link to the Power Point file for PDP. As we shall see, the PDP process developed in Finspong was later considered as ‘state of the art’ and became the standard PDP in Siemens PG-I.

When mapping and developing processes it is most important not to fall into pits common in this work. Common pitfalls are e.g. confusing organisation for process, focusing on roles instead of flow, mapping ‘error fixing’ processes instead of ‘making things right’ processes, mixing information flow with activities and considering management tasks in an operational process as a separate process. The most common pitfall is something I call ‘lobotomising’ processes, i.e. cutting off processes at organisational boundaries. When I was at the Quality Department we realised this and hence started the development of a Process Development Process to avoid the pitfalls. The main contributors to this process were me, two other persons at the Department and two consultants from a Swedish consultancy firm that specialised in quality management. We tried to help – tell – people in the organisation to use the Process Development Process but most people did not want to be told by the Quality Department what to do. Needless to say, this led to many problems in terms of ‘messy’ and ‘vague’ process maps. Just before Siemens took over from Alstom Power in 2003, all business units had established their own core processes on the top level – Develop, Sell, Deliver – and put them on the intranet, but not all of these processes were broken down into detailed process maps.
2.2.2. Six Sigma

The Six Sigma program in Finspong was started by Alstom Power. Even though the ABB Corporation is famous for being one of the first companies to use Six Sigma (Magnusson et. al., 2003), it was not used by ABB STAL in Finspong until Alstom Power introduced it in 2001. I was on the first training wave of Black Belts. Over a period of two years, about 15 Black Belts and 30 Green Belts were trained. Later, a Siemens top manager expressed his view of what had been achieved by the Six Sigma programme at Alstom Power as ‘embarrassing’. I guess that was a polite way of saying ‘a complete failure’. But, as Juran once said, “Failure is a goldmine” (Juran, 1998). At that time I and my fellow Black Belts regarded it as an absolute failure, not as a goldmine, but what we did later in Siemens was to actively avoid making the same mistakes again. Hence it was an important step towards the goldmine.

The major mistakes of the Six Sigma programme conducted in Finspong during the time of Alstom Power were:

i) No management buy-in

Black and Green Belts were appointed and sent for training but were responsible for inventing their own projects. Very seldom was a process owner present when a project was selected and when it was time to hand over the results from a project – since there was no process owner – the local quality department took over. Some process owners were involved, but these were exceptions. Once the Black and Green Belts had been appointed, the managers thought they had done what was expected from them and – since no one in central Alstom Power said anything else – they were right.

ii) Black Belts not working full time

Only one Black Belt – not me – worked full time as a Black Belt. He ran several successful projects in the plant business. The rest of us tried to work with our projects while our managers wanted us to do something else. Approximately half of all the projects were never completed.

iii) No infrastructure of Six Sigma

There were no formal processes for selecting, reviewing, supporting or taking over projects. There was a formal way of documenting a project in a report but it was not necessary to write the report until the end of the project. By that time – if the project had not already been cancelled – it was difficult to remember what had happened – especially since projects lasted for a very long time, sometimes up to two years.

As a result of this failure, most Black Belts quit their Black Belt careers before becoming certified Black Belts and, when Siemens took over, most of them applied for new jobs and several went on to management positions. Only two Black Belts were certified by Alstom Power and two more were later accepted and certified by Siemens. I was one of those.
I was working as an uncertified Black Belt and process developer at the Gas Turbine Development Department. Alstom Power required you to complete two projects to become a certified Black Belt. One of my Black Belt projects concerned the large number of product fault reports from the field that was dealt with every year. Even though there were many people who worked on solving the problems behind the fault reports, the number of new fault reports each year was not decreasing. What we found was that, while product faults were solved and, as a result, products were improved, the underlying process faults were not dealt with, i.e. the process that caused a problem to appear in the first place was not improved. Hence the problems re-occurred, showing up as new product faults. The solution was a Process Improvement System – an application called PIS that we developed in the Lotus Notes software – supporting the new Process Fault Report Process that could be used to identify suitable Six Sigma projects from re-occurring process faults. We started to use PIS in Gas Turbine Development, but no other parts of the organisation used it since it was only taken over by the local Quality Department and none of the other business units wanted to use it – since they were not told to. Years later, we used it very successfully in the Service Division. The Process Fault Report Process was presented as an idea of Fundin and Cronemyr (2003) and when it was applied in the Service Division by Cronemyr and Witell (2007).

2.2.3. Early Process Management

With my history as an internal Process Management consultant at the Quality Department and now working as a Black Belt, and also on the basis of my academic knowledge of TQM – Total Quality Management – I was the only one in Finspong working with three different things. I realised that they were interconnected, but no one else that I knew of saw this. Hence I developed and presented a picture at a PIK meeting in Finspong, see Figure 2. I also presented it at an Alstom Power top management meeting in Copenhagen that the global Quality Manager of Alstom Power attended. She was very interested and supported me in continuing this work.
What Figure 2 shows is that basically three different initiatives were concurrently ongoing in the company but that the connections were missing.

i) The management team was involved in the strategic part of Quality Focus – a central initiative in Alstom Power – where vision and strategy were connected to Balanced Scorecards with the intention of identifying high priority improvement areas. I coached the management team.

ii) The different departments were mapping processes with the support of the Quality Department – support that was appreciated by some and viewed as unwanted supervision by others. The aim was to map processes and put them into the Quality Management System on the intranet. I was a process mapping expert.

iii) Black and Green Belts were involved in Six Sigma projects with the purpose of improving processes by removing root causes of problems. I was one of the Black Belts, even though not yet certified.

The arrows in the figure marked ‘Input’ and ‘Results’ are included with the intention to show how the three initiatives should be connected, but these connections did not exist at the time because, except for me, no one was involved in all three activities. I explained at the meetings that the top loop was called ‘process control’ (on a strategic level), the bottom loop ‘process improvement’ and both loops together ‘Process Management’. There was no immediate response except for some “hmmm”, “aaah” and “this is a little too academic for me”. Since the different departments were run like different business units, I did not have enough influence to make the indicated connections.
2.3. **Phase 1: Starting up Process Management and Six Sigma in the service division**

2.3.1. **Going into Service**

My major experience was in R&D and I had also worked in quality and to some extent in IT, but when Siemens took over I thought it was time to try something else. At the end of September 2003 the manager of the Service Division advertised for a head of a new department in service called Business Excellence. It is standard in Siemens to have a business excellence department in divisions and subdivisions. This is almost like a local quality department. Responsibilities are process and quality management, improvement programmes such as Six Sigma and IT coordination. I thought it would be exciting to go into service, a field that I had very little experience of, except for one of my Black Belt projects that dealt with reducing the number of gas turbine starts during commissioning. In my application for the job I wrote “My goal is to be a certified Black Belt as soon as possible, to work as a Black Belt for couple more years, and then go for Master Black Belt”. We did not have a permanent Master Black Belt in Finspong at that time. The next day at a job interview, the manager of the Service Division convinced me that I should take on the manager position and promised that I could finalise my third project so that I could apply for Black Belt certification within Siemens. So I did. The next week I relocated one floor down to the Service Division to the surprise of my managers in Gas Turbine Development. This was not at all planned, it just happened; but it was a major step in my personal development and career.

It came to be a flying start at Service. Within three weeks I had convinced the service management team to let me advertise for three new Black Belts and one process mapping expert. I interviewed several people that applied for the positions and four were selected and appointed. In the fourth week the first three Six Sigma projects were selected by the management team, and a list of possible improvement projects was sent to division top management, as a part of the VGP – Value Generation Program – in Siemens Power Generation.

2.3.2. **Starting up process development**

Wise from earlier failures conducted in Finspong when we were owned by ABB and Alstom Power, I stressed that the Business Excellence Department would not take on any responsibility for the service business processes. All processes and improvements would always have to be owned by someone in the management team. We in the Business Excellence Department would supply the needed support, i.e. knowledge and resources, as well as structure and steering of improvement activities, but would never select or take over results from Six Sigma projects. Those are the ultimate tasks of a management team working with Process Management. To my surprise, the 13-man strong Service Management Team, most of whom had never worked with Six Sigma but did have some previous experience of process mapping, accepted. This buy-in was something that I had never achieved in Gas Turbine Development.
I had further developed the ‘Process Management Model’ that I had presented in Alstom Power and used it in the Service Management Team to explain why we should work with processes, see Figure 3 below. As can be seen, I have put names on the top ‘process control’ loop and the bottom ‘process improvement’ loop. I suggested, on the basis of my experience, that one should first map processes (middle), second run Six Sigma projects (bottom) and third go for process control (top). I call these three steps the three phases of introducing process management, see 1-2-3 in Figure 3. We were just starting up phase one at Service.

![Figure 3. Process Management at Siemens, 2004. Numbers 1-2-3 have been added here to indicate the three phases of introducing process management (originally from an internal presentation file by Cronemyr 2004)](image)

### 2.3.3. Setting the scene for future processes

The old departments of Gas Turbine Service and Steam Turbine Service used to belong to different business units in Alstom Power but they were joined in Siemens into one common service division called Service (I1). The strategy of service in Siemens was to go for a globally regionalised organisation able to deliver services and spare parts quickly and with customer intimacy and high quality. ‘Everything’ should be available on-line and on-demand. This set the scene for our future processes. Historically, all instructions for the local departments were kept in paper files in the bookshelves but, since all departments became more dependent of each other – first locally and then globally – the local instructions did not match in the department interfaces. Furthermore, it was almost impossible to keep all instructions up to date since people made photo copies for personal use, and documentation in the processes – done differently by different people – was stored somewhere in paper files or on a local hard disk, hidden to everyone else and soon forgotten. As a result, on the dawn of the Millennium, the old instruction system was condemned as unusable. It was clear that the new quality management system had to be process oriented. This was also in accordance with the ISO 9001:2000 Requirements for Quality Management Systems. At a presentation meeting in 2004
for our local IT department in Finspong, I showed the picture in Figure 4. It shows the new demands on service processes.

![Figure 4. Process requirements for development of new IT support systems based on the new Service strategy in Siemens (from an internal presentation file by Cronemyr 2004)](image)

It was the clear objective of the management team to merge the old departments completely, not to keep different processes and procedures for the service of gas turbines and steam turbines. Consequently, new – common – processes had to be developed. This was done by looking at the old process maps, if such existed for either gas turbines or steam turbines, agreeing on what parts to keep and developing new parts to complete new processes for selling and delivering service. A process for developing service products was kept rather intact from Gas Turbine Service. Process owners were appointed in the management team for all three core processes - Develop, Sell, and Deliver Service. Each process owner then started up a Process Owner’s Team (abbreviated as PÄT in Swedish) consisting of the process owner, managers and employees with previous experience of the old processes, and the process mapping expert from the Business Excellence Department. Sub-process owners were appointed for the Service Delivery Process, which was the most extensive and comprehensive of the processes.

This time, when we started to develop new and improved processes within Service, we did it ‘by the book’, i.e. according to the Process Development Process. The process mapping expert was one of my old colleagues from the Quality Department. It took a little more than a year to get the first process maps for Sell and Deliver in a state such that they could actually substitute the old instructions in the Quality Management System. The new maps described in detail what should be done, which checklists should be used, and what templates should be used. It was realised that instructions as to how, where and when documents should be created, stored
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and maintained needed to be developed and improved. This was only the beginning, and still there were many white blank spaces on the maps. At a large information meeting for all service employees, the process owners of the Sell Service Process and the Deliver Service Process declared that “this is the way we will work from now on”. It was emphasised that a process owner’s responsibility is to develop the process, while employees and managers should follow the process and – if something needed to be changed – should give suggestions for improvement to the process owner. Until the process was changed, it would still be up to the process owner to decide whether the process is valid and should be followed. It would be the managers’ task to check and follow up the performance of their employees, and would not be the task of the process owners. This division of responsibility is possible since process owners are members of the management team. They would otherwise not have that authority in the organisation. The top level core processes as presented on the Siemens intranet are given in Figure 5.

![Image of process diagrams]

**Figure 5.** Top level of core processes Sell Service and Deliver Service at the Service Division in 2005. There were several levels below the top level but, for reasons of company confidentiality, the details are not shown (from Siemens’ intranet 2005).

### 2.3.4. Processes as mental models

I stressed to the process owners and the management team that process maps should be shown often at all types of meetings because everybody should know the processes – top levels at least. Most people can draw the organisation chart just from memory. The process maps should be the same in order to establish common mental models. I had studied Senge (1990) and saw common mental models as requisites for being able to communicate about tasks and roles in the processes. Because of this, it was also important to use the process maps exactly as they look on the intranet, instead of re-drawing them for one’s own purposes. That would cause confusion and weaken the common mental models.

The process owners were very focused on developing new processes for the Service Division in Finspong and we in the Business Excellence Department provided the knowledge and resources for process mapping and process administration. In a global perspective the process
development was also going on at different levels. We at Business Excellence participated in this work by ‘telling’ colleagues in different countries how far we had come in Finspong, but we avoided as much as possible ‘disturbing’ the local process owners by the activities in the global work because, although Siemens had established top level processes, these were not at all on the same level of detail as our processes. If we had said “let’s not develop our processes further, let’s wait for the common Siemens processes instead”, we would not have what we have today. Furthermore, now – in this writing in 2007 – the common Siemens processes are starting to come down to the same level of detail as our process maps. Many of our processes have been classified as best practice, and some have been implemented as global processes. The common Siemens processes were called Product Lifecycle Management (PLM), Customer Relations Management (CRM) and Supply Chain Management (SCM). Even though there are some minor differences in content and boundaries between the processes, these correspond reasonably well to Develop Service, Sell Service and Deliver Service.

2.3.5. Restarting Six Sigma

At the end of 2003 I employed three persons that would become Black Belts in the Business Excellence Department. They were sent to Germany for four weeks of training – spread out over the first half of 2004. The Black Belts were all previously employed at Siemens in Finspong but only one worked in service. The service employee worked in logistics and had only been with the company a couple of years. I thought he had ‘good potential’. The other two were very experienced people – a woman and a man – that had been with the company for several years. Both had been managers. They all had projects that had been selected by the management team. The selection was based on a ‘consensus gut feeling’ in the management team that these projects were related to the major gaps between current performance and targets of the Division’s Key Performance Indicators (KPI). There were no real measurements in place, so the projects were selected on the basis of ‘well known problems with unknown solutions’.

The first Black Belt projects were:

i) Correct parts to site on time

For a long time (how long is unknown) there had been problems with missing parts and equipment when field service engineers arrived at customer sites to do service tasks. This often led to delays, which lead to poor on time delivery and hence unsatisfied customers. Furthermore, many parts had to be sent to a particular site in special ‘emergency’ deliveries, which were very expensive. The problem had been investigated several times before, with the being focus on the packing and shipping of parts. The root cause was found after a very thorough investigation: the planning of field service activities was started too late. In order to get manufactured and purchased parts to the right site on time, planning activities had to start early in the sales phase, approximately two years before field service activities. As a result, a new planning and forecasting process was designed and launched. This project also generated several ideas for more projects, which later became Green and Black Belt projects.
ii) **Better forecasts for spare parts**

The manufacturing facility of gas turbines and steam turbines in Finspong is a part of the Gas Turbine Division. Most of the work is concerned with new equipment for the delivery of new gas turbines and steam turbines. All projects need to be forecasted well in advance to make use of the manufacturing facility in an optimal way. Manufacturing orders for service parts were always last in line since they were seldom forecasted. This Black Belt project identified the problems and the root causes and then gave a proposal for how manufacturing forecasts for service should be done. The solution was partly the same as in the first project; hence the two projects together designed and released the Planning and Forecasting Process. It should be mentioned that these two projects – i.e. these two problems – did not appear to be related when they were started, but they arrived at a common solution. This indicates the importance of having a good integration of projects instead of a separation as suggested in some project selection criteria.

iii) **Margin slippage - baseline project**

The term ‘margin slippage’ is ambiguous. Other similar concepts are ‘margin erosion’, ‘non conformance costs’, ‘fault and warranty costs’, ‘low productivity’ and more. To give a simple explanation one could say: when the actual sales margin does not match the calculated one, there is margin slippage. This can be positive or negative. The latter – which is more common – can also be called margin erosion. The other concepts mentioned are parts or causes of margin erosion. The problem was that, compared to other parts of Siemens’ service organisation, we had high margin slippage (“bad”) but at the same time high margins (“good”). There were many opinions – both in Finspong and at the central business administration staff – about the ‘problem’ but no clear view of what the problem really was. A ‘baseline’ project was launched. This was something that we brought from Alstom Power which was actually quite good. In order to formulate good Six Sigma projects out of a complex problem area a baseline project runs through Define, Measure and Analyse – i.e. the first three phases of the DMAIC cycle. Then the problem is divided into new DMAIC projects. Siemens did not approve of this as a Six Sigma project so the Black Belt could not count this as his first project (of three necessary for certification). His next project, however, which dealt with one of the major problems found in the baseline project, was a DMAIC project and was counted. This was a transactional project and removed several errors in our business calculation and reporting systems. Other possible projects of ‘real’ margin slippage were identified and later started.

As described above all three projects were selected by the management team from serious and central problems to the Service Division. One indication that these were ‘real’ problems is the many new project ideas that emerged from these projects. As a comparison, I was unofficially coaching some Black Belts in the Gas Turbine Division, and their projects were selected by themselves, their direct manager or someone in their Business Excellence Department. The connections between their projects and the work of their management team were unclear, if
there were any connections at all. To me it looked very much like nothing had changed since we were owned by Alstom Power. This was confirmed by the Black Belts in coaching sessions.

In parallel with working as the manager of the Business Excellence Department I succeeded in becoming certified as a Siemens PG Black Belt for my three projects that were done in Alstom Power. In everyday work I was coaching the Black Belts, taking on a Master Black Belt role, since we still did not have a local MBB in Finspong. Formal toll gate meetings were held by the Black Belts by phone and e-mail with an MBB in Germany. It went reasonably well since support and coaching was done locally, which is very important when inexperienced Belts are running their first projects. Once, in a toll gate meeting, the MBB in Germany ranked the project ‘Correct parts to site on time’ as one of the best projects he had ever seen. I took it as an indication that not only did we have a very good Black Belt, we were also doing the right things.

One thing perceived as a problem by the Belts was the difference between ‘textbook Six Sigma’ and ‘real projects’. In the DMAIC methodology taught in the Black Belt course the focus was very much on ‘data door’ analysis including statistical tools such as regression analysis and hypothesis testing. These tools were not very useful when an out of control process, but one with only minor customer problems – which we found was quite common – was to be analysed in a Six Sigma project. The ‘process door’ was used instead, but there were very few tools for this, except for detailed process analysis and cause-and-effects diagrams. The solution we used was to combine DMAIC tools and some tools used in the Design for Six Sigma roadmap called DMADV (Define, Measure, Analyse, Design, Verify). I called the new roadmap DMADC (Define, Measure, Analyse, Design, Control) and we used it in several projects. It was very good for us because we could deal with real problems in real projects, but it was sometimes difficult to get acceptance from external reviewers when going through the toll gates. Eventually all projects were accepted as successful projects, however. Later I presented the DMADC roadmap in the paper called *DMAIC and DMADV – Differences, similarities, and synergies* (Cronemyr, 2007). In our experiences at Alstom Power and Siemens, most processes are out of control when a Six Sigma programme is started in a company. This must be dealt with, as it is a major threat to the success of Six Sigma. By choosing to use the suggested DMADC methodology instead of ‘die hard DMAIC’ this threat can be minimised.

Late in 2004, approximately one year after launching Black Belts, we launched the first eight Green Belts from Service. They were identified and selected by the management team. They kept their regular jobs at some department in the Service Division and were not transferred to the Business Excellence Department.

All had projects that were selected by the management team prior to the start of the training. It was quite extensive work to produce eight good project charters at the same time. Although the process owners were responsible for their ‘own’ projects, I and the other Black Belts helped them to develop the project charters.
We learned, after defining many projects, that a good project charter is characterised by the following elements (given here with suitable check-up questions):

- A good title. “What are we trying to achieve?”
- Process and customer. “Who is responsible and who is bleeding?”
- Output variable to measure. “What quality characteristic is not good enough?”
- Quantified problem statement. “How bad is it?”
- Quantified goal statement. “To what level do we need to improve?”
- Business benefit. “What will it cost if we do not run this project?”
- Resources: Belt and participants. “Who knows the process, who can change it?”
- Schedule. “When does the process owner need the new/improved process?”

Note that there should be no description of the solution to the problem. I noticed that it is very hard to avoid talking about solutions with people who have run implementation projects for many years. I had many discussions about trying to change project descriptions from “To implement a new database for…” into “To shorten the lead-time for…” etc. I always draw a process control chart on a whiteboard or a flip chart and ‘force’ the process owner to give me the details, see Figure 6. This is very useful when training people to think in quality characteristics instead of solutions. Furthermore, the chart can be used after the project to check the results against what was planned for. Note that current performance is given as an average of historic data. There is normally very limited information on the historic variation (this will be investigated in the Measure phase). The target, on the other hand, is given as a (lower and/or upper) specification limit. This will be used in calculating the sigma value at the end of the project. Sometimes process owners have no ideas about either specification limits or acceptable levels of variation. In those cases the target is given as an average.

The calculation of the business benefit of the project can be very complicated. How can one know the savings in advance? And compared to what? When comparing to ‘baseline’, i.e. ‘the way it used to be’, the savings may very well be negative because of some new demands on the process that were not there before. Instead one should compare to ‘what if we do nothing, what will it cost?’. Those are the only two options, either we do it or we don’t. There is no going back in time. New demands are here and we have to adapt to them. This is normally much easier to calculate and, if savings are negative in that type of calculation, we should probably not run the project.
2.3.6. The first crisis

While a Black Belt should run two concurrent projects on a full time schedule, the Siemens rules said a Green Belt should spend 20% of the working time with a project. This was accepted in the management team when the Green Belts were appointed, but it would prove to be a problem. The Green Belts were selected because of their skills and they were considered suitable as Six Sigma project leaders. They were not people ‘just hanging around’. As could be expected, these individuals were already very busy and involved in many activities, they were often important resources at their departments. The Green Belt training included ten days in a three month period, meaning that training took 16% of their working time in the first three months. If each Green Belt then spent one day per month on the project, that would add up to 20% of the working time. This is ridiculous, of course; everyone understands that you need to spend at least two days per week on your project. With training, that adds up to 50% during the three month period. If done in this way, the project could theoretically be completed in little more than three months.

Since the Green Belts – and their managers – were not committed to spending that much time on their projects, all of them were delayed. In Siemens, unlike Alstom Power, there were very rigorous follow-up of Six Sigma time schedules at central functions. All of a sudden we started to get angry e-mails from central functions in Germany about ‘red’ projects, i.e. late projects. I tried to ‘protect’ the Green Belts by taking the blame in the discussions with central functions but they continued to get angry e-mails. After some months most of the Green Belts were very dissatisfied and did not want to continue their projects. It was our first real crisis since starting up Six Sigma. I was determined to find and get rid of the root causes of the crisis.
I summoned all Green Belts, Black Belts and process owners to a workshop. The manager of the Service Division started the workshop by assuring all – especially the Green Belts – that the Six Sigma projects were very important to the business. Even though a service business always puts customers first, which lead to interruptions in Six Sigma projects, the projects are important for the long term development of our customer relations. He said “I am the customer of the Six Sigma projects, and I want the problems to be solved.” The purpose of the workshop was to find the root causes of the delays in projects. A ‘yellow-post-it-notes-silent-affinity-diagram-exercise’ was carried out. This is a technique that all Belts use in their projects. Sixteen people wrote approximately 60 post-it notes which were then put together into seven clusters. Each cluster got a title, a responsible role and some suggested actions. Below is given a short summary of my minutes from the workshop.

- **Lack of time and resources – Responsible: Process owners**

  When starting a new project the process owner is responsible for appointing team members from the organisation. The project should not be started up in ‘sigma+’ (the tracking system) until the process owner has found available people.

- **Prioritising – Responsible: Green/Black Belts**

  The Belt must behave like ‘a normal project manager’, i.e. defend the project, keep the schedule and deliver. “Be nice but not too nice.” The team members, including the Belt, should not give priority to other activities unless this is accepted by their managers. Delays, or possible delays, should be reported to the process owner as soon as possible.

- **Attitude – Responsible: Green/Black Belts, team members, and management**

  Avoid the ‘student syndrome’, i.e. doing everything as late as possible. Instead, try to do things as soon as possible and do not over elaborate. This is common when one is not sure what to do – especially in the first project – and when there are a million other things to do. Management should also take responsibility by always having Six Sigma projects on the agenda.

- **Scope and boundaries – Responsible: Process owners**

  A project should be ‘broad’ in the beginning and ‘narrow’ at the end. ‘Too broad’ normally means the problem is poorly defined in the project charter. Another error can be to focus on an IT support system or a product instead of a process. Scope glide also occurs if one starts to forget what the problem was in the first place. Process owners are responsible but could always get help from Business Excellence.

- **Schedules, Education, and Other – Responsible: Business Excellence**

  Belts suggested more standardised time schedules with typical resource allocations, less administration and double work. Education should be spread over a longer time. Functionality in the sigma+ tracking system could be improved. Business Excellence
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should give these suggestions to central functions. All divisions could benefit from these.

I analysed all topics from the workshop in more detail using the DMAIC methodology. I also found several misconceptions about our Six Sigma program in management reports based on the fact that “Many projects are ‘red’, i.e. late, and have too long duration times”. I wrote a report to my German Division manager. My messages were:

- Misleading information in management reports. Only duration times were followed up. There was never any information on:
  o The reasons for late projects
  o The reasons for long duration times
  o The status and results so far from ongoing projects
  o The results of the completed projects, i.e. savings, improvements and new processes
  o The resource allocations for Belts and team members
  o Management activities and attention
  o Number of ongoing projects per Belt, or
  o Number of completed projects per Belt.

I wrote: “The real problem is much more complex than presented. If top management wants to control and steer the Six Sigma program, a much more thorough description must be presented in management reports.”

- My suggestions for improvements to the Six Sigma programme to be implemented locally in Finspong were:
  o Allocate people on a 50% schedule for the project.
  o Spend more time coaching Belts and process owners.
  o Belts must report progress and delays to process owners sooner.
  o Process owners must send updated schedules to programme administration.
  o Give an award to successful projects.

All these suggestions were implemented immediately by me or the local management team.

- My suggestions for improvements to the Six Sigma programme to be implemented centrally were:
  o Complement management reports with real results, KPI improvements and savings as recorded in the tracking systems.
  o Allow an increase of the head count if replacements for Belts are needed.
  o Change Green Belt training. Reduce the amount of statistics and increase project management techniques.
  o Change unrealistic targets on duration times for Belts who are doing their first project.
  o Allow process owners and Belts to update their own projects in the sigma+ tracking system.
  o Stop sending e-mails about red projects.
The first suggestion led to a change in the global reporting process. Before statistics on duration times were sent out in management reports, we had the possibility to add comments to the numbers. In this way I could add some of the information that I thought was missing. Suggestions two and three are still under consideration. The last three suggestions were implemented some time after my report, even though ‘red e-mails’ were resurrected after some months. By that time we had improved our schedule updating process so we almost never had any red projects, hence very few annoying ‘red e-mails’.

2.3.7. Focusing on Six Sigma Management

In early 2005 I had spent so much time on other tasks related to managing the Business Excellence Department that I thought it was time to focus on Six Sigma only. I also wanted to re-start my university studies – to go for a Ph.D. (I already had completed my Licentiate degree in 2000.) I went to my manager, the head of the Service Division in Finspong, and said “I want to quit as a manager and restart my Ph.D. studies at the university.” After several lengthy discussions we agreed that I would leave the management team, but I would continue to run the Six Sigma program – only – in Service as a Six Sigma Program Manager under a new Business Excellence Manager. I could also spend 20% of my time working towards my Ph.D. thesis on Six Sigma Management. So, once again, two years after the last time, something unplanned just happened. Once again it was a major step in my personal development and career. Some of my German colleagues were surprised that I was ‘moving down’ in hierarchical levels at my own choice. I explained that it is quite common to do so in Sweden – it does not mean that you can not ‘move up’ again – and that I was not interested in hierarchical levels.

The job description for the new Six Sigma Program Manager position listed the following tasks and responsibilities, with approximate distribution of working time:

- **Organise and chair the Six Sigma Steering Committee meeting once a month (10%)**
  
  This was the ‘central hub’ that all Six Sigma Management activities rotated around, see the detailed description in the next chapter.

- **Coaching of Belts (30%)**
  
  In my investigations on root causes of delayed projects, I had identified that much more coaching was needed, especially of Green Belts.

- **Coaching of process owners (10%)**
  
  Coaching on process development issues, measurements, identification of potential Six Sigma projects and using the Process Improvement System (more detail below).

- **Six Sigma training of managers and employees (20%)**
  
  Training was organised by MBB or central functions. I participated as a trainer.
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- **Follow-up and reporting of Six Sigma (5%)**

There is a great deal of reporting at Siemens. I reported to the local management team, as well as to Business Excellence at different levels of the organisation.

- **Support Six Sigma in the sub regions (5%)**

The Service Division in Finspong was the headquarters of ‘Service Region 2’ with sub regions in Scandinavia, the Middle East and Russia. I supported the roll-out of Six Sigma, especially in the Middle East office located in Dubai.

- **Conduct research within the area of Six Sigma Management (20%)**

I was associated with the Department of Quality Sciences at Chalmers University, Göteborg. I was also to supervise one diploma work per year.

As described in the previous section I suggested several improvements to the Six Sigma program to be implemented locally in Finspong, and we did so. As a result, especially the increased coaching of Green Belts, the crisis was managed. Figure 7 shows the evolution of the ‘health’ of Six Sigma Projects in the Service Division in Finspong. As can be seen, in November 2005 when I changed position from manager of the Business Excellence Department to Six Sigma Program Manager, there was a significant improvement in progress. Duration times decreased and projects were completed on schedule. This was appreciated by the division’s top management.

![Health of Six Sigma projects](image)

**Figure 7. Health of Six Sigma projects in ‘Service Region 2’.
Green/lower: On-time; Yellow/middle: Re-scheduled; Red/upper: Late.**

2.3.8. **Social psychology aspects of process orientation and change**

At the end of 2004 we held an information meeting for all employees at the Service Division in Finspong where all ongoing Process Management projects were presented. These were *i)* process mapping and developing projects conducted by the process owners’ teams, *ii)* Six Sigma projects conducted by Black Belt teams and Green Belt teams and *iii)* IT support
system development projects conducted by personnel at the Business Excellence Department. The presentation was made by us in the Business Excellence Department. Most projects presented were ongoing, and there was not much information on completed projects. In an evaluation survey 75% of the participants said it was interesting and that they had received new information.

There were concerns – from me – about how personnel at the Service Division experienced the great changes in their jobs because of the new processes and the new way of managing Service. Some managers thought ‘everybody was okay’ since we had informed everyone about the new processes in several different ways. I wanted to think that this was the case, but I suspected that employees did not say exactly what they thought. Hence I employed a student to do her diploma work at the Service Division in Finspong. The title was ‘Investigation of attitudes towards process orientation at Siemens Industrial Turbomachinery, Service Division, Finspong’ (Sundell, 2005). The student had an education in behaviour science, complemented with courses in quality and Process Management, a very good but rather unusual combination. She made a thorough investigation using semi structured interviews of seven employees and surveys (49 respondents, 100% respond rate).

The results of the investigation are given below.

- According to perceptions expressed by managers and process owners, the *purposes* of process orientation were:
  - Meet customers’ demands
  - The right quality
  - Quality assurance
  - Internal efficiency
  - Systematic improvement work

- While, according to perceptions expressed by employees, the *benefits* of process orientation were:
  - Do the right things in daily work
  - Find instructions, templates and check lists
  - Basis for feedback of errors in the processes
  - A holistic view for everyone who works in the process

- Furthermore, employees wanted:
  - More education on process orientation
  - More visible management

- According to the survey, 78% thought that process orientation as a way of working had a future within the Service Division; only 4% disagreed (see Figure 8).
The overall evaluation was that we had made good progress and that there were mostly positive attitudes towards process orientation.

We used Marvin Weisbord’s ‘four room apartment’ (Weisbord, 1991) to describe the four states of change that persons, groups, departments and companies go through when changing, see Figure 9. In the figure the way we move between the rooms is indicated by the arrows. In the two rooms to the left, one does not want to change; in the two rooms at the bottom, one feels insecure; in the two rooms to the right, one wants to change; and in the two rooms at the top, one feels safe.
Most employees were in the two rooms to the right, i.e. they wanted to change. When planning future Process Management activities we focused on helping people to ‘move up’ from ‘Confusion’ to ‘Renewal’ by engaging more employees in process development teams and Six Sigma projects.

### 2.4. Phase 2: Moving Six Sigma into management

#### 2.4.1. Six Sigma roles and infrastructure

A great difference in Siemens from Alstom Power was the infrastructure as defined by the central programme *top+ Quality*. This included definitions of roles, a roadmap for selection and execution of Six Sigma projects, and a central database, *sigma+*, for follow-up and administration of all Six Sigma projects. As mentioned before most of this was missing at Alstom Power – at least in Finspong – but, even though it was all very well defined in Siemens, the interpretations of the roles etc. were different in different parts of the organisation. We in the Service Division in Finspong took on the full potential of the infrastructure in our efforts to avoid previous failures.

**Table 1. The roles and responsibilities as defined in Siemens top+ Quality.**

<table>
<thead>
<tr>
<th>Role</th>
<th>Six Sigma Project</th>
</tr>
</thead>
<tbody>
<tr>
<td>Master Black Belt (MBB)</td>
<td>Coaching of BB/GB, starting/ toll-gating/closing projects in <em>sigma+</em> database, and teaching</td>
</tr>
<tr>
<td>Black Belt (BB)</td>
<td>Full time Six Sigma project leader, coaching of GB</td>
</tr>
<tr>
<td>Green Belt (GB)</td>
<td>Part time Six Sigma project leader</td>
</tr>
<tr>
<td>Team Member</td>
<td>Employee with expert knowledge participating in Six Sigma project</td>
</tr>
<tr>
<td>Business Administrator (BA)</td>
<td>Determination and verification of business benefit of Six Sigma projects</td>
</tr>
<tr>
<td>Process Owner (PO)</td>
<td>Define project, support Six Sigma team, select solution, order IT development, implement improved process in organisation</td>
</tr>
<tr>
<td>Program Manager (PM)</td>
<td>Support Management Team by controlling and follow-up of projects, allocation of projects to BB/GB, coaching of PO (+BB/GB)</td>
</tr>
<tr>
<td>Sponsor</td>
<td>Local top manager, securing strategic focus of Six Sigma projects, securing of resources</td>
</tr>
<tr>
<td>Champion</td>
<td>Head of global sector/division, securing resources for projects and training, signing of project charters and closure sheets</td>
</tr>
</tbody>
</table>
As seen in Table 1 there are two concurrent processes called ‘Six Sigma Project’ and ‘Six Sigma Management’. While ‘Six Sigma Project’ is executed in steps 4 and 5 of the roadmap (Figure 10), ‘Six Sigma Management’ is carried out in all six steps. Steps 4 and 5 of ‘Six Sigma Management’ are not to run the projects, but rather to manage ongoing Six Sigma projects.

The training in Six Sigma Management for managers was, for some odd reason, called ‘Business Excellence Leadership Training’, abbreviated as BELT, but should not be confused with ‘real’ Black and Green Belt training. All managers in the Service Division management team attended the training in 2005 and managers at lower levels later also attended. Even though Siemens’ standard training material in English was used, training was locally conducted in Swedish with a local trainer, most of the time me.

Compared to the extensive DMAIC training material for Black Belts and Green Belts there is not a great deal of training material on how to manage Six Sigma. When describing the process owner’s role in a Six Sigma project I used a picture developed by a Siemens colleague in England, see Figure 11. It shows when a process owner should ‘interfere’ in a project and when to ‘stay away’. The normal problem in the Alstom Power days was that the process owner – if there was one – ‘stayed away’ too much. So we had to get the process owners to ‘interfere’ more. In the training sessions I used the analogy of leaving the car at the car repair shop. My story went like this:

In the Define phase you go to the car repair shop and tell the mechanic, “There is a strange noise in the engine. I want you to find out what’s wrong.” In the Measure phase you let the mechanic have full access to the car. In the end of the Analyse phase the mechanic calls you up and tells you that he found the component that made the sound and also what was the root cause of the problem. Maybe you had not used the car in the correct manner. In the Improve phase he suggests some improvements, maybe one cheap solution and one expensive solution. You have to choose, since it’s your car. You will have to pay and you will take over and drive the car once it’s fixed. In the Control phase you take over the car and tell everybody else in the family how to drive the car to avoid future problems. In the Realisation phase, i.e. after
'the project’ in the repair shop, you drive the car according to the instructions. This is your warranty period.

This story is very useful since most process owners have far more experience in leaving the car at the car repair shop than ‘leaving’ the process to a Black or Green Belt. There are some fundamental lessons to be learned here. First, you do not expect mechanics in a car repair shop to work on their own cars (not during work hours anyway). Hence, do not expect Belts to invent their own projects. Second, during Measure and Analyse, you should not restrict the mechanic concerning where to investigate the causes of the problem. That is the same as telling a Belt that he should only look for root causes in a certain department. If the mechanic tells you what the root cause was you could choose not to listen but then the problem would surely re-occur. In the Improve phase you will have to decide which of the suggested solutions to go for. It’s your car. The same goes with a Six Sigma project: it’s your process. And, finally, in the Control phase, which do you prefer: tell your family how to use your car yourself or do you think the mechanic should tell them?

Using this analogy, the meaning of the chart in Figure 11 becomes obvious. It is the responsibility of the process owner to define the project, select the solution and implement the improved process in the organisation. The Belt is responsible for investigating the problem, finding its root causes and suggesting solutions. This has become obvious to everyone who has participated in the Six Sigma management training.

![Figure 11. Sharing of responsibilities between Black/Green Belt and Process Owner. (edited from a presentation file developed by Simon Cooper, Siemens, 2005)](image-url)
2.4.2. **The set-up of Six Sigma Management**

During the years, when conducting Six Sigma Management training, I modified my Process Management model to become easier to understand. In 2006 it had evolved into Figure 12. I had become even more convinced of the order 1-2-3 given in the Figure. In order to control processes, i.e. step 3, we first need measurements and ‘Y as a function of X’ knowledge only available by using the Six Sigma methodology for process improvements, i.e. step 2. Not the other way around.

![Figure 12. Process Management at Siemens 2006 (from an internal presentation file by Cronemyr 2006)](image)

In the beginning, in 2003, we tried to get the time at ordinary management meetings twice a month to discuss processes and Six Sigma. It was always last on the agenda and most of the time, when the meeting was over, ‘my’ topics had not been dealt with. After some weeks I suggested a separate management meeting once a month especially for management of processes and Six Sigma. It was a very important step towards Six Sigma Management. Later we started yet another type of meeting once a month only to deal with the follow-up on savings from Six Sigma projects and other improvement initiatives, called a VGP meeting (VGP = Value Generation Program). In 2005 the cyclic schedule of management meetings in the Service Division management team was as presented in Figure 13.
As is seen, the management team members are present at all meetings, i.e. once a week. At the Strategic KPI Meeting, strategic questions are discussed and all Key Performance Indicators (KPI) are monitored and followed up. Each KPI has a designated process owner who is responsible for updating the chart. This chart is normally a bar chart in Excel showing one measurement per month as a bar. The target level is drawn as a straight line. If the gap between current performance and target is too large, it is considered a potential Six Sigma project. In the Operative Reporting Meeting, all department heads present a written report on ongoing activities. The market teams report on sales and delivery activities while the business administrators report on financials. Issues such as resource questions are dealt with. If a problem is considered to be re-occurring it may be considered a Six Sigma project. In the Process & Six Sigma Steering Committee Meeting, all Process Management activities are followed up and new project ideas, originating from the other meetings or from Process Owner’s Team Meetings, are given priorities. See the next paragraph for more detail. The last type of meeting, the VGP meeting, is shorter. Here all savings from improvement projects that have been conducted are followed up and reported to central functions. Improvement suggestions made by employees are also presented here.

The whole interaction of the four types of meetings – with the fact that the management team is committed to and participates in all these – is what I choose to call ‘Six Sigma Management’. The ‘central hub’ of Six Sigma Management is the Process & Six Sigma Steering Committee Meeting held once every four weeks. The agenda of the meeting is given in Figure 14 below.
First on the agenda, I present the actual status in the sigma+ database of all ongoing projects. If a project is behind schedule, i.e. ‘red’, the process owner is reminded to update the schedule immediately. If a project is scheduled to have a toll-gate review soon, the process owner is reminded to do whatever necessary to help the project. Certificates are also distributed for completed projects.

Next, all Black Belts – always present at the meeting – report their ongoing projects. In this way the whole management team is updated on the progress of the projects. It also puts pressure on the process owners to help their own projects to show improvements to their peers. After the Black Belt projects, the ongoing Green Belt projects are presented. This is done entirely by the process owners, since there would be too many persons at the meeting if all Green Belts were present. If a process owner has ‘stayed away’ too much, it is shown in the fact that he does not really know the status of the project. Normally it only happens once. Next time he has a better understanding of the problems and the progress of the project. On special occasions a Green Belt may be invited to present the solutions implemented by his/her project.

The last issue in the first half of the meeting is to go through new potential project ideas, coming from the other management meetings, from Process Owner’s Teams meetings, from ongoing projects or from employee suggestions. Problems are given priorities and available resources – Black and Green Belts – are discussed. This is done in a rather informal way. Even though every project is owned by a process owner, there is no room for ‘pet projects’. All problems are viewed as being equal and the selected projects are always a consensus decision in the management team. See more on project selection below.

In the second half of the meeting process owners report from their own Process Owner’s Team meetings. What is going on, what will come, new releases of maps etc. are announced. Furthermore, the process mapping expert reports on ongoing central activities.
As the last point on the agenda, feedback is given on the meeting. “+” means “What was good today? What should we keep?”. “Δ”, i.e. delta, means “What should we do in another way next time? How?”. Both + and Δ are constructive. Complaining is not permitted if one cannot suggest a better way of doing things.

2.4.3. Project selection

Information on how to conduct steps 1-2-3 in the top+ Quality roadmap (see Figure 10 above), i.e. how to identify and select projects, is not very comprehensive in Siemens’ Six Sigma Management training material. In the training sessions I most often draw my own figures on the flip chart. I say: “If you do your strategy, benchmark, and set your targets, all you have to do is to identify the gaps. It’s ‘normal management’, or at least what it ought to be. Or what do you think management ought to be?” In one training session, a manager from another division said: “I will give my sub managers two signs. One saying ‘I have no problems in my process’ and another saying ‘These are the most severe problems in my process (followed by dotted lines)’. They will have to choose which one to put on the wall.”

The method for identifying and selecting projects that we used in the Service Division was rather informal but structured, see Figure 15 below.

![Figure 15: Project selection loop (from an internal presentation file by Cronemyr 2006)](image)

KPI = Key Performance Indicator; BB = Black Belt; GB = Green Belt; DMAIC = Define Measure Analyse Improve Control; DFSS = Design For Six Sigma; DMADC = Define Measure Analyse Design Control; JDI = Just Do It; SPC = Statistical Process Control.

The ideas for new projects always came from a process evaluation. This could be done in a number of ways. As shown in Figure 15, gaps in KPI performance came from the Strategic Management Meeting, operative feedback could come from the Operative Management Meeting, from the Process Owner’s Team Meetings, or just as a suggestion made by an employee. We also used Process Fault Reports from the PIS system (that I had developed in
my Black Belt project in 2002 before entering Service, see above). All process owners – with my help – analysed process fault reports and found several ideas for new projects. As presented in Cronemyr and Witell (2007) these projects were more customer oriented, while other projects focused to a greater extent on internal cost reduction. Finally, a strategic choice could be the reason for a need of change in the processes. These choices were often made at central functions, e.g. “All units within the Industrial Applications sector should use the same set-up of SAP R/3 software for ERP (Enterprise, Resource, Planning)”. This decision was not made because we had large internal problems but aimed at better co-operation between units. It was something that we had to do, so we adapted our processes to the new circumstances.

Then, at every Process & Six Sigma Steering Committee Meeting, the management team decided whether to start any new projects, depending on the priority of the projects (based on discussions in the management team), estimated costs and pay-off, and available resources. ‘A decision’ was a three-stage rocket. In one meeting a project may have been selected. In the next meeting, four weeks later, the process owner and the appointed Belt presented a completed project charter to the management team. The project was then launched. During these four weeks it was also decided what methodology would be used. This was done by me and the Black Belts. The most commonly used methodology was DMAIC – either a Black Belt or a Green Belt project. Sometimes DFSS (Design For Six Sigma) was used if a completely new process was to be developed. Many times there was an unmapped process in very bad shape that needed to be improved. In those cases we used DMADC (as described above, see also Cronemyr, 2007) which was very useful for improving processes that were out of control. Some ‘projects’ were not really Six Sigma projects. If the problem, the cause and the solution were known, a process owner was requested to “Just Do It”. There were also strong suggestions from central functions to start using the Lean methodology but so far we have had very limited use of it except for in the workshop. Some colleagues at Siemens argued that Lean was ‘better’ than Six Sigma, evaluated in terms of duration time and resources needed, but to my knowledge these colleagues never believed in Six Sigma in the first place. Since we had come so far with implementing the Six Sigma way of working in the organisation, we did not want to give mixed messages to the organisation. We still used some ‘Lean tools’, e.g. Value Stream Mapping, in our Six Sigma projects, especially in ‘process door’ projects.

The execution of projects was conducted ‘normally’ and with management support as described above. When a project was closed, the process owner took over the results, both an improved process and a new measurement system to monitor the process. At this stage, it would be possible to carry out SPC (Statistical Process Control), see the next section. Then the loop starts all over again with process performance evaluation. Like continuous improvement, it never stops.

I coached many Black and Green Belt projects and one thing that became more and more evident for almost every project was the lack of powerful tools for the so-called process door in the Analyse phase of DMAIC. In one Black Belt project, ‘Improvement of Modification Order handling and implementation process’, I suggested that we should use the KOS (Knowledge Overlapping Seminars) method that I had developed in 1999 and presented in my Licentiate thesis. So, in 2006, we used it in the Analyse phase of a Black Belt project. It was
very successful and showed us that many misunderstandings in the organisation were root causes of the problems we experienced (see Cronemyr and Mauléon, 2007).

2.5. **Phase 3: Implementing Statistical Process Control**

2.5.1. **Understanding variation**

It is not easy to teach an old dog new tricks. Of course this is just a saying. I do not insinuate that there are dogs in the Service Division, but there are managers who are used to look at KPI bar charts in Excel. On several occasions I pointed out that it was not right to react to individual values in a bar chart. One should instead look for ‘normal variation’, a concept that is not easy to understand. That was the reason I employed two students to do their diploma work at the Service Division in Finspong. The title was ‘Implementing statistical process control at a Service Division’ (Ellström and Sellgren, 2007). The students had studied quality technology and management at Luleå Technical University in Sweden, with a special interest in statistical process control, just what the doctor ordered.

So what exactly is the problem with bar charts? While they are easy to understand, they do not tell a whole lot about the process. This is illustrated by a fictitious example (because of company confidentiality, real data have been manipulated for this example). Figure 16 shows the ratio of fictitious deliveries made on time per month during a year. The average (of monthly averages) is 77% deliveries made on time. Is it good enough? No. In July 2006 the ratio was well over the target of 90%. Was there any justification for cakes to everybody? But now there seems to be downward trend in the last month. What to do?

![On-Time Delivery of Fictitious Data](image)

The charts in Figure 17, using the same basic data as in the bar chart above, but showing lead-time instead of on-time-delivery ratios, are developed and interpreted by a Black Belt. The control chart (Xbar) for sub groups of 14 samples shows very few alarms. These should be investigated. As can be seen, even though there is a small increase in lead-time the last month,
the process is stable. Unfortunately there was no justification for cakes in July 2006. The ‘normal variation’ in the process is far too large. In this example, the upper specification limit (USL=20 days) is the maximum value to still be regarded as on time. According to this, more accurate, calculation, the average on-time ratio is 75%, corresponding to a 2.2 sigma process.

Of course this type of analysis is far too complex to be made by process owners, so, instead, the Black Belts make the analyses and suggest what should be done. Then the process owner’s team decides. The SPC process is shown in Figure 18. The last activity in the process is ‘Take actions’. Based on the analysis of the control charts, different actions should be taken, see Table 2.
**Table 2. Actions to be taken from control chart analysis. (adapted from Ellström and Sellgren, 2007)**

<table>
<thead>
<tr>
<th>Problem</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Too high natural variation</td>
<td>Analyse and improve the process by means of a Six Sigma project.</td>
</tr>
<tr>
<td>Unsatisfying mean</td>
<td>Adjust the mean, e.g. by adding resources. If the mean is not improved, launch a Six Sigma project.</td>
</tr>
<tr>
<td>Sporadically occurring alarms</td>
<td>Investigate each alarm and fix the problem.</td>
</tr>
<tr>
<td>Acceptable mean and acceptable variation</td>
<td>Do nothing.</td>
</tr>
<tr>
<td>within control limits (i.e. no problem)</td>
<td></td>
</tr>
</tbody>
</table>

Here is the dilemma. Most of the time there are no numbers to chart, as described above. Hence Six Sigma projects need to be run just to deliver measurement systems to the process owners. The systems can then be used when setting up the SPC process and generating the control charts. Furthermore, after a Six Sigma project, the process owner should have a reasonably good understanding of ‘the x:es, Y:s, and the Y=f(x)’, i.e. he should know what to do if the mean starts to drift.

The students set up seven different control charts by using results of previous Six Sigma projects. At the time of this writing, the SPC process is being implemented in the Service Division. Process owners’ teams are being trained. The benefits of using control charts as a complement to bar charts are still to be seen. It is the ‘Six Sigma’ way of thinking, but such a profound change takes long time.

**2.5.2. Utilising processes with the help of IT solutions**

In 2004 I had presented the process requirements for development of new IT support systems based on the new Service strategy (see Figure 4). Since then we had spent much time and resources locally on a very large project working on “Electronic as-maintained documentation” (to the left in the Figure). We had also participated in a global project to realise “Data interface with global access to local back office systems” (to the right in the Figure). Now it was time for the centre of the Figure, i.e. “Efficient and effective tools in all processes”. At the end of 2006 the processes had been developed to such a level that they could be implemented in the Customer Service (CS) module of the SAP R/3 software. The CS module had been investigated at least twice before but never thought to fit with the processes as they were then. All activities in Sell Service and Deliver Service were now ‘coded’ in the software. Many activities had to be changed to ‘fit’ the software but, as a result, many strengths of the software could be utilised. Furthermore, many solutions from Six Sigma projects, e.g. Planning, Forecasts, Modification Orders, Service Bulletins, Inspection Reports and Maintenance Plans, could be implemented in the ‘SAP coded’ process. The project manager for this large process development project was one of the Black Belts. It was clear to everyone at the Service Division that this was in fact a process development project, but at central functions and at the local IT department it was seen as an IT implementation project. We always had to argue that the IT support tools would generate profits in the processes but
restrictions on ‘IT costs’ – without any consideration of process profits – often delayed and disturbed the progress of Six Sigma projects and other process development projects. All employees were trained in how to perform the tasks of the processes in the CS module.

2.5.3. The second crisis

In a period of more than three years, we had now run approximately 30 Six Sigma projects and worked extensively with mapping and developing the processes, including developing IT support systems and documentation systems. Even so, measurements and follow ups indicated that not everyone followed the processes. Some KPIs did not improve as much as expected.

We had found that one of the root causes of why processes were not followed was that many of the middle managers had not been sufficiently involved in the process development work. While most of them had gone to training and provided resources for process development projects, they had not had the time to sit down with their groups or departments to go through the processes thoroughly. The managers needed to know the processes at least as well as their employees did; otherwise they could not support, steer and follow up the work in their groups and departments.

It was time for another big information meeting, but this time we were much more ambitious than we were in the previous information meetings. This time all the process owners had to deliver their own presentations. We in the Business Excellence Department helped to provide charts and material but we would not do the talking. After a short introduction by the division manager of the Service Division, I started the meeting by talking about Six Sigma Management, showing several of the figures used in this paper. Each of the six main process owners then presented the name and a short overview of the process, summary of the problems we had two years ago, what we had done since then (including presentations of executed Six Sigma projects), what it looks like now, and a short hint as to what is next to come. As the last point on the agenda I presented what should be done next in all the groups within Service (see the QCC workshops below).

The presentation meeting described above was first held twice for all managers within Service. The purpose was that all managers should know all the material so well that they could answer the questions of their employees. A further purpose was for all managers to be able to put questions and make improvement suggestions about the presentations. As a result, all presentations were modified and improved before the big information meeting for all the employees of Service.

A funny anecdote… During one of the presentations, the process owner of ‘Develop Service Product’ said “We are now going to use the common PDP [product development process] of Siemens PG I. Rumour has it that it was once developed here in Finspong.” I did not say anything, but it was the process I had developed in 2000. Even though it had been developed further since, it was still a Power Point file.

At Siemens there was a central initiative called Quality Culture Change (QCC). All parts of the PG organisation had to hold workshops as specified in slides sent out from central functions. We felt a little offended by this since we had come very far in our quality culture
work compared to some other parts of the organisation, but we soon realised that we could actually use this in a beneficial way by getting people to know and follow the processes. Hence I presented to everybody what should be done in the QCC workshops within Service. Instead of telling everybody that they must improve their quality – naturally taken as an insult by people doing their best every day – I said “Let’s follow and improve our processes to free ‘error-fixing’ time to be able to use it as ‘satisfying-customers’ time instead.”

The managers were prepared. Now the activities that every group within Service had to do were:

1. Go through all Service processes as presented on the intranet. Focus on the processes in which the group normally works. Report when completed.

2. Identify areas where the group does not follow the processes. Make an action plan for training, follow-up etc. Report when completed. The action plan is kept in the group. We are not trying to change from a Quality Culture to a Blaming Culture.

3. Identify areas where the group is following the processes but there are suggestions for how they could be improved. Develop short improvement suggestions and deliver those to the process owners of the processes in question. The Process Owner’s Teams decide what changes should be implemented and when to do so. Until then, the current processes are still valid.

4. Consider whether there are processes not described on the intranet that the group is working in. Make a short description of who is the customer and what is done in the process. Contact other groups that work in the same process. Together, develop a short presentation of the process and an explanation for why the process should be mapped and developed. Report to Business Excellence. The management team will decide at a Process & Six Sigma Steering Committee Meeting which new processes should be launched. Processes that are launched will have process owners with teams and will work ‘by the book’, i.e. according to the Process Development Process.

Activities 1 and 2 were mandatory, while 3 and 4 were optional and were not necessary if all existing processes were considered sufficient and satisfactory. Follow-up of the progress in all groups was done by me and reported to the management team at Process & Six Sigma Steering Committee Meetings.

There is no quantification yet of the impact of the QCC workshops and the introduction of the CS module in SAP, but there is a general feeling that this was the first time that everyone in the organisation – including middle management – was truly committed and engaged in the processes.

In a recent survey of ‘Six Sigma and Work Satisfaction Consequences’ by Schön (2007) done at Siemens and Ericsson, the employees of the Service Division at Siemens were very positive to Six Sigma and how Six Sigma had affected their job situation and the company. As could be suspected, active people such as Black and Green Belts were very positive, but – maybe
more surprisingly – people that had not been involved in Six Sigma projects were also positive, though not as much as the Belts.

Whether the second crisis has been fully managed remains to be seen. I think so, but there will more crises. You do not have to be Hari Seldon in Isaac Asimov’s Foundation to understand that. While “quality never goes out of style” it is the nature of continuous improvement to face and deal with crises.

2.6. **Goals and directions for the future**

2.6.1. **Management processes**

The Service processes at Siemens in Finspong are continuously being improved and new processes are established and developed, especially with the input of the ‘Quality Culture Change’ workshops. So far the three core processes have been thoroughly developed. There are six support processes under development. Some have come far while others are in the early phase of define. The next step is to establish management processes. This is something that we have very limited experience of.

According to Ljungberg and Larsson (2001) “Many managers have difficulties seeing how their work could be described as a structured process. [...] Maybe they think their work is too complicated to be mapped and described as a process. [...] With the support of management process descriptions it is easier for the manager to understand what is expected from him/her and what needs to be done in order to steer and coordinate the core and support processes. Unfortunately, in reality management processes are often left to their fate.” (Ljungberg and Larsson, 2001, pp. 186-187, translated from Swedish).

The management team had worked with processes for such a long time, trying to convince everybody about the pros of having described processes, that they realised it was in fact time to map ‘their own’ processes. The benefits are the same as in all other processes: easier to learn the job and transparency of work methods to other employees, i.e. in addition to the most important advantage: a mapped process can be improved. The four ‘top’ management processes defined so far are very roughly: ‘Develop Vision, Identity and Strategy’, ‘Financial Controlling’, ‘Resource Management’ and, finally, ‘Process Management’. It was an embarrassing fact that the Process Management process had not been sufficiently mapped and described. It was high time.

2.6.2. **Process development instead of reorganising**

One consequence of conducting Process Management over a period of several years was fewer reorganisations. This was not expected but it seems to be a perfectly plausible consequence since problems that used to be viewed as ‘organisational problems’ were now instead viewed as ‘process problems’. Unlike reorganisations, dealing with the process problems solved the problems. The organisation could focus on the development of skills and knowledge of certain roles, while problems were solved in the processes.
When the major processes had been described and accepted as a way of working, another phenomenon appeared. The market teams were central parts of the Service organisation. They had lived on since ‘before processes’. They were designed as cross-functional project organisations to take on ‘all sorts of problems’ that could arise in marketing, selling, delivering and getting paid for service in their specific market regions. Now, when processes were described, it was obvious that the same people had to do too many things at the same time, i.e. the members of the market teams now had several ‘new’ tasks in addition to the ‘old’ tasks. These new tasks were things that had not been carried out before, leading to many of the problems that now had been dealt with by the Six Sigma projects conducted during the last years. Hence the discussion started of whether it would not be better to go back to functional departments, i.e. more specialisation. The way of Taylor once again. Had we gone full circle? Was that really what we wanted? These discussions have not led to a decision yet. It could lead to a major reorganisation and disintegration of the market teams, but it is more likely that some new roles will be defined and that the existing roles in the market teams will be more clearly defined. The future will tell.
3. Analysis and findings

3.1. Learning from past failures – using PDSA

On several occasions I have suggested that the Six Sigma programme at Alstom Power was a failure. That should not be misinterpreted such that the company Alstom Power should be ‘blamed’ for it. I am personally very happy that Alstom Power initiated Six Sigma in Finspong. In some details, as described elsewhere, the Six Sigma programme at Alstom Power was not as strong as the one in Siemens, but the main difference between the two is the following: at Alstom Power we did everything for the first time, while at Siemens we had the chance to try it again. If, purely hypothetically, we had started Six Sigma in Siemens, and then have been bought by Alstom Power, and then re-started Six Sigma, perhaps the same would have happened. It is not impossible. Since implementing Six Sigma means such large and fundamental changes to an organisation, how could you expect it to succeed without failures when it was done for the first time?

If I were to choose only one failure as the worst one, it would clearly have to be ‘lack of management commitment’. Because of that, Six Sigma failed when it was first implemented in Finspong – under the company name of Alstom Power. When Siemens took over we were ‘forced’ to re-start Six Sigma. I was one of very few people who were happy about this. If we had not been forced, Six Sigma would today be just another failed programme launched by top management – located somewhere else in the world, and not in Finspong.

Instead, we had the chance to do it again, this time with a fresh memory of how not to do it. When we started up the Six Sigma programme and other process management activities in the Service Division, I expressed very clearly why the management team had to take on full responsibility for the implementation, and they did. Hence we used the learning opportunity given by Shewhart in the Shewhart cycle (see e.g. Bergman and Klefsjö, 2002), i.e. PDSA – Plan, Do, Study, Act – where “Act” means to study past failures and to learn from them. When the cycle re-starts with “Plan” one is expected to do it in a new – better – way, not make the same mistake again. That is indeed what we did.

3.2. Dealing with crises – the PDSA cycle keeps spinning

So, while we experienced some failures in Alstom Power, we experienced some more in Siemens. Fortunately the PDSA cycle continued to spin as well. When we had small problems we dealt with them on a day-to-day basis. But when we had big problems, there was a crisis.

The first crisis was the delays in the Green Belt projects and the unmotivated Green Belts. We solved that by several changes, the most important one being much more time and resources spent on coaching.

The second crisis was the lack of middle management involvement. We solved that by training and the QCC workshops (QCC = Quality Culture Change) and, to some extent, also by the introduction of the CS module in SAP R/3.
Both crises evolved and were dissolved in a similar manner. They were no bolts from the blue. Rather, they gathered steam over a long time – when we tried to solve the problems on a day-to-day basis but they did not disappear – until a day when something more thorough had be done. Even then, there were no quick changes. There were several meetings and discussions among the Belts, in the Business Excellence Department, and in the Management Team. It took several months for me to change position to become a Six Sigma Program Manager, and to plan and conduct all the QCC workshops. On both occasions the PDSA cycle and actually the DMAIC methodology were used, even though no formal project was run. When I described the first crisis in an internal report I even used the phase names of DMAIC as headings. The ‘Control Phase’ of the second crises is still to be completed.

3.3. Success factors (SF) for implementing Six Sigma identified at Siemens

Below is an analysis of the so-called success factors identified at the Service Division. I have selected them on the basis of past failures, crises and other events and issues that I claim were very important to the success of the Six Sigma programme in the Service Division at Siemens in Finspong. The success factors are compared with ones given in the literature. Note that they are not given in order of importance. They are all important, but I do not want to rank them.

3.3.1. SF #1: Management commitment

I have not read one single research or management paper on success factors that did not mention management commitment. It goes without saying.

How can one expect anything to happen without management commitment? Some may argue that one can use a ‘bottom-up approach’ but that is not the same as uncommitted management. Even with a ‘bottom-up approach’ management needs to be committed if the results of Six Sigma projects will have any effect on the business. Otherwise management is conducting ‘business as usual’ while people in the organisation are trying to change. That was our experience from the time when we were Alstom Power, and some divisions had not left that condition, but the Management Team of the Service Division had left that behaviour behind and changed. Not even a ‘top-down approach’ will work without management commitment. It is actually quite common to have ‘top-down’ initiatives without management commitment. When this happens, some new ‘very important’ PowerPoint presentation is sent out from top management while everyone can see that, since management is still conducting ‘business as usual’, it can not be that important.

Management commitment is much more than saying ‘this is important’. Management needs to change behaviour and show it. That was what happened in the Service Division when process owners and the rest of the management team actively participated in Six Sigma projects and Process Management activities, i.e. in Six Sigma Management.
3.3.2. SF #2: Committed driver

This is seldom mentioned in the literature, except as a part of management commitment, e.g. Jack Welsh of GE.

Since 2005, my role has been Six Sigma Program Manager. My tasks were very much the same as Magnusson et al. (2003) describe the tasks of a Champion but, from what I have seen, the Champion is often ‘too high up’ in the organisation to deal with the nitty gritty. I was also doing ‘MBB tasks’ since I was coaching Belts, teaching employees and managers, and developing new Six Sigma tools. In a business review meeting our German Division manager told me: “The reason why Six Sigma Management has been so successful in Finspong is you. You have the knowledge and the motivation to drive this process”. Being a Swede I was of course very embarrassed to receive this compliment in front of the management team so I immediately replied: “That may be so but remember that I did not succeed in the same way in the Gas Turbine Division. Without these individuals in the Service Management Team it would not have happened.” I guess both are needed. The management team may really want and try to change their behaviour but, without the support and knowledge of a committed driver, there is a risk of ending up with ambitions and decisions without any action.

3.3.3. SF #3: Learn from history

‘Ability to learn from history’ was suggested as a success factor by the people at the companies studied by Schön (2006) but was not mentioned elsewhere in the literature.

On several occasions when someone suggested taking a shortcut I said “no, we tried that before and it did not work”. That is normally not a good argument – it sounds like a whining old man – unless you can give the reasons why it did not work and a better way to do it. The whole idea of the Process Management model and Six Sigma management was built on ‘past failures’. If failure is a goldmine, you have to first experience the failure, then learn from it, and finally make it right. It is the true meaning of “the A” in PDSA – Plan, Do, Study, Act – i.e. the Shewhart cycle (see e.g. Bergman and Klefsjö, 2002). That is the path to success.

3.3.4. SF #4: Coaching

This is not directly mentioned in the literature, but may very well lie hidden in ‘Focus on training’, ‘Knowledge and competence’ or ‘Supporting infrastructure’.

A lack of coaching was the root cause of the first crisis. In a report to central functions in Germany I tried to explain why it takes longer to carry out the first project and why extensive coaching is needed. I wrote:

*It is almost like learning to drive a car. We have given the Green Belt a book on how to drive, then we say, “OK, drive to Stockholm. I’ll meet you there and we can discuss whether you had any problems. See you in 180 minutes. It can be done!”. Sure it can be done by someone who is experienced but not the first time you sit behind the wheel. Of course the Green Belt needs a coach by his side all the time in the beginning. If we leave him it will take 360 minutes because he didn’t know which way to go and he never changed from first gear.*
As the reader surely understands, the 200 km from Finspong to Stockholm is the project and the minutes of driving correspond to the number of days the project runs.

When I quit my job as manager of the Business Excellence Department and turned full time Six Sigma Program Manager in November 2005, I could spend much more time on coaching Green and Black Belts as well as process owners. As seen in Figure 7, this put many projects on track again.

### 3.3.5. SF #5: Middle management involvement

‘Involvement of middle management’ was also suggested as a success factor by the people at the companies studied by Schön (2006).

It was our second crisis. We had found that one of the root causes of why processes were not followed was that many of the middle managers had not been sufficiently involved in the process development work. They had not had the time to sit down with their groups or departments to go through the processes thoroughly. The managers needed to know the processes at least as well as their employees did; otherwise they could not support, steer and follow up the work in their groups and departments. This was taken care of in the so-called ‘QCC workshops’, which made employees and middle management truly committed to and engaged in the processes and Six Sigma.

### 3.3.6. SF #6: Six Sigma integrated into Process Management

In the literature, integration is treated ‘outside’ of Six Sigma as a separate topic, even though it ought to be included in ‘Strategy for implementation’, mentioned as a success factor. From previous research on ‘Integration of Six Sigma and Process Management’ it can be concluded that no one has really suggested how to do it, even though several say it ought to be done (see e.g. Scaletta, 2006). There is one discussion on the level to which Six Sigma should be deployed (see e.g. Magnusson et al., 2003), i.e. should one use Six Sigma tools only, should one use the DMAIC roadmap, or should one change every part of the business including management, but it is deployed ‘in an organisation’, not a process. Then there are the descriptions of ‘business Process Management models’ at IBM and GE where Six Sigma seems to be an ‘extra feature’, but not ‘a central part’, of Process Management. To me it is all confusing and inconsistent.

Our experiences at Siemens tell us that, to gain sustainable results and to have a natural framework for starting, executing and closing Six Sigma projects, Six Sigma must be integrated into Process Management. It can not be run ‘in the organisation’ without processes. The proposed Process Management model (see Figure 12) is built of three stages: 1) Process Mapping and Development, 2) Process Improvement and 3) Process Control. In order to control processes, i.e. step 3, we first need established processes (step 1) and ‘Y as a function of X’ knowledge, which is only available by using the Six Sigma methodology for process improvements, i.e. step 2. Not the other way around, as described in the literature (see e.g. Snee and Hoerl (2002), Bergman and Klefsjö (2003) or Magnusson et al. (2003)).
3.3.7. **SF #7: Supporting infrastructure**

‘Supporting Infrastructure’ is almost as frequently mentioned in the literature as ‘Management commitment’. Snee and Hoerl (2002) suggest there should be: a formal project selection process, a formal project review process, full time resources and integration of Six Sigma projects with the companies’ financial systems.

In Alstom Power we lacked most of that; in Siemens we had it all. Many of the ‘systems’, such as the sigma+ project tracking software system, roles and procedures for managing projects, were provided by the top+ Quality system at Siemens, but the most important part was the Six Sigma Management system, as described in Figures 13-15, developed locally in the Service Division in Finspong. The central hub of Six Sigma Management was the Process and Six Sigma Steering Committee Meeting every four weeks.

3.3.8. **SF #8: Process perspective**

The literature elaborates on differences between BPR and TQM, but very few debaters discuss the differences between a ‘product perspective’ and a ‘process perspective’. This is somewhat surprising since one of Shewhart’s main messages was to focus on the process and the prediction of future products instead of focusing on each and every sample of today’s products (Shewhart, 1931).

As we found and presented in a paper (Cronemyr and Witell, 2007), product fault analysers (designers and engineering specialists) often thought of a product fault as “a one-time error that only needed to be fixed once; when the design had been changed the problem was solved” while the process owners recognised the fault as “something seen many times before”, i.e. as re-occurring. This is called ‘a product perspective’ vs. ‘a process perspective’. One explanation could be the more theoretical nature of the knowledge domains involved in gas turbine development compared to the knowledge domains involved in service execution, which does not involve as many theoretical calculations or as much theoretical knowledge. Almost everyone at the Gas Turbine Development Department had a university degree while the average level of education at the Service Department was lower. The ‘theoretical knowledge’ in gas turbine development was in deterministic areas such as physics or engineering but was limited in probabilistic areas such as statistics. Hence most people in the Gas Turbine Division had a product perspective, while most people in the Service Division had a process perspective. I suspect this may be an explanation for why the deployment of Process Management and Six Sigma was more successful in Service.

Another very important aspect of a process perspective is the skills and experiences of process mapping techniques. Common pitfalls in mapping are e.g. confusing organisation for process, focusing on roles instead of flow, mapping ‘error fixing’ processes instead of ‘making things right’ processes, mixing information flow with activities, considering management tasks in an operational process as a separate process, and especially ‘lobotomising’ processes, i.e. cutting off processes at organisational boundaries. The reason why we developed the Process Development Process was to avoid these pitfalls. We used it successfully – and still do – in Service, but other parts of the organisation did not use it.
3.3.9. SF #9: Adaptation to local organisations situation and needs

Sandholm and Sörvquist (2002) identify ‘adaptation to an organisation’s situation and needs’ as one of the twelve requirements for Six Sigma success. One also gets an inkling of this idea in Karlson and Sandvik-Wiklund’s (1997) suggestion that one should have a certain level of method uncertainty when implementing a quality method.

We were driving according to our local goals in Finspong, certainly adapting to what was decided centrally and using the best parts of the central initiative top+ Quality, but we always adapted everything to our local history and current needs. People need to feel they are in charge of the situation, not simply executing what has been decided by top management. The process owners in Finspong implemented and used Six Sigma to fit their own purposes, and that is why they were so committed.

On several occasions central functions told us ‘what to do’ but I always argued for the benefits of doing it our way. Many times ‘our way’ became ‘best practice’, which was something we had not aimed for. As we did not want others to tell us what to do, we did not want to tell others to do it our way. I say, let people be committed and do it their way. Some may disagree, since Process Management to many people means ‘standardisation’.

3.3.10. SF #10: Project selection and methodology selection

‘Giving priority to and selecting projects’ is one of the top success factors suggested, mentioned by e.g. Goldstein (2001), Antony and Banuelas (2002) and Sandholm and Sörvquist (2002). The latter feel that “operational managers – the problem owners – should make these decisions”.

When identifying, suggesting and selecting projects, we used the division of responsibilities as given in Figure 15. The ideas for new projects always came from a process evaluation. Often they were created by an ‘operational manager’ and given to one of process owners. The process owner suggested a new project and the management team then decided which projects would be started. Sandholm and Sörvquist do not mention the process owners, but that is because they run Six Sigma in an organisation, not as an integral part of Process Management.

The most important lesson to be learnt from our failures is that Black Belts and Green Belts should not select their own projects. It should be done by management, i.e. ‘the car owners’.

When it comes to the selection of methodology, it is not mentioned in the literature as a success factor. There are of course detailed descriptions of how to use DMAIC, DFSS, Lean etc., but limited information about when to choose what. Some authors are very dogmatic about their own favourite methodology (e.g. Chowdhury (2002) on DFSS) but that is not very helpful.

As we found, if DMAIC is used ‘by the book’ in projects improving out of control processes, it may fail. Since most processes are out of control when a Six Sigma programme is started in a company, this is a major threat to the success of Six Sigma. By choosing methodology based
on the state of the process to be improved, as described in Cronemyr (2007), this threat can be minimised.

3.3.11. SF #11: Use of talented full time resources

Snee and Hoerl (2002) had ‘use of top talent’ as one of the their three characteristics in successful Six Sigma companies. At less successful companies whoever was available was appointed Black Belt. ‘Investment in adequate resources’ has been suggested as a success factor by e.g. Goldstein (2001), Pande et al. (2000) and Sandholm and Sörqvist (2002). Thus, according to the literature, both the quality and the quantity of resources are important.

We were very serious in our appointment of both full time Black Belts and part time Green Belts. They were selected because of their skills and they were considered suitable as Six Sigma project leaders. They were not people ‘just hanging around’. As for the Black Belts, it was successful because they successfully conducted very complex projects in the Service organisation, which proved that they were of ‘the right stuff’. On the other hand, the first crisis showed us that we had problems with the Green Belts. They were already busy people and it was almost impossible to manage their projects on a 20% basis. They needed to spend at least 50% on their projects, which they were not prepared for. We now know that this has to be planned well in advance before sending people to training.

We also need team members for all the Six Sigma projects. The questions that should be put when participants are selected are: “Who knows the process, who can change it?” So far approximately 50% of all employees at the Service Division have participated in a Six Sigma project. Many of them have participated in several.

3.3.12. SF #12: Utilise IT to support implementation of process improvements

As Hellström (2006) pointed out, there is a strong connection to information technology associated with BPR (see e.g. Hammer and Champy, 1993), but there seem to be no obvious connections between Six Sigma and BPR in the literature, ‘IT support’ is not suggested as a success factor in the literature. There are some case studies on the Internet that concern how to use Six Sigma to improve IT management processes, but very little is found about the importance of IT support to implement process improvements in ‘non IT’ business processes using the Six Sigma methodology.

The process requirements for developing new IT support systems were derived from the new Service strategy (see Figure 4). Almost every Six Sigma project resulted in process changes that were ‘coded’ in software. It was clear to everyone at the Service Division that these were in fact process development projects but, since the projects included IT developments, they were classified as IT implementation projects. We always argued that the IT support tools would generate profits in the processes, but restrictions on ‘IT costs’ – without any consideration of process profits – often delayed and disturbed the progress of Six Sigma projects and other process development projects. In this case we could not simply do as we wanted locally, since everyone uses the same software; the IT development naturally needs to
be controlled and harmonised. These frustrating discussions were partly taken over by the new Business Excellence Manager when I switched to the position as Six Sigma Program Manager.

3.3.13. **SF #13: Take psychological aspects into account**

One success factor suggested by several authors in the literature that was not selected as a top candidate by surveyed companies (Schön, 2006) was ‘Early communication to employees’. Antony and Banuelas (2002) identify ‘Cultural change’ as one of their eleven key ingredients of a Six Sigma program and mean that the best way to tackle resistance to change is through increased and sustained communication, motivation and education. This is in essence what Weisbord (1991) recommends with the guides in the ‘four room apartment’, see Figure 9. By identifying which rooms employees, managers and parts of the organisation have reached, one can help them according to the guides. It is of crucial importance to see individuals and adapt the message to each one. Furthermore, Wiklund and Sandvik-Wiklund (2002) argued for ‘Soft Sigma’, i.e. training in behavioural science in addition to training in statistics, giving the skills needed for Black Belts to be able to act as ‘internal change management consultants’.

During the years of change, we have continuously tried to identify the specific needs of employees and inform and engage people in different ways. While some managers thought ‘everybody was okay’, I suspected that employees did not say exactly what they thought. Hence the investigation of attitudes towards process orientation was conducted by a behaviour scientist. The overall evaluation was that we had good progress and mostly positive attitudes towards process orientation. Most employees were in the two rooms to the right, i.e. they wanted to change. When planning future Process Management activities we focused on helping people to ‘move up’ from ‘Confusion’ to ‘Renewal’ by engaging more employees in process development teams and Six Sigma projects.

Siemens has ‘project coaching’ training for Black Belts. The course is completely different from ‘normal’ Six Sigma training as it deals only with behaviour science and is taught by a behavioural scientist. Two of the Black Belts in Service attended the training when it was given in Sweden. Unfortunately I was ill that week and could not attend. The people that attended said to me “You would have liked it. It dealt with topics that you often speak about.”

3.3.14. **SF #14: Take cultural aspects into account**

In relation to the success factor ‘Adaptation to organisation’s situation and needs’, Sandholm and Sörqvist (2002) stress that “even factors like country and culture can be important”. This is in accordance with Trompenaars’ model of national patterns of corporate culture (Trompenaars, 1993; Crom, 2000; Schön, 2006), see Figure 19 below. As can be seen in his model, there are quite different cultures in e.g. Sweden and Germany.

On one occasion in a web conference I presented the paper by Crom (2000) to my colleagues in Germany, the USA and the UK. I said “now do you understand why we don’t understand one another?” As usual when presenting a scientific paper, there was no immediate response. I also presented the model to my German division manager. I guess it was a little offensive because his response was “We used to be very hierarchical but we are not any more.” I have no reason to doubt that there has been a change but, compared to Swedes, Germans are still...
hierarchical. One illustrative example has been presented earlier in this paper (see ‘Focusing on Six Sigma Management’).

One very interesting development during the years has been a ‘cultural drift towards the middle’ of the model, see Figure 19. While we Swedes have become more task oriented (due to the tight schedules of Six Sigma projects) and more hierarchical (due to the roles of Six Sigma), our German colleagues have become more person oriented (more considerate of the effect of ‘red e-mails’ on Belts’ motivation) and less hierarchical (as my German manager claimed). Due to this evolution we now understand one another much better, and cooperate better than before. This is the consequence of cooperating in a global organisation; cultural differences languish.

![Figure 19. The ‘cultural drift towards the middle’.
(Arrows added by me. Adapted from ‘National patterns of corporate culture’, Schön, 2006.
Originally from Trompenaars, 1993)]
3.4. **Summary of success factors identified**

Table 3 below gives a summary of the above mentioned success factors and my interpretations of their corresponding occurrence in the literature. The occurrence is discussed below the table.

<table>
<thead>
<tr>
<th>Success factors for implementing Six Sigma identified in the Siemens case study</th>
<th>Occurrence in literature, according to my interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Management commitment</td>
<td>High</td>
</tr>
<tr>
<td>Committed driver</td>
<td>Medium</td>
</tr>
<tr>
<td>Learn from history</td>
<td>Medium</td>
</tr>
<tr>
<td>Coaching</td>
<td>Medium</td>
</tr>
<tr>
<td>Middle management involvement</td>
<td>Medium</td>
</tr>
<tr>
<td>Six Sigma integrated into Process Management</td>
<td>Low</td>
</tr>
<tr>
<td>Supporting infrastructure</td>
<td>High</td>
</tr>
<tr>
<td>Process perspective</td>
<td>Low</td>
</tr>
<tr>
<td>Adaptation to local organisation’s situation and needs</td>
<td>High</td>
</tr>
<tr>
<td>Project selection and methodology selection</td>
<td>High</td>
</tr>
<tr>
<td>Use of talented full time resources</td>
<td>High</td>
</tr>
<tr>
<td>Utilise IT to support implementation of process improvements</td>
<td>Low</td>
</tr>
<tr>
<td>Take psychological aspects into account</td>
<td>Medium</td>
</tr>
<tr>
<td>Take cultural aspects into account</td>
<td>Medium</td>
</tr>
</tbody>
</table>

3.4.1. **Success factors with a high occurrence in the literature**

The following success factors for implementing Six Sigma were identified in the Siemens case study. They were also given in the literature:

- ‘Management commitment’
- ‘Supporting infrastructure’
- ‘Adaptation to local organisation’s situation and needs’
- ‘Project selection and selection of methodology’
- ‘Use of talented full time resources’.

There is no controversy about this. Everyone seems to agree that, without these conditions, you will not succeed with a Six Sigma implementation (see e.g. Henderson and Evans (2000); Pande, Neuman, and Cavanagh (2000); Goldstein (2001); Antony, and Banuelas, (2002); Sandholm, and Sörqvist, (2002); Snee and Hoerl (2002); Bergman, and Klefsjö (2003); Magnusson, Kroslid, and Bergman (2003); Schön (2006)).
3.4.2. **Success factors with medium occurrence in literature**

The following success factors for implementing Six Sigma were also identified in the Siemens case study, but it is unclear here whether the literature suggests these factors. They have been mentioned but only sporadically:

- ‘Committed driver’
- ‘Learn from history’
- ‘Coaching’
- ‘Middle management involvement’
- ‘Take psychological aspects into account’
- ‘Take cultural aspects into account’.

As mentioned above, all these success factors were indeed very important at Siemens. I was the ‘committed driver’ who always argued that one should ‘learn from history’, especially from the ‘goldmine’ of past failures. Both ‘coaching’ and ‘middle management involvement’ were identified in crises that we dealt with. The factors of ‘taking psychological aspects into account’ and ‘taking cultural aspects into account’ were partly dealt with by engaging behavioural scientists.

3.4.3. **Success factors with low occurrence in literature**

Finally, the following important success factors were identified in the Siemens case study but were not mentioned as such in the literature:

- ‘Integrating Six Sigma into Process Management’
- ‘Process perspective’
- ‘Utilising IT to support implementation of process improvements’

This is the major conclusion from the Siemens case study, even though one should always be cautious about drawing conclusions from a contextually limited study. It is recommended, in order to succeed with a Six Sigma implementation, that ‘Six Sigma should be integrated with Process Management’. This is much easier if the organisation has a ‘process perspective’ instead of a ‘product perspective’. It has been said that IT is the natural way to implement process improvements, even in processes not primarily concerned with IT management. This is the essence of Six Sigma Management, as applied at Siemens.

3.5. **Some other success factors mentioned in the literature**

It is not possible to list all of the success factors mentioned in the literature, but I will comment below on some of the commonly mentioned ones, in addition to those already identified at Siemens. I do not disagree with any of the success factors given in the literature – i.e. the ones I have found – but that is not the same as saying they all are top candidates. If
some are to be selected as those that are most important, some others have to be ranked lower.

3.5.1. ‘Strategy for implementation’ and ‘Linking Six Sigma to the business strategy’

These were ranked high in Schön’s study (Schön, 2006). The first was mentioned by Goldstein (2001) and Sandholm and Sörqvist (2002) and the second by Pande, Neuman and Cavanagh (2000) and Antony and Banuelas (2002).

Even though they were not identified as success factors at Siemens, both these conditions were satisfied. The strategy for implementation was the top+ Quality roadmap on a global level and the 1-2-3 of Six Sigma Management locally in Finspong. All projects were linked to strategic business targets via process performance targets. Otherwise the projects would not have been selected in the first place. When we introduced Six Sigma the first time, these conditions were often not fulfilled and, as a consequence, Six Sigma projects were not equally successful. Hence, these success factors are very close to being included in the list of success factors from the Siemens case study.

3.5.2. ‘Focus on results’ and ‘Creation of qualitative goals such as customer value’

The first was mentioned by Pande, Neuman and Cavanagh (2000) and Sandholm and Sörqvist (2002). The second was mentioned by people at the companies investigated in Schön’s study (Schön, 2006).

At Siemens globally there is a very strong focus on financial results of Six Sigma projects. This was perceived as a problem for us because we were sometimes improving processes that did not give any direct savings in the short run. Many times we improved the ‘customer value’ in terms of on-time delivery rate, reduced inspection time or higher quality of reports to customers. These measures were sometimes hard to translate into monetary units. Most of the time we argued for ‘less errors in the future’, ‘happier customers and employees’ and ‘ability to grow without increasing the head count’ as results that ought to count equal with financial bottom line results. These arguments were not accepted at the beginning, but, during the years, while drifting towards the middle of Trompenaars’ model, we have actually received some acceptance for these arguments. Even though it is important to ‘focus on results’, as a Swede, I do not rank that success factor as a top candidate. ‘Creation of qualitative goals such as customer value’ is very close to qualifying.

3.5.3. ‘Focus on Training’ and ‘Knowledge and competence’

The first was mentioned by many researchers (e.g. Henderson and Evans, 2000; Pande, Neuman, and Cavanagh, 2000; Goldstein, 2001; Antony and Banuelas, 2002; and Sandholm and Sörqvist, 2002). The second, which is closely connected to the first, was mentioned by a person at a Swedish company in Schön’s study (Schön, 2006).
Of course training is very important. Without training, no new knowledge, no changed behaviour, no results. That is why so many authors have listed it as a critical success factor. It goes without saying, just like management commitment, but training can quite easily be conducted if the time, money and resources are allocated to it. Management commitment on the other hand is built on a change in mind-set and behaviour. That can not be bought. By conducting training, employees and managers learn the terminology. But they must also fully understand the meaning of the words used in Six Sigma. Otherwise, according to a respondent in Schön’s study, “some people know how to recite the Six Sigma terminology, but do not really know how to make a project happen” (Schön, 2006, p.424). Trying to implement Six Sigma without focusing on training is like participating in a swimming competition without first learning how to swim. I would not recommend it.

3.6. ‘The chicken or the egg’ of Six Sigma Management

According to Hammer “Six Sigma should be a part of Process Management, not the other way around” (Hammer, 2002, p. 32). Which is ‘the chicken’ and which is ‘the egg’ here? What I call Six Sigma Management is bigger than Six Sigma. Six Sigma Management is actually Process Management with the addition of managers speaking and acting in a Six Sigma fashion, i.e. making decisions based on facts. As stated earlier, without Process Management, there is no real basis and infrastructure to ‘save and store’ results of Six Sigma projects to ensure sustainable results. Hence, in my humble opinion, both Process Management and Six Sigma are parts – crucial parts – of Six Sigma Management, but one of them is not a part of the other, i.e. ‘no chicken and no egg’.

3.7. What are the results?

So far approximately 30 Six Sigma projects have been conducted in Service with an average estimated annual savings of 200,000 Euros per project, but the bottom line results of Six Sigma Management are not easily quantified. While sales volumes and earnings have increased, on-time delivery rate has improved, lead-times have been shortened, productivity has increased, and the log of ‘future savings’ from improvement projects has increased, there is no easy way to prove that this would not have happened had we not implemented Six Sigma in the way we did. But it is a fact that this happened, see the example in Table 4 on next page.

We used to have very stressful working conditions for everyone at the Service Division, but especially for the field service engineers. That has changed thanks to better described processes where the root causes of many problems have been removed by Six Sigma projects.

During the last two years no remarks or observations have been given at the ISO 9000 and ISO 14000 audits done at the Service Division by external reviewers.

Since this is action research in a single context, it not possible to find a ‘twin’ company, but it is in fact possible to compare the success of the implementation itself at different companies. When communicating with colleagues within and outside of Siemens, we have found that we have succeeded where others have failed. We have been asked to share our knowledge and to help. That is a qualitative measurement that is felt by everyone involved. It is up to the readers to draw their own conclusions on the applicability to a more general case.
Table 4. Changes during a period of two years of some sample KPIs of the Service Division in Finspong
(Siemens has a fiscal year from 1 October to 31 September).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>On-Time Delivery to External Customer</td>
<td>70%</td>
<td>90%</td>
</tr>
<tr>
<td>On-Time Delivery of External Suppliers</td>
<td>70%</td>
<td>85%</td>
</tr>
<tr>
<td>On-Time Delivery of Internal Technical Requests</td>
<td>56%</td>
<td>84%</td>
</tr>
<tr>
<td>Employee Absence due to Illness</td>
<td>2%</td>
<td>1.5%</td>
</tr>
<tr>
<td>Non Conformance Cost</td>
<td>3%</td>
<td>1%</td>
</tr>
<tr>
<td>Overdue Customer Invoices</td>
<td>&gt;50%</td>
<td>10%</td>
</tr>
<tr>
<td>Sales Volume</td>
<td>€ 100 M</td>
<td>€ 130 M</td>
</tr>
</tbody>
</table>

Finally, some words as expressed by the head of the Service Division in Finspong on the impact of Six Sigma.

_Of all the different methods for Business Improvement throughout the years, Six Sigma has by far proven to be the most successful. Most problems occurring in large organisations are found to be quite complicated, once you get under the surface of the actual symptom. For us to be able to make a long lasting change, we need to have a large part of the organisation doing things in a different way after an improvement is implemented. That you can only succeed with if the staff is convinced that the change is right. By having the thorough structure and the participation of different functions of the organisation in the projects, Six Sigma gives that plausibility and assurance._

_But of course Six Sigma does not become a success just by itself. For us the key has been long and methodical work with our processes to a stage where they today are used daily in the organisation. This combined with a dedicated and committed management team supported by knowledgeable and enthusiastic Black Belts is really what has brought us to where we are today._

Håkan Sidenvall
Head of Service Division, Finspong
May, 2007

Even though we have run Six Sigma for three years, these results are ‘short term’ results. The ‘long term’ result is a new way of thinking.
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Use Customer Feedback To Choose Six Sigma Projects

HOW ALSTOM POWER USES PRODUCT FAULT REPORTS TO IMPROVE ITS PROCESSES.

By Anders P. Fundin, Chalmers University of Technology, and Peter Cronemyr, Alstom Power

An article in the Harvard Business Review, D.A. Garvin stresses the opportunity to learn from failures while noting many managers are indifferent to the past. So how can we use feedback from dissatisfied customers to develop future products? It costs approximately five times as much to gain a new customer as to keep a current one. Most companies spend 95% of their resources solving individual complaints and less than 5% of their resources analyzing how to solve the original problem.

One way to approach an organization’s improvement potential is to use Six Sigma methodology. However, selecting Six Sigma projects is “…one of the most frequently discussed frustrations,” according to M.D. Goldstein. He says teams responsible for developing project selection processes could provide valuable project portfolios by establishing significant project success factors.

Goldstein goes on to say organizations that have formalized customer feedback systems or field quality data systems have to establish critical factors that give priority to the information as a means to provide reliable and valuable information to project selection teams. When selecting project candidates, he says it is important to identify significant quality characteristics. The customer should be able to notice the improvement, and the response variables should be easy to measure. Also, a project should be able to be completed in four to six months and have a high probability of success.

Dissatisfied customers are an almost unending source of ideas concerning product innovation and product improvement. Unfortunately, this resource is often left untapped. There is a gap between the knowledge of service personnel and that of product development personnel. Service personnel obtain much information from dissatisfied customers; however, the transfer of that information to the new product development process (NPDP) and the NPDP improvement teams is lacking.

To learn how a systematic process can be developed, we will explain how Alstom Power Industrial Turbines in Sweden uses feedback from dissatisfied customers as a driving factor in its process improvement process (PIP). This process helps Alstom select the most significant Six Sigma projects to improve the company’s development processes where future products emerge and can be developed.

Customer Dissatisfaction Feedback

An effective reliability program, including several methods for predictions, needs vital information from field failures. The presence of a reliability group in charge of field data is crucial to product quality. Interestingly, in an investigation of first tier suppliers to the automotive industry, Sime Curkovic discovered reliability, durability and product support are closely related to the financial performance of the supplier; however, most CEOs focus on the importance of other quality dimensions, such as conformance and design.

According to Walter Shewhart, “The object of industrial research is to establish ways and means of making better and better use of past experience.” J.M.
Juran describes failures as “gold in the mine,” when the costs of poor quality could be sharply reduced by an investment in a quality improvement program.9

So what is the best way to collect this essential past experience and customer dissatisfaction feedback? According to a study of 22 large customer driven companies, the companies spent an average of $1 million annually and employed the equivalent of 13 full-time professionals who focused on customer feedback systems.10 The researchers concluded the real problem is not collecting data, but actually doing something with it once it’s collected. In another study of three organizations operating in three multinational Swedish manufacturing companies, researchers discovered a lack of processes to transfer feedback from dissatisfied customers to the NPDP.11

### Initiationg Six Sigma Projects

Measurement systems, nonconformity reports, business strategies and supplier problems are good places to look when trying to choose a Six Sigma project and provide an opportunity to use customer complaints as a means to initiate improvement projects. Manufacturing organizations typically don’t use customer input as a means to improve designs and processes because they lack formal processes that facilitate transfer of the feedback.12 It is important for these processes to be established when using customer feedback as a means for selecting Six Sigma projects.

Selecting projects is one of the most difficult elements in the deployment of Six Sigma. A Six Sigma project is “… a problem scheduled for solution that has a set of metrics that can be used to set project goals and monitor progress.”13 Therefore, it is essential to identify the process containing the actual root cause of the problem.

In an article in *Quality Progress*, R.D. Snee and W.F. Rodebaugh examined four key phases in the maturation of a project selection process:14

1. Identify Black Belt (BB) projects managed in early stages of the overall Six Sigma process.
2. Create project hoppers that contain new projects for BBs to start.
3. Decide if the project portfolio meets the organization’s strategic improvement needs.
4. Implement an improvement system designed to manage the organization’s improvement efforts, including Six Sigma projects.

In an article in the November 2002 issue of this magazine, W.M. Kelly discusses what he believes are the three important steps in project selection:15

1. Identify project selection steering committees.
2. Institute project selection matrixes.
3. Schedule fixed customer and project evaluation meetings.

He says Six Sigma projects should give priority to customer issues, and project selection lists should be reformulated continuously based on new customer issues.

According to Geoff Tennant, it is important to listen to the voice of the customer (VOC) and perform a customer needs analysis in a Six Sigma project.16 He goes on to discuss the difference between improve and design Six Sigma. Improve Six Sigma occurs when the Six Sigma approach starts with a customer problem and the process improvement is focused. Design Six Sigma, on the other hand, starts with a business solution concept that is directly product or service focused.

Six Sigma projects should also be doable and viable in a short time.17 Qualified projects are determined through an understanding of company metrics. Cost of poor quality is an important metric when the cost is due to failure to produce and deliver quality to customers.18 The costs can be either internal—reworking and sorting—or external—warranty costs and repair of returned products from dissatisfied customers.

### The Case

Alstom Power is a world-class supplier of infrastructure equipment for power generation. The site in Finspong, Sweden, is part of the Industrial Turbine segment within Alstom’s Power sector. In the past 100
years, Alstom has produced gas and steam turbines for industrial applications, specializing in power generation, district heating and mechanical drive applications. At one point, STAL-Laval and ABB STAL owned the factory in Finspong.

In 2002, Alstom Power employed 120,000 people and brought in about 22 billion euros, and the Industrial Turbine segment employed 2,000 people and brought in about 400 million euros.

Alstom Power’s Industrial Turbine segment was searching for a way to select Six Sigma projects by using feedback from dissatisfied customers to improve its products and processes. So in 2002, the company initiated the development of its PIP. This process transfers customer claims used to select Six Sigma projects.

A Six Sigma project team is appointed when a process improvement project is initiated at Alstom. If the project concerns several different departments in the organization or if it must be able to manage a holistic infrastructure problem, a BB is appointed team leader. In less demanding situations, a Green Belt is appointed team leader. Team participants include people from a process owner’s team, external customers, internal customers and suppliers. A steering committee, which in many cases is the same as the process owner’s team, is also appointed.

The project team uses Six Sigma methodology to solve problems, but unlike the traditional, five-phase Six Sigma methodology, Alstom’s methodology has eight phases: define, measure, analyze, improve, check, control, standardize and close (see Figure 1). These phases correspond to the status reports in the process improvement system (PIS)—a system designed to support the PIP.

Alstom decided to focus on improving the gas turbine development process. By doing so, it hoped to find the primary root causes of problems related to current products and improvement potentials in the creation of future products.

The gas turbine development process at Alstom includes four subprocesses:

1. **Strategic development**: Ensures the product portfolio is competitive. Process inputs include present and possible future customer needs, analyses of market opportunities, in-house technology opportunities, analyses of competitors, company directives and society regulations. Process outputs include product portfolio strategies and phantom turbine specifications, and process outputs include technologies, components, subsystems and competencies or means for the development of future gas turbines projects.

2. **Base development**: Process inputs include phantom turbine specifications, and process outputs include technologies, components, subsystems and competencies or means for the development of future gas turbines projects.

3. **NPDP**: Process inputs include product development specifications from the product portfolio strategies and predeveloped components and subsystems from the base development. Process outputs include verified products that are either new or improved. This process has several checkpoints. For example, effort is put on managing reviews, designing workflows, documenting instructions, setting criteria, developing guidelines and designing software and hardware tools. These documents are available on the company intranet.

4. **Fault handling**: Transfers customer dissatisfaction feedback, codified as product faults or nonconformances. This process has several customers and objectives, which will be described in the next section.

Alstom also has sales, delivery and maintenance processes (see Figure 2).

**The Fault Handling Process**

When a product fault occurs, such as when a component breaks during commissioning or after customer
takeover, a service engineer creates a product fault report in the fault report system. The report is then transferred to the appropriate design department, which investigates the problem to correct the product fault. For example, the broken component is replaced with a redesigned one, and the comparable components applied to nonfault applications are also replaced.

At one point, the fault handling process was simply a product support process, and process faults before this were neither identified nor corrected. That’s why a Six Sigma project was initiated to improve the fault handling process so it could also handle process issues. The goal was to reduce recurring product faults by improving the development processes. Root cause analyses were conducted to find and manage these process faults.

The PIP (see Figure 3) is subsequent to the product support process. When a fault is reported into the PIP, the appropriate design department investigates the fault because it includes vital information about the original root cause. The department aims to reveal whether the fault arose due to a root cause, such as design criteria, manufacturing processes or poor quality assurance of a subcontractor. The process owners support these investigations today, but in the past, the engineers were conducting analyses without support and didn’t have the authority to improve the processes that caused the product faults.

To prevent recurrence of faults, the PIP emerged and a PIS was developed to support it. The purpose is to help process owners detect process faults, give priority to improvement efforts and administrate these efforts. Six Sigma project selection is based on the costs due to the product faults and the predictions of recurrences. The costs due to product faults are the major costs of poor quality at Alstom.

Once the root cause analysis of the product fault is complete, the product is modified based on new requirements, and the product fault report is closed. At the same time, a process fault report automatically emerges in the PIS when the product fault analyzer creates the product fault report. The report indicates the most suitable process that should handle the fault. A motivation to the choice of process, a classification of the process fault and an estimated cost per year due to the fault is included.

When a process fault report emerges, a message is sent to the appointed process owner, who examines the report to decide whether the fault is accepted or not. If it is not accepted, the report is sent for review to the issuer. If a fault originally comes from the interface between two processes, the upstream process is selected. Several process fault reports are created each week. The process owners check and classify these reports, trying to find the most significant process improvement projects. The precedence of projects is based on how often the fault reoccurs, the complexity of the problem, the estimated costs due to the faults and the resources available for managing improvement projects. It is common for improve-

Figure 3. **The Process Improvement Process (PIP)**
ment projects to be prioritized on the basis of frequently occurring process faults. Every fault is reported in the PIS, and the system overview selects the most convenient process. Once the improvement projects are closed, the financial savings are accounted.

Lessons Learned

Alstom’s implementation of the PIP and the supporting PIS is still in progress due to a Six Sigma project initiated to improve the fault handling process. The improve phase has been completed, and the check phase has been started. Out of 2,295 reported faults, 1,070 have been classified by contributions from nine process owners. This classification has induced 67 potential Six Sigma projects.

Even though the implementation project was strongly supported by company management and process owners, there have been three main problems. First, the individuals who analyze product faults have put up some resistance. Most are designers or engineers who are used to solving product problems, not specifying causal processes or classifying process faults. This is because they lack knowledge about the processes and haven’t had sufficient time to work with them. Hence, managers have to remember to schedule for any extra time needed.

Second, Alstom’s processes are not sufficiently defined. Though this has supported a separate initiative to define and map primary processes, the previous processes and process owners are still used in the PIS. This can be frustrating and confusing. It would have been easier for Alstom to implement the PIP if the primary processes had been defined and mapped before the project began.

Third, the process owners have been involved to different extents in mapping the processes. This has caused instability when implementing the PIP. Some of the process owners think of these activities as something new and objectionable; however, most of them appreciate the PIS support.

Consequently, only a small number of root causes have been detected, and only a small amount of process faults have been solved.

Future Research

Alstom learned how to employ a fault handling process as a means to transfer customer dissatisfaction into the organization and believes it would be interesting to eventually involve experienced dissatisfied customers as catalysts in the development processes. They could be used as a means to improve the processes and to help create future products.
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Abstract

The paper presents an investigation of service improvements in a manufacturing context. It is shown how feedback from dissatisfied customers can be used as a driving factor in process improvements. Based on this knowledge, the company, Siemens, can select the most important Six Sigma projects to improve their service processes. When moving from a fire fighting culture to a proactive culture, a company needs to change from a product to a process perspective. As shown in the paper, the benefit of changing from a product to a process perspective is the change in focus from reduction of internal costs to value creation through service delivery.
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1. Introduction

Service infusion in manufacturing companies has emerged as a new territory in the research on service and quality management, which is in contrast to previous research that has focused mainly on pure service organisations (Neu and Brown, 2005). In many companies service has been an important and profitable part of the business for a long time, but until recently research mainly focused on production and product development. Service quality issues of special importance to customers of services in manufacturing companies are reliability in terms of on-time delivery and readiness to help out (Johnson and Nilsson, 2003). To maintain and improve service quality, manufacturing companies need to adjust their quality improvement strategies to the context of services.

Traditionally, field and maintenance services of the installed base have been seen purely as a cost for a company, but recently it is argued that these services are part of the solution for specific customer problems (Woodruff and Flint, 2006). In the transition from traditional goods suppliers to solution providers, “consolidation of existing services” is an important step for organisations in order to combine service development and delivery into one organisational unit (Oliva and Kallenberg, 2003). One of the activities in this transition is the initiation of quality improvement systems for existing services, of which our knowledge is limited. Feedback systems are frequently created in order to follow up and measure the outcome of the service offerings. Often field service has operated as an organisation dedicated to putting out fires at the location of the customers. Traditionally, little knowledge has transferred to the rest of the organisation. More evolved organisations use the knowledge to put out fires faster. Not often enough are these fires used within continuous improvement programs as the “gold in the mine” (Juran and Gryna, 1988) to learn from and therefore eliminate the cost of poor quality and prevent future fires from occurring for existing products and their related services.

To maintain and improve service quality, manufacturing companies need processes for conducting quality improvements based on customer feedback. Such feedback is often available through systems on fault reports, customer complaints, and other kinds of field data – but it is not often used in service improvement initiatives. This includes changing perspective on failures, i.e., from a product to a process perspective. The purpose of our study is to investigate service improvements in a manufacturing context. We investigated the fault report process used at Siemens - a large company that develops, manufactures, delivers, and maintains gas turbines. We analysed 336 field reports on product and service failures to identify the consequences of changing from a product to a process perspective on failures. Our results provide guidance on how to work with service improvements in manufacturing companies.
2. Services Quality and Learning from Things Gone Wrong

The interest in service quality followed the interest in goods quality during the late 1970s and the beginning of the 1980s. The argument used by researchers in service marketing was that the existing knowledge about goods quality provided by quality experts such as W. Edwards Deming, Philip Crosby, and Joseph Juran, was not sufficient to understand the quality of services (Edvardsson, Gustafsson, and Witell, 2006). The roots of service quality research reside in early conceptual work from the Nordic countries, i.e., work by Christian Grönroos and Evert Gummesson. In 1982, Christian Grönroos introduced a conceptual model of perceived service quality, which is based on the effect of expectations on customers’ post-consumption evaluations (Grönroos 2000). According to Grönroos, the quality of a service as perceived by the customer has two dimensions: a technical or an outcome dimension, and a functional or process-related dimension. The technical dimension concerns “what” the customer is actually receiving from a service, while the functional quality concerns “how” the service is provided. Some parts of the functional quality are co-produced by the customer in the front-office, while others are produced in the back-office (Lovelock and Wirtz, 2007). The line of visibility distinguishes between what is visible by the customer and what is not visible in the processes (Eiglier and Langeard, 1976).

For industrial firms, Kotler (1994) identifies two categories of services: (I) maintenance and repair services and (II) business advisory services. For large machine suppliers the installed base (IB) is the total number of products currently in use and the IB services is the range of product or process related services required by an end-user over the useful life of a product in order to run it effectively in the context of its operating process (Oliva and Kallenberg, 2003). In the field of services in relation to the installed base, the classical view is based on whether the service is offered before, during, or after the sale (Lalonde and Zinszer, 1976).

As a result, for an industrial firm to be able to apply its traditional views on quality within the service division, both the outcome and the process of service delivery need to be considered as well as the relation to the IB. Juran emphasises that quality is the extent to which a product or service successfully serves the purpose of the user (Juran and Gryna, 1988). The customer’s view of quality is similarly derived from two distinctly different dimensions: performance and freedom from deficiencies (Juran and Gryna, 1988). Product or service performance is the degree to which the product’s specifications are customised to meet the needs of any given customer. For the purpose of our discussion, we refer to these two components of quality as customisation and reliability (Johnson and Nilsson, 2003). Two traditional quality improvement strategies emerge: improving things gone right and eliminating things gone wrong (Johnson and Nilsson, 2003; Gustafsson and Johnson, 2003). Due to the inseparability of production and consumption of services, and a greater ratio of human involvement, there are more inherent things gone wrong for services. In turn, eliminating things gone wrong can be a fruitful strategy for not only eliminating customer dissatisfaction but also for improving customer satisfaction.
3. Quality Improvements based on Customer Feedback

According to a multiple case study of 22 large companies, the average spending on customer feedback systems was about $1 million dollars annually and employed about 13 full-time professionals (Adamson, 1993). The authors concluded that the real problem did not concern data collection, but actually how to use the data once it was collected. In a technical assistance research program (TARP Inc.), it was found that of the resources used for complaint handling, most companies spent 95% on reacting to the individual complaint and less than 5% on analysing and using them as a means for improvement (Adamson, 1993).

Fundin and Bergman (2003) describe a situation where the service function of global multinational companies is geographically situated a long distance from the product development unit, which makes it difficult to transfer and use this knowledge in other parts of the organisation. Fundin and Elg (2006) suggest creating customer dissatisfaction systems as an infrastructure that makes it possible to transform complaints from the user into information and usable knowledge for the product developers in their everyday work. Following Wirtz and Tomlin (2000), we argue that this is not sufficient since to drive continuous improvement and learning such a system should be designed to also provide customer feedback to front-line staff, process owners, department managers, and the development organisation.

The collection of customer feedback and field reports from service personnel allows an organisation to assess and upgrade their services and product capabilities as needed to maintain and improve their competitiveness (Wisner and Corney, 2001). Among available service improvement strategies, the service division should focus relatively more attention on driving variation out of the service production process. Traditionally, quality management in the service divisions of manufacturing companies can best be described as following a fire fighting approach, meaning “the allocation of scarce resources to solve unanticipated problems or ‘fires’” (Repenning, 2001). We suggest that it is time to shift perspective and reallocate resources such that service firms pay greater attention to improving basic reliability instead of putting out fires. Companies must use their experience from improving production processes and adjusting to the specific characteristics of services, and start working to improve the outcome and process of service production on both sides of the line of visibility. Fundin and Cronemyr (2003) describe how customer feedback can be used in a continuous improvement strategy to identify the underlying process problems that cause product failures. One improvement strategy that can be used in conjunction with customer feedback is the Six Sigma methodology.

The widely spread process improvement methodology of Six Sigma was introduced by Bob Smith (Chadwick, 2007) at Motorola in the 1980s and made famous when implemented by Jack Welsh at General Electric (GE) in the 1990s. The Six Sigma process is basically a structured way of solving problems in an existing process based on analysis of real process data, i.e., facts. Motorola called the procedure MAIC which at GE became DMAIC, for Define, Measure, Analyse, Improve, and Control: the phases of the Six Sigma process. One could argue that DMAIC is nothing new since they are well known tools in quality
management, but on the other hand without Six Sigma these tools would probably still be the possession of a limited number of people. What makes DMAIC new is the structuring of the individual tools to the process itself, which is basically the Shewhart cycle (Shewhart, 1931) also known as the PDSA cycle for Plan, Do, Study, Act (Bergman and Klefsjö, 2002). Since it was introduced, Six Sigma has spread widely and is now used by many companies around the world. Today many view Six Sigma as more comprehensive than just an improvement methodology. In some companies it has become a business strategy of top management (Antony and Banuelas, 2002). As a business strategy, there is a need for deployment of the goals and targets throughout the company. One important feature in the deployment process is to identify and select the Six Sigma projects with the highest potential.

In this paper we will explain how the Service Division of Siemens Industrial Turbines AB in Sweden uses feedback from dissatisfied customers as a driving factor in process improvements. This information helps Siemens select the most significant Six Sigma projects in order to improve the service processes and ultimately the fulfilment of customers’ needs.
4. Research Methodology

In this research project, the first author has taken on the role of an action researcher. Lewin (1946) defines action research as a parallel action and knowledge base creation for the researcher when participating in an action of planned change in cooperation with the client/practitioner. The approach of action research, ‘collaborative action inquiry’ (Westlander, 1999), is characterised by the researcher having an almost total identification with the activities and direction of change of the company. This is the case in this study since the first author has been employed by the company under investigation for eleven years and has actively influenced changes based not only on knowledge gained at the company but also on research studies conducted in academia. In action research the change initiative under investigation is conducted and analysed in a single context. It is up to the readers to draw their own conclusions on the applicability to more general cases.

The fault report process was developed in a Six Sigma project lead by the first author, who is a certified Black Belt and Six Sigma Program Manager, see e.g. Fundin and Cronemyr (2003). Through this action research project we had access to 336 fault reports sent to the Service Division of our case company. These fault reports contained a description of what problems the customer experienced, what fault had happened, who was responsible for fixing the fault, and what actions had been performed. Data were also available on i) causing process, ii) business unit, iii) estimated process fault occurrence, and iv) estimated process fault cost per year. This enabled us to investigate the consequences of changing from a product to a process perspective on failures and to perform statistical tests to verify our qualitative results.
5. Case Description

5.1. The company

Siemens Industrial Turbomachinery AB in Finspong, Sweden is part of Siemens Power Generation - a world-wide supplier of rotating equipment for power generation and transmission. The company in Finspong has a history of making steam and gas turbines for approximately a century and has been owned by ASEA, ABB, Alstom, and since 2003, Siemens. The company develops and manufactures turbines but the service business has always been an important and profitable part of the company. The installed base, i.e., the fleet of operative turbines, consists of approximately 400 gas turbines and 600 steam turbines. The service business is characterised by mainly maintenance and repair services. Lately the small proportion of business advisory services has increased with the introduction of, e.g., condition based maintenance.

5.2. Dealing with product faults

As a supplier of advanced and highly customised products there was always a need for close relations with customers and quick resolutions of product faults. Over the years the Fault Resolution Process has evolved and expanded to include more activities. The Fault Resolution Process consists of six steps ranging from repair of the customer’s failed product, finding the root cause of product failure, updating the customer’s and similar products in the installed base, and then redesigning the standard product for future customers (see Table 1).

<table>
<thead>
<tr>
<th>Step</th>
<th>Actions after product failure in customer's process</th>
<th>Designation</th>
<th>Time frame</th>
<th>Perspective</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Repair customer's failed product</td>
<td>Unplanned Field Service</td>
<td>Days</td>
<td>Product</td>
</tr>
<tr>
<td>2</td>
<td>Find root cause of product failure</td>
<td>Product Fault Report</td>
<td>Month</td>
<td>Product</td>
</tr>
<tr>
<td>3</td>
<td>Update customer's failed product</td>
<td>Modification Order</td>
<td>Month</td>
<td>Product</td>
</tr>
<tr>
<td>4</td>
<td>Update similar products of installed base</td>
<td>Service Bulletin</td>
<td>Half year</td>
<td>Product</td>
</tr>
<tr>
<td>5</td>
<td>Redesign standard product for future sales of product</td>
<td>Change Request</td>
<td>Half year</td>
<td>Product</td>
</tr>
<tr>
<td>6</td>
<td>Find root cause of process fault leading to product fault</td>
<td>Process Fault Report</td>
<td>Year</td>
<td>Process</td>
</tr>
</tbody>
</table>

The last step of “Process Fault Reports” was added in 2002 because even though product faults were solved efficiently, the number of faults was not decreasing. A Six Sigma project lead by a Black Belt was initiated to investigate the root causes of the problem. It was found
that the number of product faults was highly correlated to the number of gas turbines delivered during a year and dealing with them did not decrease the number of product faults the following year. The reason for continued problems was that even though product faults were solved, the causing process faults were not dealt with.

The following example illustrates this problem. A turbine at a customer site has a break down. A field service engineer finds out that a bolt has come loose and destroyed part of the turbine. Later it is found that the bolt had cracked due to poor sizing, i.e., it could not withstand the high load. The bolt is then resized and similar bolts are replaced as well to avoid more failures, but the owner of the bolt sizing process may not be aware of the problem and does not change the process to prevent bolts from being undersized in the future, leading to additional failures of other bolts. Hence the process fault reoccurs even though the product fault has been corrected. In reality the process faults are more obscure and complicated than in this example.

As a result of the Six Sigma project the Process Fault Reports were added to the Fault Resolution Process. The idea was to be able to prevent faults from being redesigned into future products; the idea is built on changing from a product to a process focus concerning field services.

5.3. The Process Fault Report Process

A detailed view of the Process Fault Report Process is given in Figure 1. The process starts where the Product Fault Report Process ends (after step 1 to 5 in Table 1).

When the product fault has been solved and all changes have been implemented in the machines of the installed base as well as in the standard design descriptions, the product fault report is closed and archived. Before closing the report in the database some mandatory fields must be filled in. These process fields are i) causing process, ii) business unit, iii) estimated process fault occurrence, and iv) estimated process fault cost per year. These fields are filled in by the engineers who have solved the product fault and who are not normally service engineers. It is not possible to identify the causing process until the product fault has been solved. In the previous example it was not possible to attribute the process fault to the bolt sizing process until it was found that the bolt was undersized. If the bolt instead was found to be poorly fitted, the causing process should have been the turbine assembling process. Upon the closing of a product fault report, a process fault report is always automatically created. The process fields, short descriptions of the product fault, and the solution are transferred to the new report.
In the next step, the owner of the addressed process in the stated business unit reviews the process fault report. Normally, the process owner has not been involved in dealing with the product fault. After reading the description of the fault and the solution, he decides if the report has been correctly addressed. The question to ask is whether or not it is possible to avoid similar faults from reoccurring by changing something in the process. If it is possible, then the report should be kept; if it is not possible, then the report should be sent to the process that must be changed to avoid similar faults. In this manner, some reports may bounce back and forth many times before ending up at the process where future faults can be prevented.

When the process owner reads the report, he may recognise the process fault from before or it may be something new. If he recognises the fault, he “groups” the new report with a group of similar process fault reports. If he does not recognise the fault, he creates a new group – only consisting of one report at first – to be used in the future. Then the primary process of the current report stops. If a process owner gets many process fault reports, he uses the classifications of high, medium, low occurrence, and estimated process fault costs per year to prioritise which reports should be investigated first.
It is then the process owner’s task once a month or every second month to explore the groups
to see if process faults are reoccurring. He makes his own classifications of the grouped
reports because he has more knowledge about the process than the product fault analysers.
When a group grows, its occurrence classification increases (from low and medium to high)
and it may be selected to be investigated by a Six Sigma project to find the root causes and the
solution to the common process fault. Sometimes a group can be identified as a problem that
has already been taken care of since a product fault may have been built into the product by a
process that is no longer used. The process owner uses additional sources of information to
initiate Six Sigma projects, such as key performance indicators and the balanced scorecard of
the division. If the work is successful the result in the long run should be a decreased number
of product fault reports per year, which leads to more satisfied customers and lower non-
conformance costs.

5.4. Analysis of process fault reports at the Service
Division

During the last three years, 336 process fault reports have been sent to the process owners at
the service division. Of these process fault reports, 63 % (213 reports) have been sent on to
process owners within other business units. The high ratio is explained by the fact that the
product fault analysers, focused on solving product faults, tend to think “this will be taken care
of by the Service Division” when they really should think “which process needs to be
improved to avoid this type of product fault reoccurring”. Most of the process fault reports that
were sent forward from the Service Division were sent to the Development Process within the
New Gas Turbine Division. This is to be expected since the majority of product faults are
designed into the product in the development of new gas turbines. A few reports (9%) were
kept within the Service Division but were sent to different process owners than originally
stated. The rest (28%) were accepted and kept by the process owners, hence 123 reports (37%)
were kept within Service and were grouped by the process owners.

Within the Service Division, the service delivery process stands for 78% of the number of
reports and causes 90% of the fault costs related to the reports. In addition, 15% of the product
fault reports adhere to the sales process and 7% adhere to the service development process.
Concerning fault costs, 9% are attributed to the sales process and 1% to the development
process. It is to be noted that the contributions from the service development process to the
product faults are small both in number and in costs, contrary to the rule of thumb that most
faults are created during development and not in the delivery process. One should not forget,
however, that we are only looking at service processes here and not development of new
equipment.

5.5. Experiences when changing from product to process
perspective

As mentioned in Table 1, the introduction of a process fault report changes the perspective
from a product to a process perspective. When a product fault analyser classifies a process
fault, i.e., the cause of the product fault, he often thinks of the fault as a “one-time error that
has been fixed” hence classifies it as low occurrence. When the process owner, on the other hand, gets the report he may recognise the fault as “something that he has seen many times before”. He therefore puts the report in a group classified as high occurrence. The differences in classification that adhere to a change in perspective from product to process are presented in Figure 2. A chi-square test was used to compare the proportions of faults using the two different perspectives. The test shows a statistically significant difference (Chi-sqr = 32.4; p < 0.01) in that the two different classification perspectives create different results concerning the reoccurrence of product and process faults. When changing from a product to process perspective, approximately half of all “low occurrence” reports from product fault analysers are reclassified as “high occurrence” by the process owners. The part of the “low” reports that remained “low” often contained too little information in the report to understand what really had happened, hence it was impossible to identify the causing process fault. In summary, 48% of all reports were under-classified by the product fault analysers, while only 4% were over-classified. This may give some indication why reoccurring process faults were not eliminated when a product perspective was applied.

**Figure 2. Classification of process fault occurrence**

High = Often re-occurring; Medium = Sometimes re-occurring; Low = Seldom re-occurring

Report classifications were performed by the product fault analysers while the grouping and group classifications were performed by the process owners.

There is a significant difference between the two (Chi-sqr = 32.4; p-value=0.000)
5.6. **Actions taken to eliminate process faults**

An important step in eliminating process faults is to have a rigorous process of going through all reports. In this case, the grouping of process fault reports followed a specific procedure including 5 steps. All work in each step was conducted by the six process owners (including three sub-process owners to the Delivery process) with the assistance of the Six Sigma program manager.

1. All process fault reports classified as HIGH occurrence were analysed. Some were sent on to other processes or business units. The rest were clustered into new HIGH groups.

2. All process fault reports classified as MEDIUM occurrence were analysed. Some were sent on to other processes or business units. The rest were either put into existing HIGH groups or clustered into new HIGH or MEDIUM groups.

3. All process fault reports classified as LOW occurrence were analysed. Some were sent on to other processes or business units. The rest (with sufficient information) were either put into existing HIGH or MEDIUM groups or clustered into new HIGH, MEDIUM, or LOW groups.

4. Reports that did not have sufficient information were put into a LOW group called “Unknown process fault”

5. All HIGH and MEDIUM groups were analysed and identified as either i) a process fault that had already been corrected by a Six Sigma project or some other action (started after the occurrence of the faults), or ii) a process fault that should be investigated by a future Six Sigma project, or iii) a process fault not prioritised at the moment that should be kept until the occurrence and the severity of the fault increase (iii also included the LOW groups).

Actions planned and started before the analysis of process fault reports were identified from benchmarking of either key performance indicators or internal process feedback. The actions were, e.g., process mapping and development carried out in the process owners' teams, and Six Sigma projects mainly in the Supply Chain (a part of the Delivery Process). Some Service Product Development projects were also performed.

The main actions identified from findings through analysis of process fault reports were more focused on customer needs, where as the previous projects were more internally focused on reducing cost, waste, and lead time. Examples of initial actions are improved customer communication, improved external documentation, and increased use of design reviews to eliminate product non-conformances in the customers' processes (see Table 2).

Groups with no action planned mainly include reports where the underlying process faults are not obvious and where more data is needed to determine the actual problem.
Table 2: Number of process fault reports, groups, and actions for the three core processes of the Service Division.

| SERVICE DIVISION | Process          | Groups                  | Actions          |       |       |       |       |       |       |       |       |       |
|------------------|------------------|-------------------------|------------------|-------|-------|-------|-------|-------|-------|-------|-------|
|                  | Grouped process  |                         |                  |       |       |       |       |       |       |       |       |       |
|                  | fault reports    |                         |                  |       |       |       |       |       |       |       |       |       |
|                  | Total            |                         |                  |       |       |       |       |       |       |       |       |       |
|                  | HIGH occurrence  |                         |                  |       |       |       |       |       |       |       |       |       |
|                  | MEDIUM           |                         |                  |       |       |       |       |       |       |       |       |       |
|                  | LOW occurrence   |                         |                  |       |       |       |       |       |       |       |       |       |
| Development      | 8                | 5                       | 0                | 4     | 1     |       | 4     | 0     | 0     | 1     |       |
| Sales process    | 19               | 6                       | 3                | 2     | 1     |       | 3     | 1     | 1     | 1     |       |
| Delivery process | 96               | 20                      | 10               | 3     | 7     |       | 8     | 2     | 2     | 8     |       |

The consequences of changing perspective from product to process are presented in Figure 3. Here the improvement projects have been classified according to focus areas, i.e., what their main contribution has been. Even though the number of projects was few, it can be seen that the projects started before analysis of process fault reports focused more on on-time delivery while the projects started after analysis of process fault reports focused more on increasing customer value of the service delivery.

![Focus areas for improvement projects started before and after process fault analysis](image)

Figure 3. Focus areas for improvement projects started before and after process fault analysis.

*Notice: Each project could focus on more than one area. Hence: Sum > 100%.*

The difference between before and after seems "obvious" but the significance is low due to small sample sizes (Chi-Sq = 6.170; p-value = 0.104)
6. Discussion and Conclusions

Quality initiatives have a strong tradition in manufacturing firms but are mainly applied within the production process. Previous research has shown that product development, for instance, is often excluded in quality initiatives (Caffyn, 1997; Sterman et al., 1997) and the same stands for activities in the service division. Within the service division there are both service production and development, although service development is often performed adhoc. It is first when companies have started their transition from traditional goods suppliers to solution providers that quality initiatives in the service division start to become more important to manufacturing companies (Oliva and Kallenberg, 2003). Since service divisions are often driven by a fire fighting culture, however, a number of changes incorporating both structural and cultural changes have to be made to ensure quality initiative success.

The case study of the service division of Siemens Industrial Turbomachinery AB provides us with a number of fruitful insights on how to work with service improvements in manufacturing companies. First, they have succeeded in changing the culture from a fire fighting behaviour to include prevention of future failures. Still, there will be problems with the installed base in customer facilities that will have to be dealt with promptly, but in addition, each such episode should also serve as a learning opportunity for the company. In addition, the structural change through the introduction of an improvement structure can, to a certain extent, promote the principles of prevention and continuous improvement throughout the organisation.

Second, the fire fighting tradition within the service division in many manufacturing companies makes them a target for dealing with product problems. In the case company, over 60% of the product faults that the person in charge assigned to services were outside the responsibility of the service division. Many problems needing design changes in the product have to be sent from the service division to the development process. This indicates that the roles of the various parts of the organisation have been vague and that adding a fault resolution process can aid in clarifying the areas of responsibility.

Third, when taking in prevention of future failures a company needs to change from a product to a process perspective. Since all focus within the service division is usually on the product, such a change can have a great effect on the company. This means that each product fault should also be viewed as a process fault. Changing perspective means that repetitive product faults can be attributed to a process within the company and as such the process can be redesigned to prevent future product faults. Such a change saves the company resources and can reduce warranty costs. Such a change, however, is not without problems. For instance, the individuals who must change their ways of working put up some resistance. Most of them are designers or engineers who solve product problems and do not usually specify causal processes or classify process faults. To some extent this is because they lack knowledge about the processes and have not had sufficient time to work with them. Hence, managers have to remember to provide workers with more resources, knowledge, and motivation to perform their work.
Fourth, the largest benefit of changing from a product to a process perspective is the change in focus from reduction of internal costs to value creation through service delivery. In Siemens, the introduction of process fault reports has changed the focus of improvement work from internal lead-times and process mapping to customer needs and customer communication. From a theoretical perspective, this means that improvements were first introduced in the processes in the back-office that did not directly influence the customer. Over time, however, this has changed so that improvements are made outside the line of visibility so that they directly influence the customer experience. Such a shift makes it possible to improve the perceived customer value and build long-term relationships with customers. This follows the trend in the manufacturing industry where companies focus on value creation through services. The installed base of gas and steam turbines becomes a platform for services which creates value in use for the customer. In addition, this provides opportunities to complement the maintenance and repair services with other types of services such as business advisory services and integrated solutions.

Within manufacturing firms, product development is often the source of most costs associated with products faults since they are designed into the product. When it comes to services in manufacturing firms, this rule of thumb is no longer true. Instead of the development process, it is the service delivery process that causes about 80% of the costs. Such differences between a goods-centred and a service-centred logic are important to reveal since otherwise managers will continue using their previous experience in this new context. Additional case studies are needed to reveal further traditional rules of thumb that no longer apply.
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1 Introduction

Within the framework of Process Management, there exist activities linked to the development, improvement and control of business processes within a company or the public sector. While the purpose of controlling a process is to have predictable results that fall within specification limits set by the customer, most processes are rather "managed to fulfil customer requirements" than controlled to give predictable results (Wheeler, 2000). When the performance of a process -- controlled or not -- is not good enough, in terms of customer satisfaction or internal process cost, it is necessary to improve the process or to develop a new process. Depending on which, more and more companies choose to use some proven methodology to either improve an existing or develop a new process. During the last decade Six Sigma has emerged as a popular process-improvement methodology and for some years it has been complemented by the product and process design methodology Design for Six Sigma (DfSS).

In this paper the tools and phases of the Six Sigma road map DMAIC for process improvement and the DfSS road map DMADV for process design are compared. In real-life applications it is not always clear which of the two methodologies to use. Are we improving an existing process or are we designing a new one? Which road map should we use? By identifying differences and similarities, the purpose is to establish when to use DMAIC and when to use DMADV.

From experiences gained in Black and Green Belt projects, it has sometimes been found difficult to use DMAIC straight on due to the state of the process. Processes are often assumed to be designed the way they are working at present when, in fact, they were never designed at all. They evolved organically over a long time with many changes in organisation, personnel, company names, etc. Nobody 'knows' the process and the process is not the same for different people using the process on different occasions. That is why something often needs to be done before using DMAIC.

The concepts of 'process states' and 'process entropy' as presented by Wheeler (2000) have been used to differentiate processes. The aim of the paper is, furthermore, to use the differences and similarities to synthesise the two methodologies into something that can be used in those process states where neither DMAIC nor DMADV can be used effectively.

The outline of the paper is as follows. First, short backgrounds of Six Sigma and DfSS are presented. These are followed by a comparison of DMAIC and DMADV, where differences and similarities of the tools and phases are presented. Next, in order to investigate when DMAIC and DMADV are applicable, processes are classified according to the definitions by Wheeler (2000). We identify a process state, 'on the brink of chaos', where neither DMAIC nor DMADV fits. Finally, we present a new road map, DMADC, suitable to use when improving processes on the brink of chaos.

2 Process improvements: Six Sigma – DMAIC

The widely spread process-improvement methodology of Six Sigma was introduced by Motorola in the 1980s and made famous by General Electric in the 1990s. Since then it has spread widely and is now, some ten years later, used by many companies around the world.
Six Sigma is in essence a structured way of solving problems in an existing process based on analysis of real process data, *i.e.*, facts. It is often referred to as DMAIC, which is an abbreviation of Define, Measure, Analyse, Improve, Control; the phases of the Six Sigma process, described later. One could argue that DMAIC is nothing new, but rather a set of long well-known tools used within quality management, but on the other hand without Six Sigma these tools would probably still be the possession of a limited number of people. What makes DMAIC something new is rather the structuring of the individual tools to the process itself, which is basically the Shewhart cycle (also known as the PDSA cycle, for Plan, Do, Study, Act; see, *e.g.*, Bergman and Klefsjö, 2002).

In the beginning companies were using primarily DMAIC to improve their manufacturing process, since the process flow of material was obvious (some people associate the word ‘process’ directly with manufacturing), and also for the short cycle time and the repetitive nature of the manufacturing process. Since then the usage has spread to all types of business processes, and one of the most successful applications of DMAIC within pioneer General Electric has been to improve transactional processes within the GE Capital. Even so, many people view DMAIC as ‘something for the manufacturing process’. In this paper the focus is on service processes, which are mainly transactional and logistical but also include elements of manufacturing.

### 3 Product and process design: Design for Six Sigma – DfSS

While Six Sigma has been around for almost two decades, Design for Six Sigma (DfSS) was introduced in the late 1990s and is now a common buzzword of many management journals. As with Six Sigma, DfSS builds on previously known topics and techniques but is sometimes presented as something new. One significant difference between the two is that, while the concept and structure of Six Sigma is highly standardised, DfSS is the opposite. There are almost as many variants – or road maps – of DfSS as there are companies using it and authors describing it. There seems to be no clear consensus on the definition of DfSS. According to Berryman (2002): “No prior quality initiative seems to be more misunderstood, poorly communicated or inconsistently deployed in industry”. Bergman and Greymyr (2006, p.7) use the following pragmatic definition: “The purpose of Six Sigma can be summarised as minimising variation in processes whereas DfSS is about designing products and processes so that they can allow for more variation without being affected in their performance”. According to General Electric: “The essence of DfSS is predicting design quality up front and driving quality measurement and predictability improvement during the early design phases” (quoted in Treichler and Carmichael, 2002). Watson (2005, p.42) uses the following definition:

“Design for Six Sigma is a process to define, design, and deliver innovative products, processes, and services that provide competitively attractive value to customers in a manner that achieves the critical-to-quality characteristics for all the significant functions.”

Chowdhury (2002, p.13) uses a more anecdotal language: “While Six Sigma helps fix what is broken […] Design for Six Sigma helps to design things that don’t break in the first place, things that do more and cost less”.
In an empirical study, Gremyr (2003) showed that it is equally common to focus DFSS efforts on each of the following four categories: design of new products, design of new processes, improvement of existing products and improvement of existing processes. In the study presented in this paper we are only considering the design and improvement of processes – not products. Most literature on DFSS deals with the design and improvement of products – not processes. However, a short summary of the roots of DFSS – as applied to both products and processes – is presented below.

The idea of driving quality improvements in design phases has been indicated already by Shewhart (1931). He noticed that it would be much better to turn attention to the process that delivered the products and to make improvements in the process rather than focusing on the individual units produced. He also noticed that many sources of variation in the production process were inherent in the design of the products, hence indicating the importance of improving the design process (Bergman and Gremyr, 2006).

During the 1920s Fisher initiated the development of a tool often used in Six Sigma: Design of Experiments (DoE). Based on the ideas of DoE, Taguchi (1986) later proposed a three-step strategy for the development of products and making them insensitive to variation. The steps are system design, parameter design and tolerance design. The efforts to find design solutions which are insensitive to variation is often referred to as Robust Design Methodology, which belongs to the core of DFSS (Phadke, 1989; Bergman, 1992; Bergman and Gremyr, 2006).

Shewhart also emphasised the importance of the customer. Later, in the 1960s, Mizuno and Akao developed Quality Function Deployment (QFD) to translate and deploy customer requirements into functional requirements. The use of QFD in product development was developed further by Clauising (1994) and Cohen (1995). Another important model related to the area of customer satisfaction, the Kano model, characterises product attributes into basic ‘necessary/must be’, expected ‘more is better’, and attractive ‘delighter’ attributes. Today, in most literature on DFSS, both QFD and the Kano model have prominent roles (Bergman and Gremyr, 2006). Hence, one might expect the main emphasis of DFSS would be to reduce sources of variation in customer use, but in a study by Gremyr (2003), the category that most of the respondents worked with in DFSS was production variation.

Even though the main ideas of DFSS are very similar to those of systems engineering (Clausing, 1994), i.e., to design and optimise a robust system to customer requirements, very few DFSS variants have a link to systems engineering. One that does is RCI – Requirements, Concepts, Improvements – as defined by Clauising et al. (1999; see also Magnusson et al., 2003; Lönnqvist, 2006).

The rationale behind the name ‘Design for Six Sigma’ is the need to do things right from the beginning to be able to achieve Six Sigma process capability, i.e., 3.4 defects per million opportunities (dpmo). It is sometimes claimed (see, e.g., Chowdhury, 2002) that DMAIC will stop at ‘the five-sigma wall’, i.e., 233 dpmo, because in that case something that was not optimised in the beginning has been improved as far as it is possible. However – as far as the author is aware – these statements have never been proved. As a matter of fact, many DFSS methodologies do not even include a sigma calculation. It is more about which tools to use and then ‘Six Sigma capability will come by default’. As a contrast, Magnusson et al. (2003, p.306) present a more pragmatic approach to DFSS:
“Design for Six Sigma does not intend to design products and processes that will perform at Six Sigma level or 3.4 dpmo. […] DfSS is about contributing to the goal of 50% improvement rate in dpmo. […] Design for Six Sigma is the natural way to include design and development activities and functions in a Six Sigma initiative.”

A more fair metaphor could be that DMAIC and DfSS can be used complementarily to ‘penetrate the five-sigma wall’, instead of placing the two methodologies on opposite sides of the wall.

As mentioned before, there are many DfSS road maps. Some of the commonly used are given below (from Atwood, 2005):

- **DMADV** Define, Measure, Analyse, Design, Verify 47%
- **DMADOV** Define, Measure, Analyse, Design, Optimise, Verify 15%
- **DMEDI** Define, Measure, Explore, Develop, Implement 9%
- **IDOV** Identify, Design, Optimise, Validate 7%
- **DMAIC** Define, Measure, Analyse, Improve, Control 4%
- **DCOV** Define, Characterise, Optimise, Verify 2%

According to Atwood’s benchmarking, DMADV is the most commonly used DfSS road map, and together with DMADOV (Optimise is often included in the Design of DMADV) the share of companies which use DMADV or DMADOV for DfSS is 62%. One should also notice from the same study that 4% of the surveyed companies answered that they used DMAIC for DfSS.

For the surveyed companies that used DfSS the primary purposes were most frequently reported as ‘enhance process capability’ and ‘new product introduction’, as well as ‘design for reliability’ and ‘design for manufacturing’. The two factors that distinguished companies utilising DfSS from those that did not were strong senior management commitment and a high ratio of full-time Six Sigma resources (Atwood, 2005; Lönnqvist, 2006).

There is limited information on success factors for implementing DfSS, but the two factors given in Atwood’s study correspond to the most commonly mentioned success factors for implementing Six Sigma. According to a literature review, these are (a) committed leadership, (b) use of top talent resources full time, and (c) supporting infrastructure (i.e., formal project-selection process, formal project-review process, and integration with the companies’ financial systems) (see, e.g., Henderson and Evans, 2000; Pande et al., 2000; Goldstein, 2001; Antony and Banuelas, 2002; Sandholm and Sörqvist, 2002; Snee and Hoerl, 2002; Bergman and Klefsjö, 2002; Magnusson et al., 2003; Schön, 2006).

For a company to evaluate its readiness for DfSS, Watson (2005) suggests the following procedure:

- Determine the company’s generic change capacity
- Evaluate the company’s performance in new product development
- Conduct a self-assessment audit of best practices.
Since DfSS is such a scattered topic with such a lack of uniformity, it is very hard to predict how DfSS will evolve and develop in the future. Some have waited for ‘the final’ DfSS road map to be established, but even though DMADV is the most commonly used one, other road maps are still used in specific applications and new ones arrive as well. Yet another one is presented in this paper. Regardless of road maps, it is no wild guess that DfSS is here to stay, at least for the next decade. It is the author’s belief that Six Sigma and DfSS will be more integrated in the future – not more separated.

4 Differences and similarities of DMAIC and DMADV

As described above, DMAIC and DfSS are often associated with different domains – Manufacturing versus Product Development – and consequently many see the two topics as very different. From now on – as it is the most commonly used DfSS road map – we select DMADV as our DfSS road map. When examining the tools of DMAIC and DMADV and considering only process development (not product development), both differences and similarities can be found.

5 Overview of the tools in the DMAIC phases

The DMAIC process and the tools of the phases are highly standardised (even though minor differences in terminology and applied tools may occur) and can be found in many books (see, e.g., Rath and Strong, 2002) and on numerous internet sites. In Table 1 an overview of the most commonly used tools is given. Some companies use the list as a set of tools to optionally choose from, while others use it as a procedure to be followed strictly.

Table 1 Tools of the DMAIC phases

<table>
<thead>
<tr>
<th>Phase</th>
<th>Tool</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Define</td>
<td>Business case</td>
<td>Define gap between current process performance and strategic targets; estimate financial benefit of project.</td>
</tr>
<tr>
<td></td>
<td>Project charter</td>
<td>Set target, scope, boundaries, schedule and team members.</td>
</tr>
<tr>
<td></td>
<td>SIPOC</td>
<td>High-level process map (Suppliers, Inputs, Process, Outputs and Customers).</td>
</tr>
<tr>
<td></td>
<td>VOC</td>
<td>Voice of the customer. Who and what? Use the Kano model.</td>
</tr>
<tr>
<td></td>
<td>CTQ driver tree</td>
<td>Critical to quality. Transform the voice of the customer to internal process measurements.</td>
</tr>
<tr>
<td>Measure</td>
<td>Measure variables</td>
<td>Gather all variables that could be measured.</td>
</tr>
<tr>
<td></td>
<td>Prioritisation</td>
<td>Select most important variables to be measured.</td>
</tr>
<tr>
<td></td>
<td>Data collection plan</td>
<td>Characterise variable type, set up measurement system, define operational definition.</td>
</tr>
<tr>
<td></td>
<td>Gage R&amp;R</td>
<td>Check measurement system for errors and built-in noise.</td>
</tr>
<tr>
<td></td>
<td>Sampling</td>
<td>Perform measurement of historic and/or current data.</td>
</tr>
<tr>
<td></td>
<td>Data presentation</td>
<td>‘Eyeball data’. Usually with Pareto charts and histograms</td>
</tr>
<tr>
<td></td>
<td>Process capability</td>
<td>Calculate initial process capability and process sigma.</td>
</tr>
</tbody>
</table>


### Table 1: Tools of the DMAIC phases (continued)

<table>
<thead>
<tr>
<th>Phase</th>
<th>Tool</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analyse</td>
<td>Process door analysis</td>
<td>With limited data, find problem areas in detailed process map analysis.</td>
</tr>
<tr>
<td></td>
<td>Data door analysis</td>
<td>With extensive data, find problem areas in detailed data analysis.</td>
</tr>
<tr>
<td></td>
<td>Cause and effect analysis</td>
<td>Ishikawa diagram (‘fishbone diagram’) to find root causes to problems.</td>
</tr>
<tr>
<td></td>
<td>Regression analysis</td>
<td>Find transfer functions by regression of measured data.</td>
</tr>
<tr>
<td></td>
<td>Hypothesis testing</td>
<td>Test connections/relations between input and output variables by testing of hypotheses.</td>
</tr>
<tr>
<td></td>
<td>DoE</td>
<td>Design of Experiments. Used to get linear and nonlinear transfer functions between inputs and outputs.</td>
</tr>
<tr>
<td>Improve</td>
<td>Generate solutions</td>
<td>Innovation techniques to generate several possible solutions to root causes found in the Analysis phase.</td>
</tr>
<tr>
<td></td>
<td>Cost/Benefit analysis</td>
<td>Remove or change solutions that are not feasible.</td>
</tr>
<tr>
<td></td>
<td>Pugh matrix</td>
<td>Selection, evolution and synthesis of concepts (not always used in DMAIC).</td>
</tr>
<tr>
<td></td>
<td>Selection of solution</td>
<td>Select the best solution that fulfils all must-be demands and high scores on more-is-better and delighter demands.</td>
</tr>
<tr>
<td></td>
<td>FMEA</td>
<td>Failure Modes and Effects Analysis. Risk evaluation of the solution and of the implementation of the solution.</td>
</tr>
<tr>
<td></td>
<td>Pilot phase</td>
<td>Test run of process improvement with a limited scope.</td>
</tr>
<tr>
<td></td>
<td>Implementation plan</td>
<td>A ‘normal project plan’ for an implementation project. Schedule, responsibilities, etc.</td>
</tr>
<tr>
<td>Control</td>
<td>Process control chart</td>
<td>Set up a process control chart to be used by process owner with actions for predefined deviations.</td>
</tr>
<tr>
<td></td>
<td>Documentation and standardisation</td>
<td>Update all documentation of the process. All old files must be removed. Train employees in new process.</td>
</tr>
<tr>
<td></td>
<td>Monitoring</td>
<td>Monitor input and output of improved process.</td>
</tr>
<tr>
<td></td>
<td>Evaluation of results</td>
<td>Calculate process capability and process sigma of the improved process. Compare to targets.</td>
</tr>
<tr>
<td></td>
<td>Key learnings</td>
<td>Document key learnings from the project.</td>
</tr>
<tr>
<td></td>
<td>Project closure</td>
<td>Publish the results of the project and celebrate with the team.</td>
</tr>
</tbody>
</table>

### 6 Overview of the tools in the DMADV phases

The different DfSS road maps are not standardised but different applications of the DMADV road map do not differ much. DMADV is similar to DMAIC in that the tools are structured in sequence. In some other DfSS road maps there is greater focus on the tools than on the sequence. The following examples of tools of the DMADV phases are from Siemens and are similar to what many other companies use. In Table 2 an overview is given.
Table 2 Examples of tools of the DMADV phases

<table>
<thead>
<tr>
<th>Phase</th>
<th>Tool</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Define</td>
<td>Opportunity and project charter</td>
<td>Mission of the project. Assign project team.</td>
</tr>
<tr>
<td></td>
<td>Kano model and CTQ</td>
<td>Business and project requirements.</td>
</tr>
<tr>
<td></td>
<td>Quality goals</td>
<td>Define quality goals to be reached and check for contradictions.</td>
</tr>
<tr>
<td></td>
<td>SIPOC</td>
<td>Sketch target process.</td>
</tr>
<tr>
<td></td>
<td>Mini FMEA</td>
<td>Check for global risks.</td>
</tr>
<tr>
<td>Measure</td>
<td>Questionnaire, interviews</td>
<td>Identify requirements of the process customer and internal requirements.</td>
</tr>
<tr>
<td></td>
<td>QFD1</td>
<td>Quality Function Deployment 1. Transform requirements into quality characteristics.</td>
</tr>
<tr>
<td></td>
<td>Design Scorecard</td>
<td>Set up Design Scorecard (no numbers yet).</td>
</tr>
<tr>
<td>Analyse</td>
<td>Benchmarking</td>
<td>Check best practice internally and of competitors.</td>
</tr>
<tr>
<td></td>
<td>QFD2</td>
<td>Quality Function Deployment 2. Transform quality characteristics into design characteristics.</td>
</tr>
<tr>
<td></td>
<td>TRIZ and other creativity techniques</td>
<td>Theory of Inventive Problem Solving (translated from Russian). Prepare design concepts.</td>
</tr>
<tr>
<td></td>
<td>Simulations and DoE</td>
<td>Evaluate availability, capability and feasibility.</td>
</tr>
<tr>
<td></td>
<td>Pugh matrix</td>
<td>Evaluate, reduce, combine, select and freeze design concepts.</td>
</tr>
<tr>
<td></td>
<td>Design Scorecard</td>
<td>Update scorecard with simulated numbers. Calculate process sigma.</td>
</tr>
<tr>
<td>Design</td>
<td>FMEA</td>
<td>Complete risks before development and reassess.</td>
</tr>
<tr>
<td></td>
<td>QFD3</td>
<td>Quality Function Deployment 3. Transform design characteristics into component* characteristics.</td>
</tr>
<tr>
<td></td>
<td>Transfer functions, simulation, DoE</td>
<td>Formulate and expand transfer functions. Simulate performance.</td>
</tr>
<tr>
<td></td>
<td>Specifications and tolerances</td>
<td>Define specification limits and tolerances for component-specific measures.</td>
</tr>
<tr>
<td></td>
<td>Robust Design Methodology</td>
<td>Loss function, p-diagram, noise factors, explore nonlinearities incl. interactions, DoE</td>
</tr>
<tr>
<td></td>
<td>Statistical tolerancing</td>
<td>Calculate/Simulate defect propagation.</td>
</tr>
<tr>
<td></td>
<td>Design Scorecard</td>
<td>Predict design quality and fulfilment of requirements.</td>
</tr>
<tr>
<td></td>
<td>Implementation plan</td>
<td>Tree and Gantt charts for the implementation</td>
</tr>
<tr>
<td></td>
<td>FMEA</td>
<td>Risk analysis before design review and reassess</td>
</tr>
<tr>
<td></td>
<td>Design review</td>
<td>Perform design review. If not acceptable, go back.</td>
</tr>
<tr>
<td></td>
<td>Freeze design</td>
<td>Document new process and substitute any old documents.</td>
</tr>
<tr>
<td></td>
<td>Control plan</td>
<td>Prepare control plan for pilot test.</td>
</tr>
<tr>
<td>Verify</td>
<td>Pilot process</td>
<td>Test new process. Revise implementation plan if necessary.</td>
</tr>
<tr>
<td></td>
<td>Design scorecard</td>
<td>Update with pilot results. Process sigma</td>
</tr>
<tr>
<td></td>
<td>Control plan</td>
<td>Update and hand over control plan to process owner.</td>
</tr>
<tr>
<td></td>
<td>Formal release</td>
<td>Formal release of the new process by the process owner</td>
</tr>
<tr>
<td></td>
<td>Project closure</td>
<td>Publish the results of the project and celebrate with the team.</td>
</tr>
</tbody>
</table>
7 Major differences and similarities

Some of the tools of DMAIC and DMADV are the same. The order of those tools are almost the same in the two road maps but sometimes the sequence of tools are in the reverse order. That is partly because the tools of DMADV keep recurring (e.g., QFD, FMEA and Design Scorecard) so the exact sequence is not very important. In Figure 1 a rough outline of the two road maps is given. As described below the tools of the road maps are very similar at the beginning and at the end, while they are quite different in the middle of DMAIC and DMADV. In the following chapter the appropriate usage of the two road maps is discussed.

![Figure 1](image-url) Comparison of the DMAIC and DMADV road maps (rough outline)

<table>
<thead>
<tr>
<th>DMAIC</th>
<th>DMAIC tools</th>
<th>#</th>
<th>DMADV tools</th>
<th>DMADV</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>Define project</td>
<td>1</td>
<td>Define project</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>Process map</td>
<td></td>
<td>Process map</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>Voice of the customer</td>
<td></td>
<td>Voice of the customer</td>
<td>M</td>
</tr>
<tr>
<td>A</td>
<td>Set up measurement</td>
<td>2</td>
<td>QFD1: VOC to QC*</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>Measure historic data</td>
<td></td>
<td>Design Scorecard</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Initial process sigma</td>
<td></td>
<td>Benchmarking</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Root cause analysis</td>
<td></td>
<td>QFD2: QC to DC*</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>Generate improvements</td>
<td>3</td>
<td>Generate concepts</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>(Pugh matrix)</td>
<td></td>
<td>Pugh matrix</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FMEA</td>
<td></td>
<td>QFD3: DC to CC*</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Transfer functions</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Robust design</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Design Scorecard</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>Pilot test</td>
<td>4</td>
<td>Implementation plan</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>Implementation plan</td>
<td></td>
<td>Design review</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Control plan</td>
<td></td>
<td>Pilot process</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Standardisation</td>
<td></td>
<td>Design Scorecard</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Monitoring</td>
<td></td>
<td>Control plan</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Final process sigma</td>
<td></td>
<td>Formal release</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Closure</td>
<td></td>
<td>Closure</td>
<td></td>
</tr>
</tbody>
</table>


Comparing the road maps one phase at a time, i.e., Define-Define, Measure-Measure, etc., is somewhat difficult because the phases are sometimes misaligned. Instead, the tools have been grouped into four blocks (1–4) for each road map in such a manner that the tools align as much as possible.
Blocks 1 of the two road maps are the same. They consist of ‘Define project’, ‘Process to be improved/designed’ and ‘Voice of the customer’.

Block 2 of DMAIC is ‘Measure and analyse (historic or current) process data, and find root causes’, while on the other hand Block 2 of DMADV is ‘Transform the voice of the customer into functional requirements’. There is a big difference between the two. In the first case there is a process that can be measured, in the second we are finding out the requirements for a new process (sometimes by looking at an existing process with poor performance).

Block 3 of DMAIC is ‘Improve process’ and Block 3 of DMADV is ‘Design process’. They may look different in detail but in general they are quite similar. They start with the generation of new ‘process components’ (i.e., subprocesses, tasks and support systems), continue with synthesis by use of the Pugh matrix, and end with the effort of making solutions sustainable and robust (FMEA and Robust Design). The use of Robust Design tools is not as comprehensive as when designing products.

Finally, Blocks 4 of the two road maps are quite similar, consisting of ‘Pilot’ and ‘Control new process’. It is important to use the word ‘control’ since the output from a project (DMAIC or DMADV) should always be a controlled process.

8 Process states and process entropy

We need to differentiate between processes in order to clarify when to use DMAIC, when to use DMADV, and when neither of the two fits. Furthermore, we will try to combine the two into something that can be used when neither fits. Processes come in different states, i.e., at different performance levels. While the purpose of process improvement is to make a process ‘better’, the inevitable effect of time is that it will become ‘worse’. As with everything else in the universe, the entropy, i.e., the level of disorder, will increase with time unless we do something to restore order. Hence even the best of all processes will eventually need to be improved. The concept of process entropy was introduced by Wheeler (2000).

9 The concept as described by Wheeler

According to Wheeler (2000), a process can be in any of four states. These are given in Table 3.

<table>
<thead>
<tr>
<th>Process state</th>
<th>Process predictability</th>
<th>Conformance to customer specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal state</td>
<td>Process is predictable (in control)</td>
<td>Conforming (within spec limits)</td>
</tr>
<tr>
<td>Threshold state</td>
<td>Process is predictable (in control)</td>
<td>Nonconforming (not within spec limits)</td>
</tr>
<tr>
<td>Brink of chaos</td>
<td>Process is unpredictable (out of control)</td>
<td>Conforming (within spec limits)</td>
</tr>
<tr>
<td>State of chaos</td>
<td>Process is unpredictable (out of control)</td>
<td>Nonconforming (not within spec limits)</td>
</tr>
</tbody>
</table>

Source: Adapted from Wheeler (2000)
Wheeler argues that most managers are ‘chaos managers’, constantly ‘saving’ the company by taking care of big customer problems in a process in the state of chaos and hence temporarily moving the process to the brink of chaos. While this is sometimes seen as ‘power of initiative’ and ‘taking care of business’, it is just a temporary solution since the process is still out of control. To improve this kind of process one should identify and remove the assignable causes of variation, which is something totally different from ‘saving’ the company over and over again by ‘fire fighting’.

On the other end of the scale, a process in an ideal state – since it is in control – is operating to its full potential. Furthermore, the output from the process always conforms to customer specifications. The word ‘always’ is of course impossible in the long run but we could translate it into Six Sigma language and say that we have a Six Sigma process, i.e., we are outside of specification limits less than 3.4 times per million opportunities. This kind of process, even though it may be the dream of every process owner, is rarely seen. Such a process does not need to be improved!

A little more common are processes that are in control but with lower sigma values, i.e., the outputs are not always within customer specification limits. These processes are in the threshold state. We have a predictable process that sometimes or most of the time performs well enough, but sometimes we need to correct things that went wrong. Even though the process is operating to its full potential, it is not good enough for the customer. Since this process is already operating to its full potential, it will need a major process upgrade.

A much more common state for a business process is on the brink of chaos, i.e., a process out of control but – mostly – with only minor customer problems. Why is it the most common state? As mentioned before, ‘chaos managers’ put chaos processes in this state by temporary solutions that will do for a while before the process shows its unpredictability by falling into chaos again. Sometimes processes stay on the brink of chaos a little longer, often when there is a ‘calculated loss’ in the process. This means that while the customer may be satisfied with the output, the company has to pay a lot for big losses before the output reaches the customer. For example, the on-time delivery of a process may be unpredictable but when the output is late the company may buy, borrow or ‘steal internally’ to be able to deliver to the customer on time. The calculated losses are normally called ‘margin slippage’, ‘margin erosion’, or ‘nonconformance cost’. In this case, there is a process that needs to be improved by identifying and removing assignable causes of variation.

It is the purpose of process improvement to move any process up to the next better state; but if we are satisfied with the performance of a process it will – by outside or inside influences – eventually ‘erode’ down to the next worse state. Outside influences may be new laws, new competitors or changing customer requirements. Inside influences may be change of personnel or wear of equipment. That is what Wheeler calls an increase in process entropy. Hence, while it may be unnecessary to improve a process in the ideal state, eventually we will need to improve it once it has eroded down to the threshold state.
10 Different approaches to process improvements

Wheeler suggests different approaches to improve a process depending on the state of the process. A process in chaos or on the brink of chaos, *i.e.*, a process out of control, needs to be improved by identifying and removing assignable causes of variation. Sometimes ‘the process’ is unknown due to the recurring disturbances from assignable causes. In that case it may be better to design a new process altogether.

With a process in the threshold state, already operating up to its full potential, the only way to improve is to make a major process upgrade, also called to ‘reengineer the process’. A process in the ideal state – if such exists – does not need to be improved but it needs to be monitored.

11 Where DMAIC fits in the model

The purpose of DMAIC is to increase the sigma level by measuring the process, analysing data and removing the root causes. Anybody trained in the Six Sigma methodology DMAIC knows that this is ‘the only way’ to find the real previously unknown root causes. This is what Wheeler calls ‘to reengineer the process’. Hence it is obvious that DMAIC is to be used when improving a process in the threshold state. Unfortunately, and as discussed above, this is not the most common state.

12 Where DMADV fits in the model

When do we need to design a completely new process? The answer is when there is no process to improve. ‘No process’ does not fit anywhere in Wheeler’s model since he only discusses the four states of existing processes. Looking at the model, though, it is clear that processes in the chaos state are in a very poor condition. It may be better to design a new process than trying to improve the old process.

13 Where neither DMAIC nor DMADV fits in the model

So far three states out of four have been covered. The ideal state: Monitor. The threshold state: Use DMAIC. The chaos state: Use DMADV. What about the brink of chaos? Does DMAIC fit? According to Wheeler, since the process is out of control, it should be improved by identifying and removing assignable causes of variation. That is what needs to be done before using DMAIC. On the brink of chaos ‘the process’ is often hidden due to the recurring disturbances from assignable causes. Since the assignable causes are so frequent (but not always the same), it is hard work to look into each and every point outside the control limits. Instead, it is easier and quicker to think about how the process should be, *i.e.*, more to-be than as-is analysis.

Since this state is the most common for processes in need of improvement, it is also common to select this type of process when running Six Sigma projects with the DMAIC methodology. It can be quite confusing and frustrating for a Black Belt or a Green Belt to attend DMAIC training and then try to use the methodology in reality on a process where there is not much to measure and analyasename.
Can we use DMADV instead? Yes, we can, but is it really necessary to throw away the old process and design a completely new one? Wheeler (2000, p.150) explains:

“Yes, you could [replace the old process with a new process] but it will cost less to find the assignable causes and remove their effects. […] If you can not operate your current process predictably, what makes you think that you can operate a new process predictably?”

There are often parts of the process that work well but the overall performance is not good. It would be better if we could use the good parts of the old process and join them together with some new parts into an improved process that is not totally new. For that we cannot use DMADV as it is defined, but maybe we can with some modifications.

14 Introducing ‘DMADC’

When using DMAIC in processes on the brink of chaos, the major problem is that there is ‘nothing to measure’. Of course there is, but due to the disturbance from the assignable causes the performance of the undisturbed process is hard to see. On the other hand, we should not throw away the old process by using DMADV straight on. Maybe a combination of the two could work. We will call this new road map DMADC. Experiences from using DMAIC at Siemens Power Generation in Sweden to improve out-of-control processes, i.e., processes on the brink of chaos, show that the major obstacle is that – even though the problems from assignable causes can be measured – the undisturbed process performance cannot be measured. This makes it difficult to perform all tasks according to the road map in the Measure and Analyse phases. Instead, the Six Sigma team focuses more on what the customers expect from the process, which is more similar to the Measure and Analyse phases of DMADV (even though the team may not be trained in DMADV and may not be aware of that methodology). Since there are limited data in this type of project, it is common to take the ‘process door’ (detailed process analysis, cause and effects analysis, five whys, verification of causes) in the Analyse phase. Normally, in DMAIC training, the emphasis is put on the ‘data door’, which is built around tools as regression analysis and several types of hypothesis testing. We have limited use for these here.

Once in the Improve phase, the team starts to design a new process, consisting of old (good) components and newly designed components. Some of the activities are similar to those of the Analyse and Design phases of DMADV. When the best concept has been designed, by use of the Pugh concept evolution and selection matrix (Pugh, 1991), it is the task of the team to make the new process sustainable. For that purpose an FMEA is conducted. This is one of the most important steps of the project. The new process would be even better, i.e., more insensitive to noise and disturbances, if some of the tools of the Robust Design Methodology in DMADV were used, e.g., the p-diagram (Phadke, 1989) to identify noise factors. This is seldom done.

When it is time for pilot testing of the process, it is rather straightforward to use the rest of the tools in Improve and Control of DMAIC. There are basically two outputs from the project delivered to the process owner: an improved/new process and a measurement system making it possible to control the process. Hence, when the project is completed, we should be at least in the threshold state or, even better, in the ideal state.

The road map described above, from now on called DMADC, is summarised in Table 4, using the blocks defined in Figure 1.
Table 4 The phases of the suggested DMADC road map, to be used when improving out-of-control processes on the brink of chaos

<table>
<thead>
<tr>
<th>Phase</th>
<th>Basic block*</th>
<th>Tools</th>
<th>Additional tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Define</td>
<td>Block 1 from DMAIC</td>
<td>Define project</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Process map</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Voice of the customer</td>
<td></td>
</tr>
<tr>
<td>Measure</td>
<td>First half of Block 2</td>
<td>QFD1: VOC to QC</td>
<td>History of problems</td>
</tr>
<tr>
<td></td>
<td>from DMADV</td>
<td>Set up Design</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Scorecard</td>
<td></td>
</tr>
<tr>
<td>Analyse</td>
<td>Second half of Block 2</td>
<td>Benchmarking</td>
<td>Process analysis</td>
</tr>
<tr>
<td></td>
<td>from DMADV</td>
<td>QFD2: QC to DC</td>
<td>Cause and effect analysis</td>
</tr>
<tr>
<td>Design</td>
<td>Block 3 and some from</td>
<td>Generate improvements</td>
<td>QFD3</td>
</tr>
<tr>
<td></td>
<td>Block 4 from DMAIC</td>
<td>Pugh matrix</td>
<td>p-diagram</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FMEA</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pilot test</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Implementation plan</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>Rest of Block 4 from</td>
<td>Control plan</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DMAIC</td>
<td>Standardisation</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Monitoring</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Final process sigma</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Closure</td>
<td></td>
</tr>
</tbody>
</table>

Note: * Blocks defined in Figure 1.

15 Discussion and conclusions

The ideas and inspiration for this paper have been gained from real process management activities at Siemens Power Generation over several years. While literature on the subject often emphasises the differences, the purpose here has been to show that, in reality, there is no obvious border between process improvement and process design. There is a grey zone in between where you actually have to use the best of both worlds.

One identified difference between the two road maps is that DMADV is more iterative than DMAIC. This can be viewed as a strength of DMADV because it becomes more flexible and supports learning when new knowledge of the problem is gained. On the other hand, the rather rigid sequence of DMAIC is often referred to as its strength, but in real applications of DMAIC it is normal to iterate back to Define when one has to update the project charter, back to Measure when some verifying data are missing, back to Analyse when a risk in the FMEA has to be analysed, and back to Improve when there is trouble in the implementation. Iterations are the nature of development and learning (Cronemyr, 2000).

Based on the framework of the four process states by Wheeler (2000), it has been investigated and presented when to use DMAIC, when to use DMADV, and when neither of the two is appropriate. In the case of improving a process that is out of control but with only minor nonconformances – i.e., a process on the brink of chaos according to Wheeler’s definitions – a new road map called DMADC has been suggested. DMADC is developed from the DMAIC road map, where some of the tools of the Measure and Analyse phases have been replaced by some other tools from DMADV. This is a common practical solution when by-the-book DMAIC does not work. In this paper we make it a theoretical solution as well.
A summary of suggested road maps for improving processes in different states are given in Table 5 below.

### Table 5  Suggested process improvement road maps for the four process states

<table>
<thead>
<tr>
<th>Process state</th>
<th>Process predictability</th>
<th>Conformance to customer specifications</th>
<th>Suggested road map</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal state</td>
<td>Process is predictable (in control)</td>
<td>Conforming (within spec limits)</td>
<td>Do nothing (monitor)</td>
</tr>
<tr>
<td>Threshold state</td>
<td>Process is predictable (in control)</td>
<td>Nonconforming (not within spec limits)</td>
<td>DMAIC</td>
</tr>
<tr>
<td>Brink of chaos</td>
<td>Process is unpredictable (out of control)</td>
<td>Conforming (within spec limits)</td>
<td>DMADC</td>
</tr>
<tr>
<td>State of chaos</td>
<td>Process is unpredictable (out of control)</td>
<td>Nonconforming (not within spec limits)</td>
<td>DMADV</td>
</tr>
</tbody>
</table>

It should be noticed that the suggestions above are exactly the opposite of arguments from those who claim that DfSS should be used to penetrate the ‘five-sigma wall’ (see, e.g., Chowdhury, 2002). Those arguments are built on the logic of using DMAIC to improve the performance of the Manufacturing process and DfSS to improve product performance in the Design process. In this paper we are not looking at product improvement and design. We are looking at process improvements, and in this case DMADV is used to design a new process when the old process is not good enough to be improved with DMAIC or DMADC. If we will find evidence in the future for a five-sigma wall, we will have to put DMADV at the top of the model. So far we do not have such evidence.

It is the author’s experience that using the appropriate road maps when improving processes (according to Table 5 above) ensures successful projects, which result in improved and in-control processes. Eventually, though, due to the natural increase in process entropy, the processes will have to be improved again.
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Abstract

Misunderstandings often arise in organisational projects among people who do not share the same organisational context. C. I. Lewis argued for the importance of common concepts to avoid misunderstandings which inspired Shewhart and Deming to emphasise the need for operational definitions. Without these, misunderstandings arise. There is a need for a methodology that will assist in revealing hidden misunderstandings in communication among people who are talking and working together. The present study proposes a methodological ‘tool’ for this purpose, knowledge overlapping seminars, KOS, designed as a type of seminar in which the various members of a team have an opportunity to guide one another in different domains of knowledge. The design of KOS aims to avoid obstacles to effective overlap of knowledge domains that can arise in other types of meetings, with special emphasis on avoiding prestige. KOS has been shown to be especially suited to Six Sigma projects. KOS is a promising methodology for application in projects with a view to achieving common concepts, fewer misunderstandings, better quality, and, ultimately, more satisfied customers.

Contents

1. Introduction ..................................................................................................................2
2. Literature review and conceptual framework................................................................3
   2.1. Overlap among knowledge domains ........................................................................3
   2.2. Facilitating knowledge overlap ..................................................................................3
   2.3. Knowledge overlapping seminars (KOS) .................................................................5
3. Applications of KOS .....................................................................................................8
   3.1. Research methodology ..........................................................................................8
   3.2. Context of applications .........................................................................................8
   3.3. Application of KOS in a product-development project ...........................................8
   3.4. Application of KOS in a Six Sigma project ..............................................................11
4. Discussion ..................................................................................................................17
5. Conclusions ................................................................................................................18
6. References ..................................................................................................................19
1. Introduction

Misunderstandings in organisational projects often arise from simple mishaps in communication among people who do not share the same organisational context (Naess, 1968) and/or the specialised language of a particular knowledge domain (Argyris et al., 1985; Naess, 1968). One of the main sources of inspiration for the founders of the quality movement was the conceptualistic pragmatist C. I. Lewis who argued for the importance of common concepts to avoid misunderstandings (Lewis, 1929). More than three quarters of a century later, the need for common concepts has not decreased. On the contrary, the purpose of modern quality management initiatives like e.g. Six Sigma and Design for Six Sigma is to find root causes to quality problems, such as failing to meet customer expectations on delivery and functionality of products and services. Even though these failures normally are defined in a technical manner, the underlying root causes can often be traced back to misunderstandings between people.

In the field of quality management, effective communication has been inhibited by the hazy and ambiguous concepts that characterise the discipline (Dean & Bowen, 1994; Giroux, 2006) and the fact that there is little consensus on the terminology and definitions used in the field (Reed et al., 1996). Although pioneers in quality management, such as Deming (1986, 1993), emphasised so-called ‘operational definitions’ in originating the quality movement, contemporary quality management seems to be increasingly in need of an agreed conceptual terminology to facilitate communication. Moreover, there is a corresponding need for more precision in the tools and methodologies of quality management, which are often based on measurements of process characteristics. As Kroslid has observed: “Over the last two decades there has been little development in the content of, and tools associated with, improvement methodologies within the field of quality management.” (Kroslid, 2004, p. 18)

It is thus apparent that there is a need for a methodology that will assist in revealing hidden misunderstandings in communication among people who are talking and working together in the field of quality management. The present study proposes a methodological ‘tool’ for this purpose. The development of the proposed methodology, which is known as ‘knowledge overlapping seminars’ (KOS), has been influenced by many research domains—including organisational science, knowledge management, process management, project management, product development, and organisational learning. All of these have addressed the problem of communication misunderstandings in various ways and to varying extents. The main purpose of KOS is thus to identify and eliminate misunderstandings in cross-functional teams of cooperating people within organisations. In addition to describing the theory and practice of KOS, the present study applies the proposed methodology in two different applications at a major company that develops and delivers gas turbines. The results suggest that KOS is an effective tool for creating common concepts and identifying misunderstandings in organisational projects.
2. Literature review and conceptual framework

2.1. Overlap among knowledge domains

As a pioneer of the quality movement, Shewhart (Shewhart, 1939) drew upon the writings of Lewis (1929) in arguing for an appreciation of the importance of shared concepts in facilitating cooperation. In a similar vein, other authors have noted that a lack of common understanding of key concepts is a significant cause of misunderstanding (Naess, 1968; von Wright, 1957, 1971; Pålshaugen, 2001). Such misunderstanding in organisations can become a substantial problem when working together in projects. Mauléon et al. (2003) provided empirical evidence that unnoticed misunderstandings in projects can have significant adverse financial effects; moreover, these authors found that misunderstandings were often grounded in so called ‘taken-for-granted communication’, whereby people presumed that everyone else had the same understanding of certain key concepts in the projects being undertaken. In an attempt to address the problem, Mauléon et al. (2003) argued for an increased awareness of the different terminology used for common concepts within organisations; however they did not suggest a specific methodology for enhancing such awareness. The methodology of KOS proposed in the present study addresses this deficiency.

The statement ‘common concepts for common action’ was made by C.I. Lewis in 1929. The way Lewis explains the difference in definitions of concepts is that we as individuals have our unique personal ‘a priori’ which is built up by our personal idiosyncratic way of interpreting and understanding experience. In the contemporary management literature, the plethora of mental models, schemata, and paradigms (Senge, 1990; Hellgren & Löwstedt, 1997, 2001) reflects the reality that different people have their distinctive interpretations of experience (Lewis, 1929; Hellgren & Löwstedt, 1997). Language, as an expression of these varying interpretations, has a most significant role in reaching a common meaning and understanding of experience, and thus facilitating cooperation. However, actions and words take on particular meanings within a given community of practice, and the competence required for understanding these meanings is acquired with membership of the actual community (Argyris et al., 1985). This means that what a person means to communicate in one community can be perceived in a completely different way in another community. In these circumstances, misunderstandings and misconceptions can arise without the person being aware of the fact.

Such misunderstandings are relatively infrequent among people in a confined group because their use of language is well understood and determined within the group’s knowledge domain (Naess, 1968). However, in most projects, the variety of tasks and goals involved mean that a mix of people from different knowledge domains are often represented, and this is one of the main causes of misunderstandings arising in projects.

2.2. Facilitating knowledge overlap

Davenport and Prusak (1998) examine the work by Allen (1977) and Nonaka (1994) and conclude: “Giving people who work together at the same location opportunities to talk to one another does not by itself solve the problem of transferring knowledge [...] We also need to consider more formal and intentional ways of sharing knowledge within organizations”
(Davenport and Prusak, 1998, p.95). As we can see, Davenport and Prusak define ‘to transfer knowledge’ as ‘to share knowledge within organisations’. We use the term ‘knowledge overlapping’ in the meaning of creating a ‘shared language’ between knowledge domains, i.e. ‘common concepts’ which make it possible to discover previously unknown misunderstandings.

But what prevents knowledge overlapping in ‘ordinary’ meetings and seminars? Allen (1977) identifies prestige as the major obstacle. “An engineer’s prestige among his colleagues is founded to a great degree upon an almost mystical characteristic called ‘technical competence’. To admit a lack of technical competence, especially in an area central to the engineer’s technological specialty, is to pay a terrible price in terms of lost prestige.” (Allen, 1977, p.193). This could suggest that for a method to be successful in facilitating knowledge overlapping the design of the method needs to consider prestige as a possible obstacle.

The notion of common concepts was, as stated earlier, developed into operational definitions by Shewhart in the thirties. Operational definitions are later on described by Deming (1986) as something people can agree on. It puts communicable meaning into a concept. Misunderstandings is according to Deming often the result of failure to describe beforehand and in meaningful terms, the specifications of a common concept. Thus the challenge organisations face is that we most of the time are not aware of the possibility that we put different meanings into concepts, that we define them differently (Naess, 1968) and as a result behave and react differently (Lewis, 1929). What is needed is an increased awareness and understanding of this phenomenon and one way to achieve this is to stimulate self-reflection (Lewis, 1929) amongst the employees of the organisation and to strive for an understanding of the necessity of a collective mind (Weick and Roberts, 1993) which we here argue can be supported by KOS.

Although it is not feasible to create common concepts in all situations in any organisation, it is possible to create an awareness among organisational members that they are prone to interpret experiences differently and that they therefore have a tendency to put different meanings on what they presume are common concepts—with the consequence that they respond differently to shared experiences and create misunderstandings in projects (Mauléon et al. 2003).

As a means of facilitating overlap among knowledge domains and thus creating common concepts within an organisation, Allen (1977) and Nonaka (1994) both argued for the strategic rotation of personnel among various departments. However, the disadvantages of this approach are that it takes time and that too much rotation can prevent people becoming skilled in particular tasks. It is apparent that there is a need for an approach that facilitates prompt overlap of knowledge among project team members from different knowledge domains while avoiding frequent redefinitions of their tasks. The present study proposes a meeting or seminar in which the various members of a team have an opportunity to guide one another in different domains of knowledge. The aim is for team members to learn enough about other knowledge domains and thus to recognise when their own actions are creating (or might create) problems in other areas. In this regard, Allen (1977, p. 200) has suggested that managers should organise seminars that include people from various functional areas and that these seminars should be “... organized around topics so that all participants ... appear as equals”.
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2.3. **Knowledge overlapping seminars (KOS)**

2.3.1. **Objectives of KOS**

In view of the above discussion, the technique of ‘knowledge overlapping seminars’ (KOS) (Cronemyr, 2000) is proposed as a useful methodology for facilitating overlap among knowledge domains.

KOS has three objectives: (i) to stimulate people within a project team to talk about domain-specific knowledge with a view to identifying how their own domain knowledge is related to the tasks of the whole team; (ii) to enable team members to learn something about the concepts used in other knowledge domains; and (iii) to enhance awareness of differences in the definitions of common concepts within the organisation.

2.3.2. **Design of KOS**

The design of KOS aims to avoid obstacles to effective overlap of knowledge domains that can arise in other types of meetings.

The following people are involved:

- a guide;
- a facilitator; and
- participants.

The *guide* talks about his or her domain-specific knowledge in relation to the project goal. It is important that the guide is the only person present from his or her domain because this ensures that: (i) the discussion does not include technical domain-specific details that are beyond the comprehension or interest of the participants; and (ii) the guide does not have to justify his or her description of the job to a person within the same domain who might have different views (thus avoiding issues of intra-domain ‘prestige’).

The role of the *facilitator* is to provide direction and assistance to the seminar by asking apparently simplistic questions (such as: ‘Why is this done?’) rather than functional/technical questions (such as: ‘What is the best way to do it?’ or ‘Who should do it?’). The facilitator thus steers the conversation towards ‘why’ questions and ensures that all participants understand what the guide is describing. If the facilitator senses that participants do not understand what is being said, he or she can assist by asking the guide to repeat or clarify what has been said. The facilitator should be trained in conducting KOS. He or she can be an internal or external consultant, but should not be a manager of the guide or the participants.

The *participants* should all be from the same knowledge domain so they can relate to each other’s questions through a shared language and common concepts; however, their shared knowledge domain must be different from that of the guide (as noted above). Although they are from different domains, the guide and the participants should have previous experience of working together and should share a current task related to a common project goal. This
ensures that the topics discussed in KOS are always related to the domain-specific knowledge of the people involved in the project; moreover, it diminishes the likelihood of either participants or guide engaging in defence of their own domains.

2.3.3. Procedure of KOS

The procedure for conducting KOS is as follows.

- **Step 1:** Identify the need for knowledge overlap in a project with people from different knowledge domains and find a suitable facilitator. (The project manager or project steering committee is responsible for this step.)

- **Step 2:** Define the major knowledge domains (two, three, or four domains). (The project manager and KOS facilitator are responsible for this step.)

- **Step 3:** Conduct an initial meeting with the whole team. (Note that this is not a KOS.) People from each domain define their specific task in the project in one sentence. When all domains have defined their tasks, the whole team agrees upon the common task and goal of the project. (The KOS facilitator is responsible for this step.)

- **Step 4:** From each domain, select one guide and 2–6 participants. Train the guides individually in how to describe why they perform their tasks. (The KOS facilitator is responsible for this step.)

- **Step 5:** Perform KOSs (as described below). Each guide provides guidance for each of the other domains (that is, two guides conduct two KOSs, three guides conduct six KOSs, and four guides conduct twelve KOSs). (Each guide and the KOS facilitator are responsible for this step.)

- **Step 6:** Organise a follow-up meeting with the whole team at which the major findings from the seminars are gathered in a suitable format—for example, an Ishikawa diagram (Ishikawa, 1982)—and future actions are planned. (The project manager is responsible for this step, with assistance from the KOS facilitator.)

2.3.4. Conduct of each KOS

Each KOS (see step 5 above) is conducted as follows.

- **Phase 1:** The facilitator reminds the participants of the common task and goal (as defined in the initial meeting described in step 3 above) and then asks the guide to present his or her task.

- **Phase 2:** The guide describes briefly what he or she is doing in the project and how he or she is doing it. (Most of the participants already know this.)

- **Phase 3:** The guide begins to describe why he or she is doing it and repeatedly asks: ‘Why is this a problem?’ and ‘Why is it so?’ More intense interaction should be stimulated by these questions, which have rarely been discussed in the team’s ordinary meetings. If participants failed to become involved, the facilitator should initiate the process by asking apparently simplistic ‘why’ questions.
• **Phase 4:** The seminar should then evolve in accordance with the questions and comments of the participants. There might be questions about matters that the guide considers to be self-evident, but these questions should be dealt with on their merits to encourage awareness among participants that it is safe in a KOS to ask such simplistic questions; indeed, this might be the participants’ first opportunity to ask these questions in a non-judgmental environment.

• **Phase 5:** Some misunderstandings might be identified in the course of the seminar. It is important that the facilitator prevents any suggestions of blame or judgment. The goal should be to identify misunderstandings and eliminate them—not apportion blame for their occurrence. Possible actions from these findings should be discussed in the final feedback meeting (see step 6 above).

• **Phase 6:** The seminar should last no more than 3–4 hours (including a refreshment break). These seminars can be quite challenging because most people are not accustomed to this form of analytical reasoning.
3. Applications of KOS

3.1. Research methodology

The conceptual framework of KOS presented above, and the applications of the technique described below, were developed in accordance with the methodology of ‘collaborative action inquiry’ (Lewin, 1946; Westlander 1999). According to this methodology, the researcher has a close identification with the activities and direction of change of the object being studied. In this case, the first author of the present paper has been employed by the company under investigation for eleven years and has actively influenced the changes that have taken place in the organisation. The second author has conducted research on the origins of the quality movement and especially the influences from the philosophy of the conceptualist pragmatist C.I. Lewis where the original ideas concerning common concepts for common action was identified. The combined experiences of the two authors made it possible to draw conclusions and to realise the findings of this paper.

Evaluation of the technique of KOS (as outlined above) was conducted in two applications (a product-development project and a Six Sigma project) using: (i) questionnaires; and (ii) semi-structured interviews.

With respect to the questionnaires, all participants answered questions immediately before the KOS, immediately after the KOS, and (in the first application) approximately one month after the KOS. Because the number of surveyed participants was necessarily limited, the analysis was mainly qualitative.

In addition, semi-structured individual interviews were conducted with all participants one month after the KOS. Each interview lasted for one hour. The interviews in the first application (the product-development project) were documented in handwritten notes by the researcher, whereas the interviews in the second application (the Six Sigma project) were audio-recorded and transcribed. All data were then coded, grouped, and compared.

3.2. Context of applications

Siemens Industrial Turbomachinery AB in Finspong (Sweden), which employs approximately 2200 people belongs to the Siemens Group, which has approximately 460,000 employees in 190 countries. The Finspong company develops, sells, manufactures, and maintains turbines—which involves several highly specialised knowledge domains. These domains come together in different settings, including product development and process development. Since 2001 the firm has utilised the Six Sigma method for process development and improvement.

3.3. Application of KOS in a product-development project

3.3.1. Setting of first application

Most engineering activities within large organisations are conducted within traditional engineering disciplines that have developed their own language on the basis of domain-
specific knowledge. Engineers thus tend to focus on developing new knowledge and becoming increasingly skilled within their own domains, which can cause problems for those in other engineering domains and for the organisation as a whole. For example, product development usually involves cross-disciplinary teams with common tools and data, and engineers from different domains can have difficulties in understanding one another. In the case of Siemens Industrial Turbomachinery AB, it was suspected that KOS might be useful for revealing hidden misunderstandings among the engineers in a product-development team.

The product-development project in question was the redesign of the compressor turbine in the marine application of a gas turbine then known as ‘GT35C’ (now called ‘SGT-500’) with a power output 17 MW. The project team consisted of a project manager, an operating manager, and approximately 20 engineers from various disciplines—including mechanical design, aerodynamic design, mechanical integrity, manufacturing, electrical control systems, testing, and service. In discussions with the operating manager, three major knowledge domains were selected for KOS application—mechanical design (MECH), aerodynamic design (AERO), and mechanical integrity (MI). Four engineers from each domain were selected to participate in KOS. The operating manager was one of the engineers of the MECH domain. The utilisation of three domains implied six KOSs (as noted above).

At the initial meeting, nine of the twelve engineers participated. The concepts of KOS were presented to the participants, who then began to discuss the common task. The following wording was eventually agreed: ‘To re-design the GT35C compressor turbine for marine application’. One guide from each domain was then selected. The guides from MI and AERO were Swedish engineers with five years experience within their domains, whereas the MECH guide was a Russian engineer who had worked at the company for several years. None of the guides had prior experience in teaching. During the preparation of his presentation, the MI guide discussed the proposed content with the first author; the other two guides prepared their presentations on their own.

A summary of the six seminars is provided in Table I. The seminars are listed chronologically in the order in which they were conducted during October 1999.
### Table I. Summary of six KOSs in a gas turbine development project (Cronemyr, 2000)

<table>
<thead>
<tr>
<th>KOS</th>
<th>Guide</th>
<th>Participants</th>
<th>Topics</th>
<th>Major Results</th>
<th>Rating by participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>MECH &gt; M.I.</td>
<td>From the Mechanical Design domain</td>
<td>Four from the Mechanical Integrity domain</td>
<td>Specifications; Displacements; Tolerances; Mass of components ‘in reality’ vs. ‘in the drawing’</td>
<td>Awareness of how ‘nominal’ analysis models differ from manufactured components with tolerances.</td>
<td>Directly after: mostly very positive. After one month: most thought it was not deep enough (too superficial).</td>
</tr>
<tr>
<td>AERO &gt; MECH</td>
<td>From the Aerodynamic Design domain</td>
<td>Three from the Mechanical Design domain</td>
<td>Transients; Cooling/sealing; Boundary layers; CFD; LES; Euler and potential theory; Compressors vs. turbines.</td>
<td>A major misunderstanding about guide vanes became obvious. Resulted in immediate actions.</td>
<td>The mechanical engineers did not mind listening to the equations of thermodynamics even though it was very deep.</td>
</tr>
<tr>
<td>AERO &gt; M.I.</td>
<td>From the Aerodynamic Design domain</td>
<td>Four from the Mechanical Integrity domain</td>
<td>Transients; Cooling/sealing; Boundary layers; Quality of alpha calculations; Compressors vs. turbines</td>
<td>Awareness of uncertainties in boundary layers and heat transfer coefficients (alpha), used in stress calculations.</td>
<td>Directly after: some thought it was too deep. After one month: most were more positive. This seminar was more profound.</td>
</tr>
<tr>
<td>M.I. &gt; AERO</td>
<td>From the Mechanical Integrity domain</td>
<td>Three from the Aerodynamic Design domain</td>
<td>LCF; HCF; Creep; Material models; Stress concentrations; Plasticity; Fracture mechanics; Fatigue; Haigh; Campbell; Neuber</td>
<td>An understanding of crack, strain, high and low cycle fatigue, and blade dynamics. The complexity in material data was thoroughly explained.</td>
<td>Very well structured. Comments: “Why have we not done this before?”, and “It can only become better if we use this way of working”.</td>
</tr>
<tr>
<td>M.I. &gt; MECH</td>
<td>From the Mechanical Integrity domain</td>
<td>Four from the Mechanical Design domain</td>
<td>LCF; HCF; Creep; Stress concentrations; Plasticity; Fracture mechanics; Fatigue; Haigh; Campbell; Neuber</td>
<td>A discussion about crack initialisation and how the team should arrange inspections of blades.</td>
<td>First uninspired pupils but then the atmosphere improved. “Now I know that computers do not do the job on their own”</td>
</tr>
<tr>
<td>MECH &gt; AERO</td>
<td>From the Mechanical Design domain</td>
<td>Four from the Aerodynamic Design domain</td>
<td>Specifications; Axial/radial displacements; Cold/warm geometry; Sealing edge thickness; Airfoil position</td>
<td>The seminar was very successful. New insights on cold/warm geometry and bearings/fittings.</td>
<td>“It is extremely useful to talk to people and discover the necessary things you thought you knew but obviously did not”.</td>
</tr>
</tbody>
</table>

### 3.3.2. Major results

The participants became aware of several misunderstandings that had been unrecognised before KOS was conducted. In particular, one major misunderstanding was revealed before it
could become a major (and expensive) problem later in the project—perhaps when hardware had been manufactured and tested or, even worse, perhaps during the customer’s operation of the machine. Compared with the potential costs of this major misunderstanding, the cost in terms of man-hours spent on KOS was negligible.

Analysis of the responses to questionnaires before and directly after KOS revealed that 45% of the participants described their knowledge of the other domain as ‘deeper’ after KOS than before. Moreover, 69% of the participants said that they had ‘increased’ their breadth of knowledge. Taken together, 86% of the participants had gained new knowledge and/or deepened their knowledge about other domains. A typical comment was: “I thought I had deep knowledge about the other domain. Now I know that it was superficial.”

Directly after KOS, all participants felt that the knowledge gained at these KOSs would be of benefit to them in their work. Almost half (45%) were ‘sure’ of this opinion. One month after KOS, the proportion who were ‘sure’ had increased to 64%.

Semi-structured interviews were carried out approximately one month after the six seminars. Each person was interviewed for approximately half an hour. After the interviews, similar answers were grouped together. The most common opinions were as follows.

- The formulation of the common task in the initial meeting had improved the integration of the team. This was further improved by the six seminars.
- The opportunity to ask questions was appreciated. Questions were not asked in ordinary meetings because: (i) there was no time; (ii) there was a reluctance to ask questions that might be perceived as simplistic; and (iii) people did not know what to ask. In KOS, these obstacles were not present.

### 3.4. Application of KOS in a Six Sigma project

#### 3.4.1. Setting of second application

The process-improvement methodology known as ‘Six Sigma’ was introduced by Motorola in the 1980s and made famous as a result of its utilisation by General Electric in the 1990s. Since then it has spread widely, and it is now used by many companies around the world. Six Sigma is a structured way of solving problems in an existing process by analysing real process data (that is, facts). It is often referred to as ‘DMAIC’, which is an acronym for the successive phases of the Six Sigma process—‘define, measure, analyse, improve, and control’.

Various statistical tools are used in the ‘analyse’ phase (so-called ‘data door’ analysis) to find the root causes of poor process performance. If problems are identified but there are insufficient data for analysis, an alternative approach called the ‘process door’ is adopted. In the first step of this ‘process door’ approach, members of the Six Sigma team from different parts of the organisation meet to discuss the process and to create a detailed process map. The purpose is to identify weak points in the process leading to delays, scrap, and rework. This method can be quite slow and it sometimes difficult to achieve a common view of the process.
if the team members come from different knowledge domains, which is almost always the case in a Six Sigma project.

Although ‘data door’ tools of Six Sigma are extensive and effective, the tools for ‘process door’ analysis are few and inefficient. A method that overlaps the knowledge domains of the team members is required to reveal hidden misunderstandings and identify the root causes of the process problems. The methodology of KOS was utilised for this purpose.

The purpose of the Six Sigma project chosen for the KOS application was to investigate the root causes of a problem with so-called ‘modification orders’. These orders were issued by the gas-turbine engineering department and sent to the service department for execution at customers’ sites; however, these modification orders were not being reported back to the engineering department as having been ‘carried out’. It was unknown whether the orders were executed but not reported, or whether they were simply not executed at all. There were also varying opinions about the process itself that did not match the official terms of the process. During the ‘define’ and ‘measure’ phases of Six Sigma, it was established that people involved in the process did not know how or what they should do; moreover it was apparent that conflicts and apportioning of blame were occurring among the personnel involved. There was also confusion about the respective roles of ‘modification orders’ and so-called ‘service bulletins’.

The knowledge domains for KOS were jointly selected by the researcher and the project manager, who came from the business excellence department. The selected domains were: (i) service product managers (SPM; responsible for issuing ‘service bulletins’); (ii) product support engineers (PSE; responsible for technical coordination of ‘modification orders’); and (iii) application engineers (AE; responsible for carrying out ‘modification orders’). Three persons from each domain were appointed to participate in the seminars, but other tasks and unplanned events intervened and only two from each domain eventually attended.

There were nine participants in the initial meeting—the project manager, six persons from the three domains (of which two were not original members of the Six Sigma team), and the two authors of the present study. Two of the persons who subsequently participated in KOS were not present at the initial meeting. After the methodology of KOS had been explained, the participants from the three domains described their specific tasks in the process. The formulation of the common task and objective was quite difficult, but the group finally agreed upon the following wording: “Carry out modification orders with the intention of improving gas turbines in the fleet”.

After the initial meeting, three persons (one from each domain) were appointed as guides. The three guides prepared their presentations alone, although the PSE guide obtained some feedback on his presentation slides before his first KOS. All three guides had been with the company for several years. The SPM guide was a woman.

A summary of the six seminars, which were held in March and April 2006, is provided in Table II.
### Table II. Summary of six KOSs in a Six Sigma project (Table continues on next page)

<table>
<thead>
<tr>
<th>KOS</th>
<th>Guide</th>
<th>Participants</th>
<th>Topics</th>
<th>Major Results</th>
<th>Rating by participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPM &gt; PSE</td>
<td>From the Service Product Manager domain</td>
<td>Two from the Product Support Engineer domain and the Black Belt</td>
<td>MO process; Generic faults &gt; Service bulletins; Specific faults &gt; MO; Maintenance programs; Pricing philosophy; Databases</td>
<td>Awareness of the different processes for MO and Service Bulletins; Problems with pricing.</td>
<td>The guide was very dissatisfied with one participant who took over the guide role (see comment below). The participants somewhat satisfied.</td>
</tr>
<tr>
<td>PSE &gt; SPM</td>
<td>From the Product Support Engineer domain</td>
<td>Two from the Service Product Manager domain and the Black Belt</td>
<td>MO process; Product performance targets; Maintenance programs; MO admin.; MO status; Design reviews</td>
<td>Awareness of the need for MO coordination; Service bulletins are not followed up</td>
<td>Even though one participant was not present at the start-up meeting the participants were satisfied with the good discussions which gave new knowledge.</td>
</tr>
<tr>
<td>SPM &gt; AE</td>
<td>From the Service Product Manager domain</td>
<td>Two from the Application Engineer domain and the Black Belt</td>
<td>MO is a service product; Fault reports; Change control board; Databases; Meetings of SPM and AE; Pricing of service bulletins</td>
<td>MO may be introduced before Service Bulletin is available; Relations between databases; Poor quality of MO:s; Managers do not know MO process; Lack of coordination; Why not only use service bulletins?; Who pays for unconditional MO:s?</td>
<td>Very good rating and very good discussions. The facilitator did not need to steer the discussion. Participants became aware of several misunderstandings.</td>
</tr>
<tr>
<td>PSE &gt; AE</td>
<td>From the Product Support Engineer domain</td>
<td>Two from the Application Engineer domain and the Black Belt</td>
<td>Product performance targets; Databases; Coordination of MO executions; Analyses of executed MO:s; Change control board; Reporting of executed MO:s; Product Support: “Things that got lost”;</td>
<td>AE did not know they should involve PSE when they contacted Gas Turbine Engineering; The two different processes for MO/SB were identified; Material registrations in PLM “Pulse” and ERP “R3” systems not connected;</td>
<td>Even though the guide did not use his own slides this KOS got the highest rating of all. The AE realised that they could get more help from PSE and that PSE needed the feedback on MO:s from AE.</td>
</tr>
<tr>
<td>AE &gt; SPM</td>
<td>From the Application Engineer domain</td>
<td>Two from the Service Product Manager domain and the Black Belt</td>
<td>What I do with MO:s; Selling or giving away MO:s; Technical requests; Relations between AE, SPM, and Field Service</td>
<td>What is the cost of developing an MO?; Not everything is reported back from site; AE did not get any messages on new service bulletins (wrong address or do not know what to do)</td>
<td>Lowest rating of KOS. SPM participants did not think they got a lot of new knowledge even though they realised that AE did not know what to do with service bulletins that SPM produce.</td>
</tr>
</tbody>
</table>
In the first KOS, the SPM guide presented her job to the PSE participants. However, it soon became apparent that the most important rule of KOS had been inadvertently broken—the guide was not alone from her domain. When the personnel had been selected for participation in KOS it was not taken into account that one of the PSEs had worked as an SPM for quite a long time. This person therefore had significant knowledge of the SPM domain, although this knowledge was not identical with that of the guide from SPM. In a subsequent interview, the SPM guide observed:

“He was answering for me all the time. He took over my role. I would not have used the words he used ... He said ”She means this”, and I did not have the time to think. I felt ... he would correct me. I felt forced ... It became too superficial because of this. We never came down to the ‘why’-questions so I could give my own answers. Even though the facilitator tried to steer the dialogue, it did not work. He [the PSE] was too experienced in the [SPM] role ... Still, I have to admit that it started me thinking about why I am doing the things I do.”

As a result of this error in selection of personnel, there was a general feeling that the first KOS had been a failure.

In the second KOS, which was conducted in the afternoon of the same day as the first, the SPM and the PSE had changed places as guide and participant; in addition, one more participant from SPM was present. The PSE guided the SPM participants into his (new) domain using his previous experience with SPM terminology and jargon to explain clearly what he was now doing in relation to PSE.

The two KOSs between SPM and AE led to revelations about the ‘service bulletins’. The AE realised that they should actually do something with ‘service bulletins’, whereas the SPM realised that, until now, nobody had done anything with the ‘service bulletins’ that they had been producing. This caused a small conflict between the two groups, which was ultimately beneficial because they had the time and opportunity to resolve it. After the KOSs, both domains were fully aware of what had to be done in the future, and why.

The two KOSs between AE and PSE had beneficial results. The AE realised that they could obtain more assistance from PSE to coordinate ‘modification orders’; moreover, they recognised that PSE required feedback on ‘modification orders’ from AE to report progress back to the gas turbine design department. Before the KOSs, the AE participants had not been
aware of the role of PSE and had spoken directly with the gas turbine design department. In subsequent interviews this was explained as being due to the fact that the PSE department had existed for “less than a year”.

3.4.2. Major results

The root causes known before the six KOSs were gathered in a cause-and-effect diagram. It consisted of 12 small branches. After the seminars, the Six Sigma team gathered again and extended the cause-and-effect diagram with new findings. The number of small branches increased from 12 to 40. The most important root causes were clustered into five topics.

Table III shows when the root causes were found—before, in, or after KOS—as judged by the Six Sigma project manager. Many of the main findings were suspected before KOS, but these were investigated thoroughly and verified in the seminars. Nothing was found after KOS that was not found already in the seminars.

<table>
<thead>
<tr>
<th>Root Cause</th>
<th>Found before KOS</th>
<th>Found in KOS</th>
<th>Found after KOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current MO process is not communicated in Service Teams</td>
<td>25%</td>
<td>75%</td>
<td>0%</td>
</tr>
<tr>
<td>Separate processes for MO vs. Service Bulletins.</td>
<td>25%</td>
<td>75%</td>
<td>0%</td>
</tr>
<tr>
<td>Separate processes for MO and other service activities</td>
<td>50%</td>
<td>50%</td>
<td>0%</td>
</tr>
<tr>
<td>Service Teams are not trained in MO process</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Multiple preparations in different teams cause MO implementations to differ both in time and execution at different sites</td>
<td>25%</td>
<td>75%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Each KOS was rated by the participants in a survey. As shown in Table II, four of the six seminars were rated as ‘good’, but two received ‘poor’ ratings. The first of the seminars with a ‘poor’ rating was the SPM-to-PSE seminar, in which the first rule of KOS was broken. Both the PSE who usurped the SPM guide role and his PSE colleague said that they did obtain some (but not much) new knowledge from the seminar. In the subsequent interviews, the guide and the participants said that the seminar was too superficial and that participants never began to address ‘why’ questions. The second of the seminars to be rated poorly was the AE-to-SPM seminar. One participant said that she did glean some new knowledge, but another said that she had not received any new knowledge. However, a comparison of the ratings with the interviews revealed that both of these respondents did obtain new knowledge, but that this new
knowledge had frustrated and annoyed them. As a result of this finding, it is apparent that the survey results should be interpreted as reflecting the true state of mind, rather than the ‘objective rating’ of gained knowledge.

Semi-structured interviews were conducted approximately one month after the six seminars. Each person was interviewed for approximately half an hour. Recorded interviews were transcribed and similar answers were grouped together. The most common opinions were as follows.

- Most participants said that they were sceptical of KOS before the seminars. One respondent described KOS as “… yet another three-letter abbreviation”.
- Formulating the common goal in the initial meeting was described as “difficult”, but “useful”. This process would have been facilitated by the presence of all KOS participants at the initial meeting.
- Misunderstandings had been revealed, and this meant that root causes to problems had been identified on a more profound level than previously.
- Participants had an enhanced realisation of what others expected of them. They had also formed greater respect for others.
- Managers should not be present because their presence would inhibit questions that might be perceived as simplistic. Moreover, managers do not know the details of the domain to the extent that others do.
4. Discussion

The participants in both applications thought that KOS was a new way of communicating with colleagues that helped to reveal hidden misunderstandings. The participants also expressed the belief that KOS should be used in other projects and groups in the organisation.

Despite these generally positive views of KOS, as expressed in both applications, some differences between the applications were also apparent. The first difference is that the misunderstandings in the first application were more technical and theoretical, whereas the misunderstandings in the second application were more concerned with personnel and processes. The most likely explanation for this difference is that the knowledge domains involved in gas-turbine development (the subject of the first application) are inherently more technical than the knowledge domains involved in service execution (the subject of the second application). Another explanation could be that people involved in gas-turbine development are more likely to have a product-oriented perspective on problem-solving whereas people in the service department are more likely to have a process-oriented perspective on problem-solving (Cronemyr and Witell, 2007).

Another difference between the two applications was that KOS in the second application was conducted at a specific phase of the designated Six Sigma DMAIC procedure (in the so-called ‘process door’ of the analyse phase), whereas the KOS in the first application was conducted at a non-specific time in a relatively unstructured process. This meant that the Six Sigma team was better prepared for KOS and that the results could be better utilised than was the case in the gas-turbine development project. This is not to say that the KOS results were of no account in the first application; in fact, the results did contribute to success in achieving an improved gas-turbine design. However, the KOS results were not documented in a structured manner in the first application, as was the case in the second application (as exemplified in the expansion of the cause-and-effect diagram that was later utilised by the full Six Sigma team).
5. Conclusions

The present study has addressed the need for a methodology that helps to reveal hidden misunderstandings between knowledge domains, thus facilitating exchange of information and enhanced project success. In this regard, the study has explained the technique of knowledge overlapping seminars’ (KOS) and has demonstrated that KOS can be applied to at least two types of projects. It is likely that the technique is also applicable to a wider variety of projects; however, as shown in the present study, KOS is especially suited to Six Sigma projects characterised by limited data for analysis, which is often the case. The study concludes that KOS should be included as a standard ‘tool’ in the Six Sigma toolbox and that KOS should be taught in Six Sigma training programs.

The study has also demonstrated that successful implementation of KOS is likely to be enhanced by:

- obtaining the support of the management team;
- training a facilitator;
- identifying projects with participants from several domains;
- beginning with one project; and
- distributing the results to managers and the wider organisation.

Common excuses for not implementing KOS include the following:

- ‘No time, no available resources’;
- ‘Not invented here; hence does not work here’; and
- ‘Managers must be present in all meetings.’

These inadequate excuses should not be allowed to prevent KOS being implemented with success.

Although KOS has been successfully applied to two quite different types of projects in the present study, it is acknowledged that the applications that have been investigated are limited and that the results must be considered in context. More applications in other settings would be valuable in providing more generalisable results. Nevertheless, despite the inherent limitations of generalising the findings of any qualitative study of this type, the present paper has shown that KOS is a most promising methodology for application in projects with a view to achieving common concepts, fewer misunderstandings, better quality, and, ultimately, more satisfied customers.
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A decision support tool for predicting the impact of development process improvements

PETER CRONEMYR†*, ANNA ÖHRWALL RÖNNBÄCK‡
and STEVEN D. EPPINGER§

This paper presents a method for simulating the impact of improvements to the engineering design process. The method can be used by managers and teams to prioritize the most valuable process improvements among several suggested ones, before they actually take place. The method is based on the design structure matrix (DSM) developed by Steward (1981), and an extension of DSM called the work transformation model developed by Smith and Eppinger (1997). We introduce two new concepts, total process time and simulated to-be/as-is ratio. Two applications are presented. The first, a gas turbine blade development process, illustrates the estimated gain of a process improvement, and evaluates the actual implementation. The second application, a buyer-supplier product development project, shows how the method could be used as a decision support tool in an inter-organizational context. Input to the process simulation comes from process descriptions and estimates of anticipated effects of process change at the activity level. Output shows the effect of such a change on a total process level.

1. Introduction

1.1. Iterative development process

The development process is often described as a sequence of project phases from conceptual design to production ramp up (see, for example, Andreasen and Hein 1987, Wheelwright and Clark 1992, or Ulrich and Eppinger 1995). While there have been quite extensive efforts to shift from sequential to parallel or concurrent tasks, the problem of iteration between coupled tasks is seldom addressed. Iteration within and between project phases is common in modern product development. Iterative development processes are discussed by Eppinger et al. (1994), Smith and Eppinger (1997), and MacCormack (1998).

Iteration is a somewhat negative word since it implies re-doing work. Hence the comment ‘We have to get rid of iterations by doing it right the first time’ is, or at least used to be, quite common in development process re-design. In development of high-tech products, where specialists from several domains have to be involved at the same time, iteration is not a negative word. Some iterations are of great value
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and even necessary. The problem is that iterations often take a long time to converge. Furthermore, the convergence criteria may change, or there may not be convergence criteria at all. To shorten the development time for a development project with iterations, Ulrich and Eppinger (1995) suggest two approaches.

(i) **De-couple tasks to avoid iterations:** If there is a well-understood interface between two interacting components of the product, it may be possible to de-couple development tasks to avoid iterations. This may be achieved by specifying the interface in advance.

(ii) **Perform faster iterations:** Many of the concurrent engineering tools available today may be used to perform coupled tasks more quickly, i.e. to perform more iterations quickly.

This paper presents a method for simulating the impact on development time of suggested process improvements such as avoiding or speeding up iterations. Fast iterations are required for fast developers, i.e. companies that are flexible and capable of rapidly adapting to new markets or technology conditions. Being a fast developer is the key to successful product development in many industries (Wheelwright and Clark 1992, Smith and Reinertsen 1998).

2. **Modelling development processes and simulating process improvements**

While much literature discusses the product development process on a highly aggregated level, consisting mainly of product development phases, the process maps that are used in this method are at a more detailed activity level.

2.1. **Flow charts**

Flow chart techniques, e.g. Gantt and PERT charts (Hillier and Liebermann 1986), are implemented in popular project management software such as MS Project. Planning of the activities is commonly carried out with the critical path method (CPM) where the sequence of activities taking the longest time determines the total project time. A problem, well known to PERT/CPM users, is that coupled-task iterations cannot be modelled. Instead, the time for iteration loops is estimated. In a Gantt or PERT flow chart, the iterations are therefore kept inside ‘black boxes’ of grouped activities. Such flow charts are not very useful for mapping iterative processes since the iterations are invisible, and consequently uncontrolled. Figure 1 illustrates sequential, parallel, and coupled activities. Figure 2 shows an example of an iterative process.

2.2. **Design structure matrix**

The design structure matrix (DSM), as developed by Steward (1981) and extended by Eppinger et al. (1994), is a technique based on representing the relation between any two activities as a binary (to, from) representation in the matrix cell. Each activity is represented by a row of input relations and a column of output relations. By partitioning the matrix, i.e. re-arranging the rows and columns in such a way that the activity relations are transferred to the lower triangle of the matrix, it is possible to find sequential, parallel and coupled activities (or activity blocks) in the matrix.1

---

1 In this application of DSM, no partitioning is necessary. For more information on partitioning algorithms, see the DSM web site (http://web.mit.edu/dsm).
To transform a flowchart of an iterative process into a DSM, one starts to rearrange the activities and arrows as indicated in figure 3. Then, when the activities are on the diagonal, with input arrows horizontal and output arrows vertical, it is easy to draw the DSM as can be seen in figure 4.

The marks in the matrix indicate what activity output is needed as input to other activities. This is an activity-based DSM (Eppinger et al. 1994). Other uses of DSM include parameter-based, function-based (Pimmler and Eppinger 1994), people-based, or team-based (McCord and Eppinger 1993) DSM analysis.

The marks can be exchanged for different icons to show different types of dependencies, e.g. input data needed to start an activity, input data needed to finish an activity, or input data needed to check an activity. Different icons or numerical values can be used to show different strengths of dependencies, e.g. weak dependency, medium dependency, or strong dependency.

2.3. Work transformation model

The work transformation model (WTM) (Smith and Eppinger 1997) is an extension of DSM. In a work transformation model, numbers are used instead of binary marks to show the strength of dependency expressed as rework fractions, with 0.0
meaning no rework and 1.0 meaning 100% rework when new information is transferred from an input activity.

In the first iteration loop, the activities are carried out without proper input data or perhaps with guessed input data. In the second and following iteration loops, the output data from the previous iteration are used as input data. This is called work transformation. If the process is convergent, then rework decreases as the iteration progresses. When the convergence criteria are satisfied, the iteration stops.

In a WTM, the DSM is split into two matrices: the work transformation matrix $A$, and the task time matrix $W$. In figure 5, the task times and rework fractions from figure 3 have been transformed into $A$ and $W$ matrices.

In the transformation matrix $A$, the off-diagonal elements represent the amount of rework that is generated for a certain activity when another activity is complete. For example, fully repeating activity 2 will lead to 30% rework of activity 4.

The numbers in the diagonal matrix $W$ represent the amount of time it takes to execute the activities the first time.

2.4. Assumptions

The work transformation model assumes that all activities are carried out in parallel at the same time (Smith and Eppinger 1997). The assumption of fully parallel activities is acceptable for many highly coupled, iterative processes, but does not represent a sequential process. Often there are some sequential activities within a parallel iteration process, but this may not affect the model results since these activities are inside a loop and will still be repeated many times. What may be a problem, however, is an activity that is only performed after a sub-process has converged, e.g. continue after accepted review. In that case, the matrix has to be divided into sub-matrices for the analysis.
The parallel assumption may look severe but, as was found in practical applications, it has a small influence on the final results given as total process time (TPT) and simulated to-be/as-is ratio (STAR). If one sub-iteration is converging quickly and another sub-iteration is converging slowly, the process does not converge until the slow iteration has converged. Then the activities in the fast sub-iteration have been executed several times with ‘close-to-zero’ rework. That may look strange but does not change the final result expressed as TPT and STAR.

Another assumption is that the matrix $A$ is static and linear. It does not change with time and there are no conditional relations. In a changing process, these are somewhat heavy assumptions and the WTM may not be reliable. To analyse sequential iterations, conditional relations, and non-linear timing characteristics, more general modelling techniques, such as signal flow graphs, may be used (see, for example, Eppinger et al. 1997, Andersson et al. 1998).

Another fundamental assumption is that there is no noise, i.e. no stochastic variation, in the process. Another approach has to be used to deal with this, e.g. robust process design (Phadke 1989, Bergman 1992, Bergman and Klefsjö 1994).

Figure 4. The design structure matrix (DSM).
Figure 5. The two matrices of the work transformation model (WTM).
2.5. Total process time TPT

The work vector \( u_i \) describes the amount of work done in each step \( i \). The amount of work in the initial step \( (i = 0) \) is 1 for all activities, meaning that all activities are carried out once, thus: \(^2\)

\[
\mathbf{u}_0 = [1 \ 1 \ 1 \ 1 \ 1]^T
\]  

(1)

Due to the work transformation, the amount of rework in the following iteration loop is:

\[
u_{i+1} = A u_i
\]  

(2)

For a convergent process (see later), the total work vector is:

\[
\mathbf{U} = \sum_{i=0}^{\infty} \mathbf{A}^i \mathbf{u}_0
\]  

(3)

By introducing eigenvalue decomposition, the infinite series can be solved exactly. Because the eigenvector matrix is often ill-conditioned, it may not give a robust solution. (For more details, see Smith and Eppinger 1997. However, eigenvalue decomposition is introduced for another purpose in the section 2.8.) Instead, as was found in practical applications, the series may be truncated after only very few iterations. The simulations presented in this paper (made with the software Matlab\(^3\)) were often truncated after 10 iterations, satisfying a chosen convergence criterion.

The total work vector may be scaled with the actual duration of each activity, i.e. the task times in the diagonal matrix \( W \). Thus, the total process time vector \( WU \) is:

\[
WU = W \sum_{i=0}^{\infty} A^i u_0
\]  

(4)

and the scalar TPT is the sum of all elements in the total process time vector:

\[
\text{TPT} = \sum_{j=1}^{n} (WU)_j
\]  

(5)

where \( n \) is the number of elements in the total process time vector \( WU \).

2.6. Convergence of iterations

In the first iteration step, all activities are fully carried out, i.e. they are done once \( (u_0 \) equals a vector of ones). The process time for the first step is the sum of the diagonal elements of \( W \). The work increments will decrease in the following steps if the process is convergent. A sufficient, but not necessary, criterion for convergence is that the entries in either every row or in every column of the transformation matrix \( A \) sum to less than one. In the example in figure 5, this is true for all columns but not for the rows. As can be seen later in figure 8, the process in the example is convergent. After only 10 iterations, the TPT reaches a stable value (in this example,

\(^2\) The dimension is equal to the number of activities, \( n \).
\(^3\) Matlab, Trademark of The MathWorks Inc.
15.9 time units). In real product development processes, iterations with very small changes near convergence are not performed. Instead, the process is stopped after the major iterations are completed.

2.7. Simulated to-be/as-is ratio STAR

The calculated TPT is a measure of the total amount of working time, i.e. effort, required for the process to converge. TPT has units of work (e.g. person-hours). However, TPT expressed as an absolute value is of somewhat limited value. Instead, TPT for the given as-is process and TPT for the changed to-be process are related. The change introduced to the process, e.g. a new software or a new work method, is a ‘small disturbance’ to the system. The process map stays the same but the numbers change. Hence, the STAR is a sensitivity measure of a suggested improvement as a linearization around an existing process.

\[
\text{STAR} = \frac{\text{TPT}_{\text{to-be}}}{\text{TPT}_{\text{as-is}}} \tag{6}
\]

STAR is a relative measure of the overall impact of a suggested process improvement.

2.8. Identifying potential for improvement

One question that emerges is which improvements to suggest. There may have been several suggestions already before the process map was developed and those could of course be examined, but there is another way to find out where potential improvements could have most effect.

Each eigenvalue of the transformation matrix \( A \) represents the convergence rate for one possible iteration mode in the process. The iteration mode with the slowest convergence rate is identified by the largest eigenvalue that always is positive and real (Smith and Eppinger 1997). The eigenvalues and eigenvectors of \( A \) are found by decomposing \( A \) according to:

\[
A V = V D \tag{7}
\]

where \( D \) is a diagonal matrix of the eigenvalues of \( A \), and \( V \) is the corresponding eigenvector matrix. Note that it is not necessary to invert the eigenvector matrix that often is ill-conditioned. The eigenvalues and eigenvectors presented in this paper were easily solved by the use of Matlab.

The eigenvalues (the diagonal elements of \( D \)) and the first eigenvector (the column in \( V \) corresponding to the largest eigenvalue) of \( A \) for the iterative process in the example are given in figure 6. As can be seen, the largest eigenvalue is positive and real. Furthermore, the eigenvector associated with this eigenvalue has positive (and real) elements. Each of these elements characterizes the relative contribution of one activity in the slowest converging iteration mode. The interpretation of the other eigenvalues with corresponding eigenvectors is more difficult and hence no more than the first mode is used here. (Smith and Eppinger (1997) present a more thorough interpretation.)

The interpretation of the slowest converging iteration mode is that activity 5 has

\[^4\]To compute calendar time instead of effort, Smith and Eppinger (1998) propose modified equations.
the largest contribution. Also, by looking at the task time matrix in \( W \) (figure 5) we see that activity 5 has the longest task time. It is evident that, to reduce the total process time and hence get a lower STAR, we should concentrate on activity 5, its task times and its rework fractions.

2.9. Comparison of suggested improvements

Two different improvements in activity 5 are suggested (figure 7). Improvement #1 is a make-less-iterations improvement, e.g. better interface to activity 5. All rework fractions in row 5 and in column 5 of the \( A \) matrix have been divided by two. Improvement #2 is a work-faster improvement, e.g. faster tools for activity 5, hence the task time for activity 5 in the \( W \) matrix has been divided by two.

In figure 8, the TPT, the \( U \) vector (total work vector) and the \( WU \) vector (total process time vector) after 10 iterations are given.

In the left part of the figure, the TPT, \( U \) and \( WU \) are given for the as-is process and for a suggested improvement #1. In the right part, the as-is process is compared with suggested improvement #2.

For the make-less-iterations improvement, the work as well as the amount of time decrease considerably for activities 2 and 5, and some also for 3, 4, and 6. The TPT after 10 iterations is 10.1 time units and, hence, the STAR is 10.1 / 15.9 = 0.64.

For the work-faster improvement the \( U \) vector stays unchanged but the TPT decreases because the total time required by activity 5 decreases, giving TPT = 12.9 time units and STAR = 12.9 / 15.9 = 0.81.

One of the most interesting things to notice is that improvement #1, in addition to giving a lower STAR, also gives a much faster convergence than the as-is process and improvement #2. Look especially at the time/iteration curves (lower curves) in
The number of necessary iterations decrease by half. In reality, the most successful improvements are combinations of fewer iterations and working faster. A combination of the two improvements in this example, i.e. to use both the new $A$ matrix and the new $W$ matrix, would shorten the TPT even more, giving a STAR = 0.54, i.e. a total time reduction of 46%.

Figure 7. Two different improvement suggestions.
3. Application to gas turbine blade development

In this section, we describe an application of this method to a gas turbine blade development process at ABB STAL. Among the most critical components of a gas turbine are the blades. Due to the extreme technical demands on gas turbine blades, the development of the blades is a very complicated, coupled process. It includes several specialists from several technical domains. In an effort to achieve increased integration, a project was launched at ABB STAL with the mission of mapping the development process improvements. The simulation results from two different suggested process improvements (as-is, dark bars at back; improvements, lighter bars in front) are shown in Figure 8.

5 Since 1999, ABB STAL has become a part of ALSTOM Power (www.se.alstom.com).
as-is process and to suggest improvements in a to-be process map for gas turbine blade development.

3.1. As-is process maps

The as-is process map (figure 9), was developed over several months by a small project team, consisting of seven engineers normally working with gas turbine blade development (among them, one of the authors of this paper). The main process consisted of three sub-processes: aerodynamic design, mechanical design and verifying mechanical integrity. The main reason for this division was that the activities of those sub-processes were carried out by engineers from different departments with names similar to those of the sub-processes. By looking at the process map in figure, 9 it is obvious that the activities and the sub-processes are highly coupled. Hence the map was transformed to a DSM (figure 10). Also, a task-time matrix $W$ and a transformation matrix $A$ for the as-is process were created but, since the numbers are not for public display, only the binary DSM is shown in this article.

3.2. Simulations of suggested improvements

Only a short while after the process team had begun working with the as-is map, they discovered things that could be improved. Even though those suggested improvements often were obvious and easy to fix, they had not been suggested earlier since they dealt with matters that had fallen between the responsibilities of the different departments. Some of these improvements were implemented at once, since there was no reason to wait if it could easily improve the process.

Other process improvements that were suggested from looking at the as-is map were more extensive and could not be implemented at once because the project group did not have the authority to implement them. Such improvement suggestions included change of computer-aided design/computer-aided engineering (CAD/CAE) software and earlier manufacturing involvement.

Figure 9. As-is process map for the gas turbine blade development process (courtesy of ABB Stal 1997).
The discussion on choice of a common CAD/CAE software had been going on for a while. The stress engineers claimed that, if the mechanical designers and the stress engineers used a common CAD/CAE software utilizing parameterized geometry (the one that the stress engineers already used for finite element pre- and post-processing), it would shorten the development time considerably. People in other departments thought other aspects of the choice of CAD/CAE software were more important and did not really think that the stress engineers should have opinions on the tools within mechanical design.

Analysis of the highest eigenvalue and the corresponding eigenvector of the matrix showed that the slowest converging iteration mode consisted of activities, with a lot of rework in each iteration, mainly within mechanical integrity (see figure 11). It also consisted of some activities, but without a lot of rework, within mechanical design. This meant that the stress engineers had to re-do a lot of work every time a changed geometry was delivered from the mechanical designers. This supported the suggestion of a common CAD/CAE software for these two domains. Therefore, a study was made with the purpose of measuring the task times and rework fractions for finite element modelling for different CAD/CAE software combinations at the departments.

The results from the study, presented in table 1, were implemented in the and matrices (see figure 12) and used for TPT calculations. Results from simulations showed that the simulated to-be process, compared with the as-is process, has STAR = 0.83 (see table 2). The overall development time for the gas turbine blades would decrease by 17% by switching the CAD/CAE software of the mechanical design department. By inspecting the total work vectors in figure 13, we notice that the
amount of work decreases considerably for the stress engineers within the mechanical integrity process (activities 31–45) but not that much within the other two sub-processes. There were also opinions that the new software was a better CAD software, and hence the total work in the mechanical design process would decrease. Furthermore, the use of common geometry models would increase the cross-disciplinary cooperation, but none of those matters have been taken into account in

![Figure 11. Eigenvalues and first eigenvector of A for the blade development process.](image)

<table>
<thead>
<tr>
<th>Modelling time for different processes</th>
<th>Create first finite element model</th>
<th>Updating blade geometry</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>As-is process</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Different CAD/CAE software</td>
<td>80 (time units)</td>
<td>56 (time units)</td>
<td>0.70</td>
</tr>
<tr>
<td>(not parameterized geometry)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>To-be process</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Common CAD/CAE software</td>
<td>20 (time units)</td>
<td>1 (time unit)</td>
<td>0.05</td>
</tr>
<tr>
<td>(not parameterized geometry)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Results from study of blade modelling times.

<table>
<thead>
<tr>
<th>Suggested improvement</th>
<th>TPT_{to-be} (time units)</th>
<th>TPT_{as-is} (time units)</th>
<th>STAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common CAD/CAE software</td>
<td>193</td>
<td>231</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Table 2. STAR for suggested improvement: common CAD/CAE software.
the present paper. Only new task times and rework fractions for finite element modelling have been included in the simulation. Still, 17% of the total person-hours for such a development project is a lot of money, hence the company decided to make the suggested investment.

Installing the common CAD/CAE software for the gas turbine development team led to many problems, as one could expect. To change the team software, they also had to adapt the process. After some months, the people had adapted to the new software and the simulated improvements were realized. The stress engineers confirmed the to-be finite element modelling times from the study and the engineers in the team thought that the iterations had become faster.

It is not quantitatively proven that the faster iterations were actually making the process time shorter. Since the engineers are in the middle of the process, there is no way for them to measure the new total process time. Qualitatively, however, the engineers and project managers expressed in discussions that ‘things got finished faster’.

4. Application to buyer–supplier cooperation in aircraft development

In the military aircraft industry, high complexity of products combined with shrinking national defence budgets (Augustine 1983) have forced companies to cooperate in product development. The tradition to keep the supplier at an arm’s length distance, both for cost reduction and security reasons, is now rapidly changing...
Figure 13. Simulation results from the suggested process improvement: common CAD/CAE software.
towards a partnership behaviour built on trust between the parties. Such collaboration between organizations and over national borders requires efficient communication. This is emphasized in collaborative product development, especially in the early phases where the uncertainties are considerable about technology choice, product characteristics, or teamwork cooperation methods, and contracts cannot specify all details of the forthcoming product (Helper 1996).

In studies carried out in the aerospace industry during 1997–1999, it was found that engineers needed better communication support, and saw the benefits of a web-based communication platform as a complement to telephone, fax, e-mail communication, and physical meetings. However, although prototypes had been constructed, a full-scale tool had not, at the time of the study, been successfully implemented. One important reason was a hesitation to further invest in information technology tools since the return on investment in information technology (IT) during the 1990s had been difficult to measure. Therefore, both managers and product development engineers asked for better decision support tools to estimate expected effects of IT investments.

4.1. Process map according to plan

The process map of figure 14 shows the collaborative product development activities between a systems integrator and its major supplier. It is generalized mainly from the studied development cases. The cases are described from both the buyer and the supplier perspective, where project activities (boxes 1–28) are conducted by integrated product development teams (IPTs), one in the supplier company and one in the systems integrator company. The arrows show the dependencies between activities.

It was found that development was carried out at the partner companies separately, with some common activities where the parties meet. The common activities are shown in the middle, together with some of the most important documents that are exchanged, such as the Request for Information and the Request for Quotation in the beginning, the Contract and the Requirement Specification, and the Final Certificate at the end of the project. To give an overview of the process activities, they are grouped into three main phases: the concept phase (activities 1–9), the design phase (10–21), and the test and integration phase (22–28). In the DSM (see figure 15), the dependencies between the activities in the three phases are shown.

4.2. Simulations of suggested improvements

The suggested improvements presented in this paper are based on the idea that a common project web site for communication between the systems integrator and the major supplier could be used in all steps of the design phase, after the contract...
is signed, i.e. after the concept development phase. The interviewed engineers suggested the functions stated in table 3 of a common web-based platform. Of these, the first five are quite easily implemented in a web-based communication platform,\(^9\) while exchange of product data is more complex, requiring

---

9 Prototypes containing this functionality had already been produced during the time of the study in the research project LARP (www.liu.se/org/imie/larp), for M.Sc. courses at the university department (www.eki.liu.se), and in the com-onweb™ project (www.com-onweb.com).
common standard formats and an inter-organizational product data management system. At the time of the study, commercial full-scale tools supporting this were not found in use, and therefore the simulation was carried out for functions (1)–(5).

The to-be process is called the ‘common project web’ in figure 16, where the simulated changes from the as-is to the to-be process are shown. The following assumptions in the to-be process were made. At each company, one or two persons (‘web masters’) were added with the task of helping project leaders and teams to manage project information and to teach them how to use the project web. Information published on the project web makes it quickly available for the person who needs it, enabling time reductions of product development activities, with larger gains at the supplier. The common project web gave no time reduction for review meetings. Today, misunderstandings in the later phases often derive from lack of communication in the early phases. In the to-be process, more iterations (larger dependencies between activities) were estimated in the early phases of the development process, but fewer in the late phases, since increased information sharing between the IPTs enhances early conceptual discussions.

The results (see table 4) show that the total process time of 224 time units with the current communication tools could be reduced to 150 if a common project web is used, although the number of persons is increased by three to four persons throughout the project. As a decision support tool, this method can provide guidance on questions such as:

- If the resources are limited, which tools, or part of a tool, should be implemented?

<table>
<thead>
<tr>
<th>Number</th>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>Project data</td>
<td>Contact lists and photos of people involved in the project, action lists, schedule, documents (such as project specifications, minutes of meetings, etc.), budget and resource planning, project history, and national specifics, such as a calendar where holidays are marked.</td>
</tr>
<tr>
<td>(2)</td>
<td>Update alert and filtering</td>
<td>Access levels and filtering, in order to direct information to the right person and avoid problems of information overflow.</td>
</tr>
<tr>
<td>(3)</td>
<td>Informal communication forums</td>
<td>Electronic notice boards, sorted on different discussion themes, equipped with text search engines.</td>
</tr>
<tr>
<td>(4)</td>
<td>Work process and rules</td>
<td>Project management methods, work process descriptions, etc.</td>
</tr>
<tr>
<td>(5)</td>
<td>Links</td>
<td>Interactive links to common information sources, such as standardization organizations, common suppliers, customer sites, universities, etc.</td>
</tr>
<tr>
<td>(6)</td>
<td>Product data</td>
<td>Requirement specifications, change requests, engineering data, such as early product models, CAD data, simulation digital prototyping, integration and test results, configurations, production planning, and cost estimations.</td>
</tr>
</tbody>
</table>

Table 3. Functions of a common web-based platform as suggested by interviewed engineers.
Figure 16. Simulation results from the suggested process improvement: common project web.
4.3. Potential for process improvement

When a process simulation indicates high economic impact, the investment decision will most likely be prioritized on top management’s agenda, and other related issues will be considered in relation to potential savings. For investment in a web-based tool, an issue to discuss could be Internet security compared with the company’s current information management procedures.

The simulated improvements based on a common project web with quite simple functionality indicate a 33% shorter development process. When more extensive web-based exchange of product data is realized, larger time gains can be expected. Cost gains are expected if a larger part of the new system concept can be evaluated with digital prototypes, communicated over the common web.10 The expensive tooling and production ramp-up activities would then create opportunities for better accuracy, and at lower cost. To integrate customer and sub-tiers in the common communication platform could also lead to substantial improvements. With the process simulation method, such gains can be estimated by analyzing the development activities. The gains can then be related to anticipated costs for implementation, training, and the collocation required early in the product development process to make the solution effective.

It is clear that the simulated to-be/as-is ratio is an important indicator of how web-based communication tools could change product development cycle time. However, it does not answer questions of long-term consequences on the relationship between partners. That needs to be investigated through in-depth case studies.

5. Discussion and conclusions

Task-based DSM is one of very few tools for mapping and visualizing iterative processes. From a DSM, it is easy to get a holistic view of a complex development process where flow charts become too complicated.

In this method, processes are studied at a very detailed level. The WTM and the STAR concepts are easy to use for process improvement simulations. The assumptions made in the method are linearity and stability of the process and fully parallel task execution. The parallel assumption may look severe but, as was found in practical applications, that has a small influence on the final results given as TPT and STAR. If these assumptions correspond to the actual process, the output provides good guidance for further process development and improvement.

\[ \text{Suggested improvement} \]

<table>
<thead>
<tr>
<th>Suggested improvement</th>
<th>TPT\text{to-be} \ (time units)</th>
<th>TPT\text{as-is} \ (time units)</th>
<th>STAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common project web</td>
<td>150</td>
<td>224</td>
<td>0.67</td>
</tr>
</tbody>
</table>

Table 4. STAR for suggested improvement: common project web.

• Is it worth introducing a new tool late in a project? Where does it give most effect?
• Can we afford support personnel?

10 Tools such as inter-organizational PDM systems are now becoming available on the market (e.g. Eurostep’s Share-A-Space and PTC’s Windchill), and results pointing in this direction are being presented, e.g. by Boeing (Holly et al. 2000).
Of course, the method demands a detailed process map. One could argue that the main process improvements come from the knowledge gained from the process mapping itself, i.e. once the map exists, the suggestions for improvements become obvious.

On the contrary, it is the authors’ experience from process development that it is difficult to get the authority to implement major changes in an organization if it cannot provide an estimate of the payback on the investment. The STAR is such an estimate, since it quantifies the impact from a suggested improvement on the overall process performance, expressed as reduction of total process time. Hence, it is a good tool for speeding up improvements.
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