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Abstract

The iterative learning control (ILC) method improves performance of systems that repeat the same task several times. In this paper the standard norm-optimal ILC control law for linear systems is extended to an estimation-based ILC algorithm where the controlled variables are not directly available as measurements. The proposed ILC algorithm is proven to be stable and gives monotonic convergence of the error. The estimation-based part of the algorithm uses Bayesian estimation techniques such as the Kalman filter. The objective function in the optimisation problem is modified to incorporate not only the mean value of the estimated variable, but also information about the uncertainty of the estimate. It is further shown that for linear time-invariant systems the ILC design is independent of the estimation method. Finally, the concept is extended to non-linear state space models using linearisation techniques, where it is assumed that the full state vector is estimated and used in the ILC algorithm. It is also discussed how the Kullback-Leibler divergence can be used if linearisation cannot be performed. Finally, the proposed solution for non-linear systems is applied and verified in a simulation study with a simplified model of an industrial manipulator system.
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1 Introduction

The iterative learning control (ILC) method, [5,21], improves performance, for instance trajectory tracking accuracy, for systems that repeat the same task several times. Traditionally, a successful solution to many such problems can base the ILC control law on direct measurements of the control quantity. When this quantity is not directly available as a measurement, it has to be estimated from other measurements, [27]. In this paper the estimation-based ILC framework from [27] is combined with an ILC design based on an optimisation approach, referred to as norm-optimal ILC [2,3]. In addition, the estimation problem is formulated using recursive Bayesian methods, where the Kalman filter (KF) can be applied for linear systems. Extensions to non-linear systems are possible using linearisation, extended Kalman filter (EKF), or simulation based methods such as the particle filter (PF), [12,13]. Using batch formulation of data it is possible to analyse stability and stationarity performance of the ILC algorithm. Depending on the system assumption and estimator choice it is also possible to base the derivation of the optimal control law on different optimization criteria.

Previous work on ILC in combination with KF can be found in e.g. [1,19]. In [1,19] it is assumed that the controlled variable is the measured variable, affected by measurement noise. A model of the control error as a function of the ILC iteration index is developed and a KF is applied in order to reduce the measurement noise. The design of the ILC update law in [19] uses a quadratic criterion optimisation-based ILC and in [1] a P-ILC algorithm is used. In [25–27] the measured and controlled variable does not coincide. Therefore, estimation techniques are used to get the unknown state variables which are used in the ILC algorithm. In [26], the performance for a two-link flexible industrial robot is improved using filter-based ILC and an EKF to estimate the arm angles. Estimation-based ILC is also used in [25] applied to a Gantry-Tau parallel kinematic robot where a KF and a complementary filter is used for estimation. Theoretical properties of the estimation-based ILC are investigated in [27]. Estimation-based ILC using more advanced Bayesian techniques than KF such as PF and unscented Kalman filter have been used in [8] together with filter-based ILC. This paper generalizes the ideas in [8,25–27].
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to the case where the full probability density function (PDF) of the estimated quantity is used in an optimisation problem similar to the norm-optimal ILC [2,3]. In addition, the full knowledge of the estimated state vector from previous ILC iteration, enables non-linear extensions by utilising linearisation solutions in the proposed estimation-based ILC method.

This paper is organised as follows. In Section 2 an overview of ILC is given, where the norm-optimal ILC method is treated in detail. Section 3 discusses Bayesian filtering techniques. In Section 4 estimation-based ILC is defined, and extensions of the objective function are presented as well as stability and convergence results. Section 5 extends previous results to non-linear systems. Finally, Section 6 shows some simulation results.

2 Iterative Learning Control

The iterative learning control (ILC) method improves the performance of systems that repeat the same task multiple times. The ILC control signal \( u_{k+1}(t) \) is calculated using the error signal and the ILC control signal, both from the current iteration \( k \). A common update law is given by

\[
u_{k+1}(t) = Q(q) (u_k(t) + L(q)e_k(t)),
\]

where \( e_k(t) \) is the ILC error, \( q \) is the time-shift operator, \( t \) is time and \( k \) is the ILC iteration index. The filters \( Q(q) \) and \( L(q) \) are possibly non-causal. In the design of the filters, there is a trade off between convergence speed, error reduction and plant knowledge used in the design process. If the filter \( Q(q) \) is omitted and the filter \( L(q) \) is chosen as the inverse of the system, then the error converges to zero in one iteration. However, inverting the system will be very sensitive to model errors and may result in a very non-robust solution. Instead, the choice \( L(q) = \gamma q^2 \) is often used, where \( 0 \leq \gamma < 1 \) and \( j \) a positive integer are the design variables. Moreover, the filter \( Q(q) \) is introduced in order to restrict the high frequency influence from the error and also reduce the influence of measurement noise. Including \( Q(q) \) makes the ILC algorithm converging slower and to a non zero error. More on system related properties for ILC, see [11,23]. Other choices of ILC updating laws can be found in [10,11,21], where the norm-optimal ILC algorithm is the one used in this paper.

2.1 Norm-optimal ILC

In this section, the norm-optimal ILC algorithm will be explained for the common case where the measured variables \( y_k(t) \) and the controlled variables \( z_k(t) \) coincide. A thorough description of the norm-optimal ILC algorithm can be found in e.g. [2,3,14]. The method solves

\[
\begin{align}
\text{minimise} & \quad \sum_{t=0}^{N-1} \|e_{k+1}(t)\|_{W_e}^2 + \|u_{k+1}(t)\|_{W_u}^2 \\
\text{subject to} & \quad \|u_{k+1}(t) - u_k(t)\|_{\delta}^2 \leq \delta,
\end{align}
\]

where \( e_{k+1}(t) = r(t) - z_{k+1}(t) \) is the error, \( W_e \in S_{++}^{n_r} \), and \( W_u \in S_{++}^{n_u} \) are weight matrices for the error and the ILC control signal, respectively \(^1\). Let the Lagrangian function [22] be defined by

\[
\mathcal{L}(u_{k+1}(t), \lambda) = \frac{1}{2} \sum_{t=0}^{N-1} \|e_{k+1}(t)\|_{W_e}^2 + \|u_{k+1}(t)\|_{W_u}^2 \\
+ \lambda \|u_{k+1}(t) - u_k(t)\|_{\delta}^2 - \lambda \delta,
\]

where \( \lambda \in \mathbb{R}_+ \) is the Lagrange multiplier. The first-order sufficient conditions for optimality are given by the Karush-Kuhn-Tucker (KKT) conditions [22]. Instead of finding an optimal value of \( \lambda \), it is assumed that \( \lambda \) is a tuning parameter. By doing so, the optimum is obtained where the gradient of the Lagrangian function with respect to \( u_{k+1}(t) \) equals zero. The KKT conditions implies that the constraint \( \|u_{k+1}(t) - u_k(t)\|_{\delta} \leq \delta \) will always be satisfied with equality and where the value of \( \delta \) depends indirect of the value of \( \lambda \). A large \( \lambda \) implies a small \( \delta \) and vice versa. The second-order sufficient condition for optimality is that the Hessian of the Lagrangian function with respect to \( u_{k+1}(t) \) is greater than zero.

Stacking the vectors \( u_k(t) \), \( z_k(t) \), and \( r(t) \) for time \( t = 0, \ldots, N - 1 \) at the same ILC iteration \( k \) according to

\[
\begin{align}
u_k &= (u_k(0)^T \ldots u_k(N-1)^T)^T \in \mathbb{R}^{Nn_u}, \\
z_k &= (z_k(0)^T \ldots z_k(N-1)^T)^T \in \mathbb{R}^{Nn_r}, \\\nr &= (r(0)^T \ldots r(N-1)^T)^T \in \mathbb{R}^{Nn_r},
\end{align}
\]

which are known as super-vectors, gives

\[
\begin{align}
\mathcal{L} &= \frac{1}{2} \left[ e_{k+1}^T W_e e_{k+1} + u_{k+1}^T W_u u_{k+1} \\
&\quad + \lambda (u_{k+1} - u_k)^T(u_{k+1} - u_k) \right],
\end{align}
\]

where \( e_{k+1} = r - z_{k+1} \) and

\[
\begin{align}
W_e &= I_N \otimes W_e \in S_{++}^{n_r}, \\
W_u &= I_N \otimes W_u \in S_{++}^{n_u}.
\end{align}
\]

Here, \( I_N \) is the \( N \times N \) identity matrix and \( \otimes \) denotes the Kronecker product. In (5), the term including \( \lambda \delta \) is omitted since it does not depend on \( u_{k+1} \).

\(^1\) \( S_{++}^{n} \) denotes a \( n \times n \) positive definite matrix.
Using the state space model
\[ x_k(t + 1) = A(t)x_k(t) + B_u(t)u_k(t) + B_r(t)r(t), \]
\[ z_k(t) = C_z(t)x_k(t) + D_{zu}(t)u_k(t) + D_{zr}(t)r(t), \]
the batch description \(^2\) for \( z_k \) can be written as
\[ z_k = C_z\Phi x_0 + T_{zu}u_k + T_{zr}r, \]  
(7)
where the details are given in Appendix A. The objective function (5) using \( e_{k+1} = r - z_k \) becomes
\[ J = \frac{1}{2} u_{k+1}^T (T_{zu}^T W_e T_{zu} + W_u + \lambda I) u_{k+1} + \left( ((I - T_{zu}) r - C_z\Phi x_0)^T W_e T_{zu} + \lambda u_k^T \right) u_{k+1}, \]
where all terms independent of \( u_{k+1} \) are omitted.

As mentioned before, the minimum is obtained when the gradient of \( J \) equals zero. The second-order sufficient condition is fulfilled, since the Hessian matrix \( T_{zu}^T W_e T_{zu} + W_u + \lambda I \) is positive definite when \( W_e \in \mathcal{S}_{++}, W_u \in \mathcal{S}_{++} \) and \( \lambda \in \mathbb{R}_+ \). By solving the gradient equal to zero with respect to \( u_{k+1} \), and using (7) together with \( e_{k} = r - z_k \) to eliminate the terms involving \( r \) and \( x_0 \) gives
\[ u_{k+1} = Q \cdot (u_k + L \cdot e_k) \]  
(8a)
\[ Q = (T_{zu}^T W_e T_{zu} + W_u + \lambda I)^{-1} \]  
(8b)
\[ L = (\lambda I + T_{zu}^T W_e T_{zu})^{-1} T_{zu}^T W_e, \]  
(8c)
where the matrices \( Q \) and \( L \) are not to be confused with the filters \( Q(q) \) and \( L(q) \) in (1).

### 2.2 Stability Analysis

The stability can be analysed by considering the system in (7) with the tlc update law (8a). Using \( e_k = r - z_k \) gives the following iterative linear system
\[ u_{k+1} = Q \cdot (I - L \cdot T_{zu}) u_k + Q \cdot L \cdot ((I - T_{zu}) r - C_z\Phi x_0). \]  
(9)
The linear iterative system can be treated as a normal discrete-time state space model when investigating stability. The stability requirement becomes \( \rho(Q \cdot (I - L \cdot T_{zu})) < 1 \), where \( \rho(\cdot) \) is the spectral radius, i.e., the maximal absolute value of the eigenvalues, see e.g. [24]. In [23, Theorem 9] a requirement for monotone convergence is presented, which is stronger than only stability. Stability and convergence properties for the norm-optimal tlc algorithm in (8) is given in Theorem 1.

---

\(^2\) Also known as lifted system representation.

**Theorem 1 (Stability and monotonic convergence):** The iterative system (9) is stable and monotonically convergent for all system descriptions in (7) using \( Q \) and \( L \) from (8).

**PROOF.** From [23, Theorem 9] it holds that the iterative system (9) is stable and converges monotonically if \( \sigma(Q \cdot (I - L \cdot T_{zu})) < 1 \), where \( \sigma(\cdot) \) is the largest singular value. Using \( Q \) and \( L \) from (8) gives
\[ Q \cdot (I - L \cdot T_{zu}) = (T_{zu}^T W_e T_{zu} + W_u + \lambda I)^{-1} \]  
(10)
Since \( W_e \in \mathcal{S}_{++}, W_u \in \mathcal{S}_{++} \), and \( \lambda \in \mathbb{R}_+ \) it holds that the maximal singular value is less than one independent of the system description \( T_{zu} \).

Note that the requirement \( \sigma(Q \cdot (I - L \cdot T_{zu})) < 1 \) is general and can be used with any matrices \( Q \) and \( L \) to prove stability and monotone convergence.

In [9] it is concluded that the smallest error is achieved if \( W_u = 0 \), however \( W_u \neq 0 \) is used in order to handle model errors. Moreover, it is discussed that the convergence rate mostly depends on \( \lambda \), where \( \lambda = 0 \) gives deadbeat control w.r.t. the iterations and \( \lambda \to \infty \) makes the convergence rate arbitrarily slow.

Since the iterative system (9) is stable and monotonically convergent, it will converge to the asymptotic control signal \( u_\infty \) giving the asymptotic error \( e_\infty \). The stationary \( u_\infty \) and \( e_\infty \) can be obtained by using \( u_k = u_{k+1} = u_\infty \) and \( e_\infty = r - z_\infty \), see e.g. [9].

### 3 Bayesian Estimation

Consider the discrete-time state space model
\[ x(t + 1) = f(x(t), \tau(t), w(t)), \]  
(11a)
\[ y(t) = h(x(t)) + v(t), \]  
(11b)
with state variables \( x(t) \in \mathbb{R}^n_x \), input signal \( \tau(t) \in \mathbb{R}^n_{\tau} \), and measurement \( y(t) \in \mathbb{R}^n_y \), with known PDFs for the process noise, \( p_w(w) \), and measurement noise \( p_v(v) \). Let \( \mathcal{Y}^t = \{ y(i) \}_{i=1}^t \) denote the set of all measurements up to time \( t \).

The non-linear posterior prediction density \( p(x(t + 1) | \mathcal{Y}^t) \) and filtering density \( p(x(t) | \mathcal{Y}^t) \) for the Bayesian inference [15] are given by
\[ p(x(t + 1) | \mathcal{Y}^t) = \int_{\mathbb{R}^n_x} p(x(t + 1) | x(t))p(x(t) | \mathcal{Y}^t) \, dx(t), \]  
(12a)
\[ p(x(t) | \mathcal{Y}^t) = \frac{p(y(t) | x(t))p(x(t) | \mathcal{Y}^{t-1})}{p(y(t) | \mathcal{Y}^{t-1})}. \]  
(12b)
For the important special case of linear-Gaussian dynamics and linear-Gaussian observations, the Bayesian recursions in (12) have an analytical solution given by the KF, [17]. For non-linear and non-Gaussian systems, the PDF cannot, in general, be expressed with a finite number of parameters. Instead approximative methods are used.

For many non-linear problems, the noise assumptions and the system dynamics are such that a single Gaussian density approximates the underlying probability density sufficiently well. This is the idea behind the extended Kalman filter (ekf), [4,16], where the model is linearised around the previous estimate, and only the first and second order moments are estimated. The time update and measurement update for the ekf are given by

\[
\begin{align*}
\hat{x}(t+1) &= f(\hat{x}(t), \tau(t), 0), \\
P(t+1) &= P(t)P(t|t)F(t)^T + G(t)Q(t)G(t)^T, \\
\hat{x}(t) &= \hat{x}(t) - 1 + K(t)(y(t) - h(\hat{x}(t) - 1)), \\
P(t) &= (I - K(t)H(t))P(t|t - 1), \\
K(t) &= P(t|t - 1)H(t)^T(H(t)P(t|t - 1)H(t)^T + R(t))^{-1}.
\end{align*}
\]

where the linearised matrices are given as

\[
\begin{align*}
F(t) &= \nabla f(x(t), \tau(t), 0)|_{x(t)=\hat{x}(t)}, \\
G(t) &= \nabla w f(x(t), \tau(t), w(t))|_{x(t)=\hat{x}(t)}, \\
H(t) &= \nabla h(x(t))|_{x(t)=\hat{x}(t)}.
\end{align*}
\]

The variables \(P(t+1)\) and \(P(t)\) denote the covariance matrices for the estimation errors at time \(t+1\) and \(t\) given measurements up to time \(t\), and the noise covariances are given as

\[
\begin{align*}
Q(t) &= \Cov(w(t)), \\
R(t) &= \Cov(v(t)).
\end{align*}
\]

where the process noise and measurement noise are assumed to be zero mean Gaussian distributions.

The KF is given by the same equations for the time and measurement update, where the system matrices \(A\), and \(C\) are obtained during the linearisation procedure with no need to use the previous estimate.

If a single Gaussian density does not approximate the posterior distribution sufficiently good, then simulation based methods such as the particle filter (PF) can be used to approximate the posterior PDF, see for instance [7]. In this paper only the EKF is used as an estimator, but Section 5.3 discusses briefly extensions to the control law based on the entire PDF, which could be implemented using a PF.

4 Estimation-based ILC for Linear Systems

The error \(e_k(t)\) used in the ILC algorithm is the difference between the reference \(r(t)\) and the controlled variable \(z_k(t)\) at iteration \(k\). In general the controlled variable \(z_k(t)\) is not directly measurable, therefore the ILC algorithm has to rely on estimates based on measurements of related quantities. The situation is schematically described in Fig 1, where \(r(t)\) and \(u_k(t)\) denote the reference signal and the ILC input at iteration \(k\), respectively. There are two types of output signals from the system, \(z_k(t)\) denotes the controlled variable and \(y_k(t)\) the measured variable at ILC iteration \(k\). The system \(S\) can represent an open loop system as well as a closed loop system with internal feedback.

Let the error be given by

\[
e_k(t) = r(t) - z_k(t),
\]

where \(z_k(t)\) is an estimate of the controlled variable. The estimate can be given by a single value, but often a Bayesian filter is used which gives the estimated quantity as a PDF \(p(z)\) and the point estimate is given by \(z_k(t) = g(z(t))\), where \(z(t) \sim p(z(t))\) is a stochastic variable and \(g(\cdot)\) is a function. Usually, the expected value \(g(\cdot) = E[\cdot]\) is used, e.g. this is used in the EKF. If instead the PF is used, \(z_k(t)\) can be chosen as e.g. the maximum a posteriori (MAP) estimate. Since the EKF provides both the mean estimate and the covariance matrix for the estimation error, and the PF provides an approximation of the posterior distribution \(p(x(t)\mid y_t)\) more information than only a point estimate such as the expected value can be used in the control law. In this section, only linear system will be treated and the KF is used for estimation. Section 5 extends the ideas to non-linear systems. It both cases it must be assumed that i) the system is observable, and ii) the filter, used for estimation, converges.

For evaluation of the performance of the ILC algorithm, the true error

\[
e_k(t) = r(t) - z_k(t),
\]

is used.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig1}
\caption{System \(S\) with reference \(r(t)\), ILC input \(u_k(t)\), measured variable \(y_k(t)\) and controlled variable \(z_k(t)\) at ILC iteration \(k\) and time \(t\).}
\end{figure}

4.1 Estimation-based Norm-optimal ILC

The norm-optimal ILC from Section 2.1 can be extended to handle both the expected value and the covariance
matrix of the estimated control error. Using a KF to estimate the state vector and calculating the control error according to \( \hat{e}(t) = r(t) - \hat{z}(t) \) which gives that \( \hat{e}(t) \) has a Gaussian distribution. Let the state vector of the system be estimated using a KF, then it holds that
\[
\hat{x}(t) \sim \mathcal{N}(x; \hat{x}(t), P(t|t)). \tag{16}
\]
Moreover, let the estimated control variable be given by
\[
\hat{z}(t) = C_z(t)\hat{x}(t) + D_{zu}(t)u(t) + D_{z\nu}(t)r(t). \tag{17}
\]
Equation (17) is an affine transformation of a Gaussian distribution, hence
\[
\begin{align*}
\hat{z}(t) & \sim \mathcal{N}(z; \hat{z}(t), \Sigma_z(t)) \tag{18a} \\
\hat{e}(t) & = r(t) - \hat{z}(t), \tag{19a} \\
\Sigma_e(t) & = C_z(t)P(t|t)C_z(t)^T. \tag{19c}
\end{align*}
\]
Finally, the error \( e(t) = r(t) - \hat{z}(t) \) has the distribution
\[
\begin{align*}
e(t) & \sim \mathcal{N}(e; \hat{e}(t), \Sigma_e(t)), \tag{19a} \\
\Sigma_e(t) & = C_z(t)P(t|t)C_z(t)^T. \tag{19c}
\end{align*}
\]

### 4.1.1 Choice of Objective Function

A straightforward extension when the controlled signal \( z(t) \) is not measured but estimated, is to use the error \( e(t) = r(t) - E[z(t)] \) in the norm-optimal TLC equations from Section 2.1 without considering the information provided in the covariance matrix. Another approach is to utilise the covariance matrix as follows: The objective of TLC is to achieve an error close to zero. Only considering the mean value is insufficient since a large variance means that there is a probability that the actual error is not close to zero. Hence, the mean of the distribution should be close to zero and at the same time the variance should be small. However, from the KF update equations it follows that the covariance matrix for the estimation error is independent of the observed data. It only depends on the model parameters and the initial value \( P_0 \). Hence, it is not possible to affect the covariance of the error using \( u \). The covariance matrix is still a measure of how certain the estimated state is. A large covariance matrix indicates that the estimated state vector is uncertain. It is therefore natural to replace the term \( ||e_{k+1}(t)||_W^2 \) with
\[
||e_{k+1}(t)||_W^2 \tag{20}
\]
in (2). It means that if the estimated quantity is certain it will affect the objective function more than if it is less certain, i.e., an estimated error signal with large uncertainty has a low weight. The Lagrangian function becomes
\[
\mathcal{L} = \frac{1}{2} \sum_{t=0}^{N-1} ||e_{k+1}(t)||_W^2 + \lambda ||u_k + u_k||_W^2 + \lambda ||u_k - u_k||_W^2. \tag{21}
\]

### 4.1.2 Solution of the Optimisation Problem

The Lagrangian function (21) in matrix form is given by
\[
\mathcal{L} = \frac{1}{2} \left[ \hat{e}_{k+1}^T \mathcal{W}_e \hat{e}_{k+1} + u_k^T \mathcal{W}_u u_k + \lambda (u_k - u_k)^T (u_k - u_k) \right], \tag{22}
\]
where
\[
\hat{e}_k = \left( \hat{e}_k(0)^T \ldots \hat{e}_k(N-1)^T \right)^T \in \mathbb{R}^{N_n},
\]
\[
\mathcal{W}_e = \text{diag}(\Sigma_e^{-1}(0), \ldots, \Sigma_e^{-1}(N-1)) \in \mathbb{S}_{++}^{N_n}.
\]

Let the state space model be given by
\[
\begin{align*}
x_k(t+1) &= A(t)x_k(t) + B_u u_k(t) + B_v r(t) \\
y_k(t) &= C_y(t)x_k(t) + D_{yu}(t)u_k(t) + D_{yr}(t)r(t) \\
z_k(t) &= C_z(t)x_k(t) + D_{zu}(t)u_k(t) + D_{z\nu}(t)r(t)
\end{align*}
\]
then the output \( y_k \) and the estimate \( \hat{z}_k \) in batch form becomes
\[
\begin{align*}
y_k &= C_y(t)x_k + T_{yu} u_k + T_{yr} r, \tag{23} \\
z_k &= C_z(t)x_k + T_{zu} u_k + T_{z\nu} r + T_{zy} y_k, \tag{24}
\end{align*}
\]
where the KF recursion in batch form has been applied. See Appendix A for details. The Lagrangian function (22) using \( e_k = r - \hat{z}_k \) becomes
\[
\mathcal{L} = \frac{1}{2} u_k^T (T_u^T \mathcal{W}_e T_u + \mathcal{W}_u + \lambda I) u_k + \lambda u_k^T T_{zy} y_k + \mathcal{W}_e T_u u_k + \lambda u_k^T T_{z\nu} u_k \tag{25}
\]
where all the terms independent of \( u_k \) are omitted.

The same arguments as in Section 2.1 result in a positive definite Hessian matrix of \( \mathcal{L} \) in (25), hence taking the derivative of \( \mathcal{L} \) with respect to \( u_k \) equal to zero gives
the optimal ILC control signal

$$u_{k+1} = Q \cdot (u_k + L \cdot \hat{e}_k)$$

$$Q = (T_u^T W_e T_u + W_u + \lambda I)^{-1} \times (\lambda I + T_u^T W_e T_u)$$

$$L = (\lambda I + T_u^T W_e T_u)^{-1} T_u W_e$$

(26a), (24), and (23), and $e_k = r - \hat{z}_k$ have been used. The results for stability and monotone convergence for the ILC update law (26) is given in Theorem 3.

**Theorem 3 (Stability and monotonic convergence):** The iterative system (27) is stable and monotonically convergent for all system descriptions in (24), and (23) using $Q$ and $L$ from (26).

**Proof.** The proof is the same as for Theorem 1 with the variable change $T_{zu} \rightarrow T_u$. \hfill \square

The asymptotic control signal $u_\infty$ and asymptotic error $e_\infty$ can be obtained similar to what is discussed in Section 2.2.

### 4.2 Estimation using Internal Signals

In the derivation of the estimation-based norm-optimal ILC update law in Section 4.1 it is assumed that the Kalman filter takes the signals $r(t)$ and $u_k(t)$ as inputs. In general the estimation problem does not work with $r(t)$ and $u_k(t)$. As an example, a system with a feedback loop uses the input to the controlled system for estimation, not the input to the controller. More general, the estimation problem only uses a part of the full system $S$ for estimation, whereas the other part is completely known or not interesting to use for estimation. Nevertheless, the structure in Fig 1 is a valid description of the estimation-based ILC.

Let $\tau_k(t)$ be the known signal used for estimation, hence the estimated variable can be written as

$$\hat{z}_k(t) = F_{z\tau}(q)\tau_k(t) + F_{z\psi}(q)y_k(t).$$

(28)

However, the signal $\tau_k(t)$ can be seen as an output from a system with $r(t)$, $u_k(t)$, and $y_k(t)$ as inputs, hence

$$\tau_k(t) = F_{\tau r}(q)r(t) + F_{\tau u}(q)u_k(t) + F_{\tau y}(q)y_k(t).$$

(29)

Combining (28) and (29) gives

$$\hat{z}_k(t) = T_{z\tau}(q)r(t) + T_{z\psi}(q)u_k(t) + T_{z\psi}(q)y_k(t),$$

(30)

where

$$T_{z\tau}(q) = F_{z\tau}(q)F_{\tau r}(q), \quad T_{z\psi}(q) = F_{z\tau}(q)F_{\tau u}(q)$$

$$T_{z\psi}(q) = F_{z\tau}(q)F_{\tau y}(q) + F_{z\psi}(q),$$

which is in the form described in Fig 1. It is straightforward to take this into consideration when deriving the ILC update control law and it changes only the definition of $T_{zu}$, $T_{z\tau}$, and $T_{z\psi}$. Note that the dimension of the
5 Estimation-based ILC for Non-linear Systems

The estimation-based norm-optimal ILC in Section 4.1 can be extended to non-linear systems. The minimisation problem is the same as in (2) but the dynamics and measurements are given by non-linear functions, hence the minimisation problem has to be solved using a numerical solver. However, an estimate of the complete state trajectory is given from the estimation step at the previous ILC iteration which can be used for linearisation of the non-linear state space model. The only necessary assumption is to have \( u_{k+1} \) close to \( u_k \) which is possible to achieve by assigning \( \lambda \) a large enough value. The drawback is that the convergence rate can become slow.

Sections 5.1 and 5.2 discuss the solution and stability analysis for the linearised model, and Section 5.3 discusses briefly possible extensions without performing any linearisation.

5.1 Solution using Linearised Model

The non-linear model

\[
\begin{align*}
x_k(t + 1) &= f(x_k(t), u_k(t), r(t)) \\
y_k(t + 1) &= h_y(x_k(t), u_k(t), r(t)) \\
z_k(t + 1) &= h_z(x_k(t), u_k(t), r(t))
\end{align*}
\]  

(31a)

(31b)

(31c)

is linearised around \( x_{k-1}(t) \), \( u_{k-1}(t) \), and \( r(t) \) giving the linear model

\[
\begin{align*}
x_k(t + 1) &= A_{k-1}(t)x_k(t) + B_{k-1}(t)u_k(t) + s_{x,k-1}(t) \\
y_k(t) &= C_{y,k-1}(t)x_k(t) + D_{y,k-1}(t)u_k(t) + s_{y,k-1}(t) \\
z_k(t) &= C_{z,k-1}(t)x_k(t) + D_{z,k-1}(t)u_k(t) + s_{z,k-1}(t)
\end{align*}
\]

(32)

where

\[
\begin{align*}
A_{k-1}(t) &= \left. \frac{\partial f}{\partial x} \right|_{x=x_k(t), u=u_k(t), r=r(t)} \\
B_{k-1}(t) &= \left. \frac{\partial f}{\partial u} \right|_{x=x_k(t), u=u_k(t), r=r(t)} \\
C_{y,k-1}(t) &= \left. \frac{\partial h_y}{\partial x} \right|_{x=x_k(t), u=u_k(t), r=r(t)} \\
C_{z,k-1}(t) &= \left. \frac{\partial h_z}{\partial x} \right|_{x=x_k(t), u=u_k(t), r=r(t)} \\
D_{y,k-1}(t) &= \left. \frac{\partial h_y}{\partial u} \right|_{x=x_k(t), u=u_k(t), r=r(t)} \\
D_{z,k-1}(t) &= \left. \frac{\partial h_z}{\partial u} \right|_{x=x_k(t), u=u_k(t), r=r(t)}
\end{align*}
\]

(33a)

(33b)

(33c)

Here, the matrices and \( s \)-variables only depend on the previous ILC iteration, hence they are known at the current iteration. Using the linearised state space model gives, as before, the estimate \( \hat{z}_k(t) \) and the output \( y_k(t) \) in batch form

\[
y_k = Cy_{k-1} \Phi_{k-1} x_0 + Ty_k u_k + T_{y_k} s_{x,k-1} x_{k-1} + s_{y,k-1}
\]

\[
\hat{z}_k = Cy_{k-1} \Phi_{k-1} x_0 + Ty_k u_k + T_{y_k} s_{x,k-1} x_{k-1} + s_{y,k-1} + s_{z,k-1}
\]

where all the matrices in the right hand side are dependent of \( k \), and the vectors \( s_{x,k-1}, s_{y,k-1}, \) and \( s_{z,k-1} \) are stacked versions of \( s_{x,k}(t), s_{y,k}(t), \) and \( s_{z,k}(t) \). The norm-optimal ILC problem can be formulated and solved in the same way as described in Section 4.1.2. Unfortunately, since the batch form matrices are dependent of \( k \), the last step of the solution where the terms including \( r, x_0 \) and \( x_0 \) are removed, cannot be performed. Here, the terms including \( s_{x,k-1}, s_{y,k-1}, \) and \( s_{z,k-1} \) will also remain. Note that the weight matrix for the error is also dependent of \( k \), since it consists of the covariance matrices for the control error. The solution is given by

\[
u_{k+1} = (T_{u,k}^T \mathcal{W}_e, k T_{u,k} + \mathcal{W}_u + \lambda I)^{-1} \left[ \lambda u_k + T_{u,k}^T \mathcal{W}_e, k (r - C_{z,k} \Phi_{k-1} x_0 - T_{z_{x,k}} s_{x,k} \right]
\]

\[-T_{z_{y,k}} s_{y,k} - s_{z,k} - T_{z_{y,k}} \Phi_{k-1} C_{y,k} x_0 + T_{y_k} s_{x,k} + s_{y,k})
\]

(32)

where \( T_{u,k} = T_{x,u} + T_{x,y} T_{y,k} \). The initial condition \( x_0 \) is of course not known, hence \( x_0 \) must be used instead.

If the change in \( u \) is sufficiently small, i.e., \( |u_{k+1} - u_k| \) is small enough, then the approximation \( T_{y,u,k-1} \approx T_{y,k} \) and similar for the rest of the matrices and variables can be appropriate. Note that the change in \( u \) depends strongly on the choice of \( \lambda \). If that is the case then the ILC update law (32) is simplified to

\[
u_{k+1} = \mathcal{Q}_k \cdot (u_k + L_k \cdot e_k)
\]

\[
\mathcal{Q}_k = (T_{y,k}^T \mathcal{W}_e, k T_{u,k} + \mathcal{W}_u + \lambda I)^{-1} \times (\lambda I + T_{u,k}^T \mathcal{W}_e, k T_{u,k})
\]

\[
L_k = (\lambda I + T_{y,u,k}^T \mathcal{W}_e, k T_{u,k})^{-1} T_{y,u,k}^T \mathcal{W}_e, k
\]
5.2 Stability Analysis for the Linearised Solution

For non-linear system, utilising the above described linearisation technique, gives ILC iteration-variant system descriptions. Hence, stability cannot be ensured as for the linear system previously analysed. Instead the convergence results from [23], which are based on theory for discrete time-variant systems, has to be used. The stability properties for the iteration-variant ILC system (32) is presented in Theorem 4.

**Theorem 4 (Iteration-variant stability):** The ILC system (32) is stable for all linearised systems.

**PROOF.** From [23, Corollary 3] it follows that the ILC system (32) is stable if

\[ \hat{\sigma} \left( (T_{u,k} W_{x,k} T_{u,k} + W_u + \lambda I)^{-1} \lambda \right) < 1, \]

for all k. Moreover, it holds that the weight matrix \( W_{x,k} \in \mathbb{S}_{++} \) for all k, due to the construction from the covariance matrices. This fact, together with the fact that \( W_u \in \mathbb{S}_{++} \), and \( \lambda \in \mathbb{R}_+ \) guarantee that (34) is fulfilled for all k, hence the ILC system is stable. \( \square \)

5.3 Extension without Linearisation

If no linearisation can be used, or if the estimate is given by a PF, then the objective function can be modified using e.g. the Kullback-Leibler (KL) divergence [18]. As discussed in Section 4.1.1 it is desirable to have the mean of the distribution of the control error close to zero and at the same time having a small variance. One way to measure this is to compare the PDF of the error with a desired PDF with zero mean and small variance. One such measure is the KL-divergence, which for the two PDFs \( p(x) \) and \( q(x) \) is defined as

\[ D_{KL}(p(x)||q(x)) \overset{\Delta}{=} \int_{\mathbb{R}^n} p(x) \log \frac{p(x)}{q(x)} \, dx \geq 0, \]  

(35)

with equality if and only if \( p(x) = q(x) \). Moreover, the KL-divergence is not symmetric, i.e., \( D_{KL}(p(x)||q(x)) \neq D_{KL}(q(x)||p(x)) \). The KL-divergence is closely related to other statistical measures, e.g., Shannon’s information and Akaike’s information criterion [6]. A connection to Fisher information can also be found [18]. The objective function (2) is modified by replacing the term \( \|e_{k+1}(t)\|^2_{W_a} \) with the KL-divergence \( D_{KL}(q(e_{k+1}(t))||p(e_{k+1}(t))) \), where \( p(e_{k+1}(t)) \) is the actual distribution of the error given by the estimator, and \( q(e_{k+1}(t)) \) is the desired distribution for the error, which is to be chosen.

Although, using this idea is outside the scope of this work. It can be noted that, using the KL-divergence for the linear case where \( q(e(t)) \) is Gaussian distributed, see Section 4.1, gives exactly the same Lagrangian function as described in Section 4.1.1. It follows from the fact that if \( p(e(t)) \) is Gaussian then it is reasonable to assume that it should resemble \( q(e(t)) = N(e; 0, \Sigma) \), where \( \Sigma \) is a, not too large, constant to choose. Straightforward calculations utilizing two Gaussian distributions, see [6] for details, give the following KL-divergence

\[ D_{KL}(N(x; \mu_0, \Sigma_0)||N(x; \mu_1, \Sigma_1)) = \frac{1}{2} \left( \text{tr} \Sigma_2^{-1} \Sigma_1 + (\mu_1 - \mu_2)^T \Sigma_2^{-1} (\mu_1 - \mu_2) + \log \frac{\Sigma_2}{\Sigma_1} - n_x \right), \]

(36)

where \( \text{tr} \) is the trace operator and \( |\cdot| \) the determinant of a matrix. With \( p(e(t)) \) from (19) and \( q(e(t)) = N(e; 0, \Sigma) \) give

\[ D_{KL}(q(e(t))||p(e(t))) = \frac{1}{2} e(t)^T \Sigma_e^{-1} (e(t) + \xi), \]

(37)

where \( \xi \) is constant with respect to \( x, u, \) and \( y \). The expression in (37) is the same as the one in (20). By interchanging the distributions \( p \) and \( q \) the result will be the norm of the mean error but now weighted with \( \Sigma_e^{-1} \), which is a tuning parameter, hence no information of the covariance matrix of the control error is used.

6 Simulation Results

The norm-optimal ILC control law for non-linear systems, described in Section 5.1 is evaluated on a flexible single joint model, see Fig 2, where the estimation is performed using an EKF. The single joint model is based on the two-axes model in [20], where the model structure and the parameters are presented. To get a single joint model, the second joint for the two-axes model has been positioned in \(-\pi/2\) and it is assumed rigidly attached to the first arm. The link is modelled as a rigid-body and the joint flexibility is modelled as a spring damping pair with non-linear spring torque and linear damping. Finally, the motor characteristics are given by a non-linear friction torque.

Using the state vector \( x = (q_a \ q_m \ \dot{q}_a \ \dot{q}_m)^T \), where \( q_a \) is the arm angle and \( q_m \) the motor angle, and the dynamical model gives a non-linear state space model according to \( \dot{x} = f(x, \tau) \). The continuous-time model is discretised using Euler sampling giving the discrete-time model \( x(t+1) = f(x(t), \tau(t)) \), which is used in the EKF. The model also includes zero mean Gaussian distributed process noise with the variance \( Q = 10^6 \). The process noise enters the model in the same way the motor torque \( \tau(t) \) does. The sample time is \( T_s = 1 \text{ ms} \).
The joint model is stabilised using a P-controller with gain 1, hence the ILC control law from Section 5.1 has to be modified according to Section 4.2. Note that the P-controller is only included to stabilise the system, not give a good closed loop performance.

The reference signal \( r(t) \) for the arm angle is chosen as a step filtered through a FIR filter of length \( n = 100 \) with all coefficients equal to \( 1/n \). The filtering is performed in four consecutive steps to get a twice differentiable smooth reference signal. The reference signal for the motor angle, used for the feedback loop, is, for simplicity, taken to be the same as the arm angle reference \( r(t) \).

The performance of the ILC algorithm is evaluated using the relative reduction of the RMSE in percentage with respect to the error when no ILC signal is applied

\[
\rho_k = 100 \sqrt{\frac{1}{N} \sum_{t=1}^{N-1} \varepsilon_k(t)^2} / \sqrt{\frac{1}{N} \sum_{t=1}^{N-1} \varepsilon_0(t)^2},
\]

where \( \varepsilon_k(t) \) is given by (15).

The estimation-based norm-optimal ILC control law in (33) is used with the five different settings of \( W_u \) and \( \lambda \) presented in Table 1. All the weights \( \Sigma^{-1}_a(t) \), \( t = 0, \ldots, N-1 \) have been scaled by \( \Sigma^{-1}_a(0) \) to give values in the order of \( 1 \) to \( 10^2 \) instead of values in the order of \( 10^3 \) to \( 10^6 \). Note that the scaling does not affect the mutual values of the weights.

The mean relative reduction of the RMSE over 100 Monte Carlo (MC) simulations is presented in Fig. 3, where it can be seen how the parameters \( W_u \) and \( \lambda \) affect the error. The weight \( W_u \) affect the final error, where a larger value gives a larger error. For \( \lambda \) it can be seen that a larger value gives a slower convergence rate. The results are in accordance with the linear case, see e.g. [9].

### Table 1

<table>
<thead>
<tr>
<th>Test</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W_u )</td>
<td>0.1</td>
<td>0.01</td>
<td>1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.1</td>
<td>10</td>
</tr>
</tbody>
</table>

The simulation results show that the norm-optimal ILC using a linearised model around the estimated state trajectory from the previous ILC iteration works good for the flexible joint model. However, the tuning of \( W_u \) and \( \lambda \) is more difficult to deal with, than in the linear case. The difficulty comes from the fact that the choice of \( \lambda \) can affect the error between the linearised model from previous iteration and the actual model. A low value of \( \lambda \) can make the difference \( u_k - u_{k-1} \) large, hence the linearised model can differ a lot from the actual.

### 7 Conclusions

An estimation-based norm-optimal ILC control law was derived together with stability and convergence results. The regular optimisation criteria for norm-optimal ILC was extended to an optimisation criteria including the first and second order moment of the posterior PDF. For LTI-systems it was shown that the control law can be separated from the estimator dynamics. Extensions to non-linear systems using linearisation was also presented. Simulations on a simplified non-linear model of an industrial manipulator show that the proposed ILC method works. The estimation-based norm-optimal ILC framework enables a systematic model-based design of ILC algorithms for non-linear systems.
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\dot{x}(t+1) = A(t)x(t) + B_u(t)u(t)
\]


A State Space Model and Kalman Filter in Batch Form

For the norm-optimal ILC algorithm it is convenient to describe the state space model over the whole time horizon in batch form. The discrete-time state space model

\[
x(t+1) = A(t)x(t) + B_u(t)u(t) \quad (A.1a)
\]

\[
y(t) = C_y(t)x(t) + D_{yu}(t)u(t) \quad (A.1b)
\]

has the following update formula for the state vector [24]

\[
x(t) = \phi(t, t_0)x(t_0) + \sum_{j=t_0}^{t-1} \phi(t, j + 1)B_u(j)u(j) \quad (A.2)
\]

for \(t \geq t_0 + 1\), where the discrete-time transition matrix \(\phi(t, j)\) is defined by

\[
\phi(t, j) = \begin{cases} A(t-1) \cdots A(j), & t \geq j + 1 \\ 1, & t = j \end{cases} \quad (A.3)
\]
Using (A.1b) and (A.2), the output is given by
\[ y(t) = C_y(t)\phi(t, t_0)x(t_0) + D_{yu}(t)u(t) \]
\[ + \sum_{j=t_0}^{t-1} C_y(t)\phi(t, j + 1)B_u(j)u(j). \] (A.4)

Introducing the vectors
\[ x = (x(t_0)^T \ldots x(t_0 + N)^T)^T \] (A.5)
\[ u = (u(t_0)^T \ldots u(t_0 + N)^T)^T \] (A.6)
\[ y = (y(t_0)^T \ldots y(t_0 + N)^T)^T \] (A.7)
gives the solution from \( t = t_0 \) to \( t = t_0 + N \) as \( x = \Phi x(t_0) + \Psi B_u u \) and for the output as
\[ y = C_y \Phi x(t_0) + (C_y \Psi B_u + D_{yu}) u. \] (A.8)

Here \( x(t_0) \) is the initial value, and
\[ B_u = \text{diag} \left( B_u(t_0), \ldots, B_u(t_0 + N - 1), 0 \right) \] (A.9a)
\[ C_y = \text{diag} \left( C_y(t_0), \ldots, C_y(t_0 + N) \right) \] (A.9b)
\[ D_{yu} = \text{diag} \left( D_{yu}(t_0), \ldots, D_{yu}(t_0 + N) \right) \] (A.9c)
\[ \Phi = \begin{pmatrix}
I \\
\phi(t_0 + 1, t_0) \\
\vdots \\
\phi(t_0 + N, t_0)
\end{pmatrix} \] (A.9d)
\[ \Psi = \begin{pmatrix}
0 & 0 & 0 & \cdots & 0 \\
I & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\phi(t_0 + N, t_0 + 1) & \phi(t_0 + N, t_0 + 2) & \cdots & I & 0
\end{pmatrix} \] (A.9e)

where \( w(t) \sim \mathcal{N}(0, Q(t)) \), and \( v(t) \sim \mathcal{N}(0, R(t)) \). From the KF recursions we get
\[ \dot{x}(t + 1|t + 1) = (I - K(t + 1)C_y(t + 1))A(t)x(t|t) \]
\[ + (I - K(t + 1)C_y(t + 1))B_u(t)u(t) \]
\[ - K(t + 1)D_{yu}(t + 1)u(t + 1) + K(t + 1)y(t + 1) \]
\[ = \tilde{A}(t)x(t|t) + \tilde{B}_{yu}(t)u(t) - \tilde{D}_{yu}(t + 1)u(t + 1) \]
\[ + K(t + 1)y(t + 1), \]
where \( K(t) \) is the Kalman gain which can be computed using the recursion
\[ P(t|t - 1) = A(t - 1)P(t - 1|t - 1)A(t - 1)^T \]
\[ + G(t - 1)Q(t - 1)G(t - 1)^T \]
\[ K(t) = P(t|t - 1)C_y(t)^T \]
\[ \times \left( C_y(t)P(t|t - 1)C_y(t)^T + R(t) \right)^{-1} \]
\[ P(t|t) = (I - K(t)C_y(t))P(t|t - 1). \]

The update formula for the estimated state vector can now be written as
\[ \dot{x}(t|t) = \hat{\phi}(t, t_0)x(t_0|t_0) + \sum_{j=t_0}^{t-1} \tilde{\phi}(t, j + 1)\tilde{B}_{yu}(j)u(j) \]
\[ - \sum_{j=t_0+1}^{t} \tilde{\phi}(t, j)\tilde{D}_{yu}(j)u(j) + \sum_{j=t_0+1}^{t} \tilde{\phi}(t, j)K(j)y(j), \]
where \( \hat{\phi} \) is defined as in (A.3), with \( \tilde{A}(t) \) instead of \( A(t) \).

The KF recursion in batch form becomes
\[ \dot{x} = \tilde{\Phi} x(t_0|t_0) + (\tilde{\Psi} \tilde{B}_{yu} - \tilde{\Psi} \tilde{D}_{yu}) u + \tilde{\Psi} \tilde{K} y, \]

where \( \tilde{\Phi}, \tilde{\Psi}, \) and \( \tilde{B}_{yu} \) are given in (A.9) with \( \tilde{A}(t) \) and \( \tilde{B}_{yu}(t) \) instead of \( A(t) \) and \( B(t) \). The remaining matrices are defined as
\[ \tilde{\Psi}_2 = \begin{pmatrix}
0_{(N+1)n_x \times n_x} & \tilde{\Psi} & 0_{n_x \times Nn_x}
\end{pmatrix} \]
\[ \tilde{D}_{yu} = \text{diag} \left( 0, \tilde{D}_{yu}(t_0 + 1), \ldots, \tilde{D}_{yu}(t_0 + N) \right) \]
\[ \tilde{K} = \text{diag} \left( 0, K(t_0 + 1), \ldots, K(t_0 + N) \right). \]

Assuming that not the state vector is of interest, but instead a variable given by
\[ z(t) = C_z(t)x(t) + D_{zu}(t)u(t), \]

A.1 Kalman Filter

The KF can be written in a similar batch form as described above. Let the state space model be given by
\[ x(t + 1) = A(t)x(t) + B_u(t)u(t) + G(t)w(t), \] (A.10)
\[ y(t) = C_y(t)x(t) + D_{yu}(t)u(t) + v(t). \] (A.11)
gives the batch formulation

\[ \dot{z} = C_z \Phi \dot{x}(t_0|t_0) + \left( C_z \left( \Psi B_{yu} - \tilde{\Psi}_2 D_{yu} \right) + D_{zu} \right) u \]

\[ + C_z \tilde{\Psi}_2 K \mathcal{Y}, \]

where \( C_z \) and \( D_{zu} \) are given in (A.9) using \( C_z(t) \) and \( D_{zu}(t) \).
**Title**  
Estimation-based Norm-optimal Iterative Learning Control

**Abstract**

The iterative learning control (ILC) method improves performance of systems that repeat the same task several times. In this paper the standard norm-optimal ILC control law for linear systems is extended to an estimation-based ILC algorithm where the controlled variables are not directly available as measurements. The proposed ILC algorithm is proven to be stable and gives monotonic convergence of the error. The estimation-based part of the algorithm uses Bayesian estimation techniques such as the Kalman filter. The objective function in the optimization problem is modified to incorporate not only the mean value of the estimated variable, but also information about the uncertainty of the estimate. It is further shown that for linear time-invariant systems the ILC design is independent of the estimation method. Finally, the concept is extended to non-linear state space models using linearisation techniques, where it is assumed that the full state vector is estimated and used in the ILC algorithm. It is also discussed how the Kullback-Leibler divergence can be used if linearisation cannot be performed. Finally, the proposed solution for non-linear systems is applied and verified in a simulation study with a simplified model of an industrial manipulator system.

**Keywords**  
Iterative, Learning Control, Estimation, Filtering, Nonlinear systems, Optimal