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Abstract—Sub-Nyquist sampling makes use of sparsities in analog signals to sample them at a rate lower than the Nyquist rate. The reduction in sampling rate, however, comes at the cost of additional digital signal processing (DSP) which is required to reconstruct the uniformly sampled sequence at the output of the sub-Nyquist sampling analog-to-digital converter. At present, this additional processing is computationally intensive and time consuming and offsets the gains obtained from the reduced sampling rate. This paper focuses on sparse multi-band signals where the user band locations can change from time to time and the reconstructor requires real-time redesign. We propose a technique that can reduce the computational complexity of the reconstructor. At the same time, the proposed scheme simplifies the online reconfigurability of the reconstructor.

I. INTRODUCTION

It is well known that uniform sampling of a signal which is bandlimited to \( f < f_0 \), at a sampling frequency of \( f_s \geq 2f_0 \), results in a uniformly spaced sequence of samples that can be used to reconstruct the original signal. However, in many cases, the signal is sparse in a sense that the actual information is contained in a bandwidth much less than \( f_0 \). One example is a frequency-hopping spread-spectrum communication system where there are one or more narrowband carriers (active subbands) that change their center frequencies within the band \([0,f_0)\) at a certain switching rate. In other words, such signals are locally narrowband (in a time frame) but globally wideband (over several time frames). In such cases, the traditional approach would require a high-speed analog-to-digital converter (ADC) operating at a rate of \( f_s \geq 2f_0 \). Hence, within a time frame, the signal is heavily oversampled and the ADC will unnecessarily consume a substantial amount of power.

Sub-Nyquist sampling is becoming increasingly popular in wideband communication systems, especially in battery-powered applications where high-speed uniform sampling results in higher power consumption. In such sampling schemes, the average sampling rate can be much lower than \( 2f_0 \) but still large enough to capture the information content in the signal. In this paper, we focus on the multi-band (or multi-coset) sampling approach where the use of cyclic nonuniform sampling (CNUS) helps to reduce the average sampling rate to (in principle) the Landau minimal sampling rate which is determined by the frequency occupancy [1]. It is known that, given the sampling pattern for the CNUS approach, the reconstruction can be done via a set of ideal multi-level synthesis filters [2]. However, the straightforward CNUS reconstruction filters have very high design and computational complexity. Also, in spread-spectrum communication systems where the active subband locations are different for different time frames, the reconstruction scheme should support online reconfigurability without increasing the complexity.

In this paper, we propose a new reconstruction scheme that can substantially reduce the computational complexity. It also facilitates a very fast real-time redesign as it requires a change in only a few multiplier coefficients. Following this introduction, in Section II, we look at the basics of sub-Nyquist sampling in the context of sparse multi-band signals. The proposed reconstruction scheme will be introduced in Section III. This will be followed by Section IV where we will illustrate, using a design example, the savings obtained from the proposed scheme in terms of the design and the computational complexity. Section V concludes the paper.

II. SUB-NYQUIST SAMPLING OF SPARSE MULTI-BAND SIGNALS

Assume that \( x_a(t) \) is a real-valued continuous-time signal that carries information within the frequency band \( \omega \in (-2\pi f_0, 2\pi f_0) \), \( f_0 < 1/(2T) \). Uniform sampling of \( x_a(t) \) at a sampling frequency of \( f_s = 1/T \) results in a discrete-time sequence \( x(n) = x_a(nT) \). For the sake of simplicity, hereafter we assume that \( T = 1 \). Now it is assumed that the band \( \omega \in [0, \pi] \) is divided into \( M \) granularity bands \( q_i, i = 0,1,\ldots,M-1 \), of equal width \( \pi/M \). In sparse multi-band signals, at any given time frame, only \( K \) of the \( M \) granularity bands \( (K < M) \) are allocated to users. A user can occupy one or several consecutive granularity bands. Further, to be able to design practical filters, we assume a certain amount of redundancy (oversampling) which corresponds to transition bands between user bands. In case of such sparse multi-band signals, uniform sampling will generate more samples than what is required to prevent information loss. The number of samples that is generated during the sampling process can be reduced by using CNUS which only uses a subset \( x(Mn - m_k), k = 1,2,\ldots,K \) with \( m_k \in [0,1,\ldots,M-1] \) of the uniform samples \( x(n) \).

A practical implementation of the CNUS is an \( M \)-channel time-interleaved ADC (TI-ADC) [3] where only a subset of the channels are used. A reconstructor can be used to recover the uniformly sampled sequence \( x(n) \) from \( x(Mn - m_k) \) for a given set of \( K \) granularity bands, by properly selecting the sampling instants \( m_k \) [4].
It was shown in [2] that perfect reconstruction (PR) can be achieved using ideal multi-level synthesis filters \(C_k(z)\). This is equivalent to setting the analysis filters \(B_k(z)\) in Fig. 1 to pure delays \(z^{-m_k}\). Perfect reconstruction is generally not feasible with realizable filters. However, in practice, it is sufficient to determine \(C_k(z)\) such that PR is approximated within a given tolerance. This can be done by designing \(C_k(z)\) straightforwardly, assuming no a priori relations between the filters. However, the reconstructor thus designed may become intolerably costly in real-time application as the computational complexity of this approach is \(NK/M\), where \(N\) is the filter order of \(C_k(z)\). Also, at a later time frame, if the location of the \(K\) bands change, then all \(C_k(z)\) need redesign. The design complexity of \(C_k(z)\) is high as regular filter design is expensive and time consuming. In this paper, to reduce the complexity, we describe the reconstruction in terms of both the analysis and synthesis filters. Unlike in [2] where the analysis filters \(B_k(z)\) are pure delays, in the proposed method, the filters \(B_k(z)\) are bandpass decimation filters whose non-zero polyphase components are generalized fractional-delay (FD) filters [5].

III. PROPOSED RECONFIGURABLE RECONSTRUCTION SCHEME

In this section, we propose a reconstruction scheme for sub-Nyquist sampled sparse multi-band signals. The proposed reconstructor can be easily reconfigured if the location of the \(K\) active bands change. The point of departure is to describe the reconstruction in terms of both the analysis and synthesis filters as shown in Fig. 1. Each analysis filter \(B_k(z)\) extracts one of the \(K\) active granularity bands. The filtering by \(B_k(z)\) is followed by downsampling by \(M\) so as to have the extracted active granularity band at the lower sampling rate \(f_s/M\). The low-rate signal is then placed at the original active granularity band location at the higher rate \(f_s\) via upsampling by \(M\) followed by bandpass filtering via \(C_k(z)\). The synthesis filters \(C_k(z)\) thus provide a bank of \(K\) different bandpass filters.

A. Realization of Analysis Filters

Recall that, using polyphase decomposition, \(B_k(z)\) can be represented as [6]

\[
B_k(z) = \sum_{m=0}^{M-1} z^{-m} B_{km}(z^M)
\]

(1)

where \(B_{km}(z)\) denotes the polyphase components according to

\[
B_{km}(z) = \sum_{\ell=1}^{K} b_{\ell k}(nM + m) z^{-n}
\]

(2)

with \(b_{\ell k}(n)\) denoting the impulse response of \(B_{\ell k}(z)\). If the input signal is sub-Nyquist sampled as explained in Section II, the inputs to \(M - K\) polyphase branches of \(B_k(z)\) will be equal to zero. This implies that (1) becomes

\[
B_k(z) = \sum_{\ell=1}^{K} z^{-m} B_{km}(z^M)
\]

(3)

where \(m_\ell \in [0, 1, \ldots, M - 1]\), \(\ell = 1, 2, \ldots, K\), are the \(K\) sampling instants and \(B_{km}(e^{j\omega})\) are the \(K\) non-zero polyphase components of \(B_k(z)\). In a full-length paper under way [7], we show that the non-zero polyphase components of the bandpass filter \(B_k(z)\) are generalized FD filters so that

\[
B_{km}(e^{j\omega}) \approx \beta_{km} e^{j(\omega m_\ell/M + \alpha_{km}\text{sgn}(\omega))}, \quad \omega \in [-\pi, \pi].
\]

(4)

In (4), \(\beta_{km}\) and \(\alpha_{km}\) are the modulus and angle, respectively, of a corresponding complex constant \(c_{km}\). It is shown in [7] that the vector \(c_k\), containing all the \(K\) complex constants \(c_{km}\), \(m_\ell \in [0, 1, \ldots, M - 1]\), \(\ell = 1, 2, \ldots, K\), can be determined using matrix inversion as

\[
c_k = A^{-1}b_k.
\]

(5)

Here, \(A\) is a \(K \times K\) matrix with elements \(a_{n_\ell m_\ell} = e^{j2\pi n_\ell m_\ell/M}, \quad n_\ell, m_\ell \in [0, 1, \ldots, M - 1]\), \(\ell = 1, 2, \ldots, K\), determined by the \(K\) sampling points \(m_\ell\) and the \(K\) active subbands \(n_\ell\). Further, one of the elements of \(b_k\) is unity, its position being determined by the active subband \(n_\ell\). The remaining elements in \(b_k\) are zero.

Since the polyphase components of each \(B_k(z)\) are as given in (4), all the analysis filters can be expressed with a common set of fixed subfilters, \(F_k(z)\) and \(G_k(z)\). The different analysis filters are then obtained via different pairs of values of \(\beta_{km}\) and \(\theta_{km} = \alpha_{km} + \pi/4^1\) such that

\[
B_{km}(z) = \beta_{km} [\cos(\theta_{km}) F_k(z) + \sin(\theta_{km}) G_k(z)]
\]

(6)

where

\[
F_k(e^{j\omega}) \approx e^{j\omega m_\ell/M}, \quad G_k(e^{j\omega}) \approx \text{sgn}(\omega) e^{j\omega m_\ell/M}.
\]

(7)

B. Realization of Synthesis Filters

The fixed bandpass synthesis filters \(C_k(z)\) can be efficiently realized using a cosine modulated FB. A lowpass filter with cutoff frequency at \(\pi/2M\) is used as the prototype filter [6]. The overall complexity of the synthesis FB correspond to that of the prototype filter plus the cost of a real or complex transform block. By using a fast-transform algorithm, the cost of such a transform block can be made small when compared to the cost of the filters.
shifted versions of the active subbands that fall into the band Fourier transform at the output can be written as

\[ Y(e^{j\omega}) = V_0(e^{j\omega})X(e^{j\omega}) + \sum_{m=1}^{M-1} V_m(e^{j\omega})X(e^{j(\omega - 2\pi m/M)}) \]  

(8)

where \( V_0(e^{j\omega}) \) is the distortion function and \( V_m(e^{j\omega}), m = 1,2,\ldots,M-1 \) are the aliasing functions with

\[ V_m(e^{j\omega}) = \frac{1}{M} \sum_{k=1}^{K} B_k(e^{j(\omega - 2\pi m/M)}) C_k(e^{j\omega}) \]  

(9)

for \( m = 0,1,\ldots,M-1 \). As can be seen from (8), for PR, \( V_0(e^{j\omega}) = 1 \) and \( V_m(e^{j\omega}) = 0, m = 1,2,\ldots,M-1 \). Now, assume that for \( L \) different combinations of the \( K \) user band locations, the sampling instants \( m_k, k = 1,2,\ldots,K \) are selected such that \( A \) in (5) is an invertible matrix. In the proposed method, since the subfilters, \( F_k(z) \) and \( G_k(z) \), in the analysis FB are fixed based on the sampling instants, whenever a new combination of the \( K \) user band locations is selected, it is only required to re-determine the complex constants \( c_k \). As can be seen from (5), the new \( c_k \) can be determined using matrix inversion.

The coefficients of the fixed subfilters \( F_k(z) \), \( G_k(z) \), and \( C_k(z) \) are determined offline such that, for each required combination of the \( K \) user band location, \( V_0(e^{j\omega}) \) and \( V_m(e^{j\omega}), m = 1,2,\ldots,M-1 \), approximate unity and zero, respectively, according to

\[ |V_0(e^{j\omega}) - 1| \leq \delta_0, \omega \in \Omega_0, \]

\[ |V_m(e^{j\omega})| \leq \delta_1, \omega \in \Omega_m \]

(10)

(11)

for \( m = 1,2,\ldots,M-1 \). Here, \( \delta_0 \) and \( \delta_1 \) are the maximum approximation errors for the distortion function and aliasing functions, respectively, while \( \Omega_0, r = 1,2,\ldots,L \), are the active subband locations and \( \Omega_m, m = 1,\ldots,M-1 \), represent the shifted versions of the active subbands that fall into the band \([0,\pi]\).

\[ K \]-channel unconventional analysis FB

\[ K \]-channel modulated synthesis FB

Fig. 2. Proposed reconfigurable reconstruction scheme.

C. Design of Reconfigurable Reconstructors

The proposed reconstruction scheme is shown in Fig. 2. The Fourier transform at the output can be written as

\[ Y(e^{j\omega}) = V_0(e^{j\omega})X(e^{j\omega}) + \sum_{m=1}^{M-1} V_m(e^{j\omega})X(e^{j(\omega - 2\pi m/M)}) \]

(8)

where \( V_0(e^{j\omega}) \) is the distortion function and \( V_m(e^{j\omega}), m = 1,2,\ldots,M-1 \) are the aliasing functions with

\[ V_m(e^{j\omega}) = \frac{1}{M} \sum_{k=1}^{K} B_k(e^{j(\omega - 2\pi m/M)}) C_k(e^{j\omega}) \]

(9)

for \( m = 0,1,\ldots,M-1 \). As can be seen from (8), for PR, \( V_0(e^{j\omega}) = 1 \) and \( V_m(e^{j\omega}) = 0, m = 1,2,\ldots,M-1 \). Now, assume that for \( L \) different combinations of the \( K \) user band locations, the sampling instants \( m_k, k = 1,2,\ldots,K \) are selected such that \( A \) in (5) is an invertible matrix. In the proposed method, since the subfilters, \( F_k(z) \) and \( G_k(z) \), in the analysis FB are fixed based on the sampling instants, whenever a new combination of the \( K \) user band locations is selected, it is only required to re-determine the complex constants \( c_k \). As can be seen from (5), the new \( c_k \) can be determined using matrix inversion.

The coefficients of the fixed subfilters \( F_k(z) \), \( G_k(z) \), and \( C_k(z) \) are determined offline such that, for each required combination of the \( K \) user band location, \( V_0(e^{j\omega}) \) and \( V_m(e^{j\omega}), m = 1,2,\ldots,M-1 \), approximate unity and zero, respectively, according to

\[ |V_0(e^{j\omega}) - 1| \leq \delta_0, \omega \in \Omega_0, \]

\[ |V_m(e^{j\omega})| \leq \delta_1, \omega \in \Omega_m \]

(10)

(11)

for \( m = 1,2,\ldots,M-1 \). Here, \( \delta_0 \) and \( \delta_1 \) are the maximum approximation errors for the distortion function and aliasing functions, respectively, while \( \Omega_0, r = 1,2,\ldots,L \), are the active subband locations and \( \Omega_m, m = 1,\ldots,M-1 \), represent the shifted versions of the active subbands that fall into the band \([0,\pi]\).

IV. DESIGN EXAMPLE

In this section, we illustrate the proposed reconfigurable reconstruction scheme with the help of a design example. In this example, it is assumed that, the total bandwidth is divided into \( M = 16 \) granular bands. It is further assumed that there are three active users and \( K = 4 \) active bands. At any given time frame, one user occupies two overlapping active granularity bands while each of the other two users occupy only one active granularity band. Also, we assume that, at any given time frame, the users can be allocated either the granularity bands \([3,4],[7,11]\) or the bands \([3,7],[11,12]\). For the above two possible combination of band locations, we used the sub-Nyquist sampling points, \( m = 0,4,7,13 \), which ensures that \( A \) in (5) is an invertible matrix. In order to have practical filters, a transition band was included in each user band. Hence, for the two different combination of band locations, the information containing frequency bands were assumed to be \([3,2,4,8],[7,2,7,8],[11,2,11,8]\) × \( \pi/16 \) and \([3,2,3,8],[7,2,7,8],[11,2,12,8]\) × \( \pi/16 \), respectively. The reconstructor was designed such that, after reconstruction, the aliasing terms are below –40 dB. The prototype filter for the fixed synthesis FB was designed\(^2\) to be a power-symmetric lowpass filter of order 262 and with cutoff frequency at 0.65×32. It was found that, for the eight subfilters, \( F_k(z) \) and \( G_k(z) \), a filter order of 14 was sufficient to keep the aliasing terms below –40 dB. Thus, for the proposed method, the overall order of the reconstructor is 486 but with a computational complexity of around 30 (the exact value depends on how the \( M \times 2M \) transform block is implemented) multiplications per output sample due to the efficient realization in Fig. 2. At the same time, using the corresponding straightforward implementation in [2] would require a reconstructor with four synthesis filters of order around 150 and 37 multiplications per output sample. Also, during reconfiguration, only 32 multipliers need to be updated in the proposed method while in [2] around 600 multipliers have to be updated.

Table I shows the values corresponding to the complex constants \( c_{km} \) obtained for the two different combinations of user band locations. Figure 3 shows all the distortion and aliasing terms of the reconstructor for the two possible combinations of user band locations. It can be seen that, in the required bands, the aliasing terms are not greater than –40 dB which validates the reconfigurability between the two different combinations of user band locations. The reconfigurability of the reconstructor is illustrated, in Fig. 4 and Fig. 5, by configuring it for one set of active band locations and using it to reconstruct a sub-Nyquist sampled multi-tone input with tones in the active band region. The spectrum without reconstruction, in Figs. 4 and 5, corresponds to the spectrum of the sub-Nyquist sampled signal with zeros inserted into the time instants where the samples

\[^2\]In this short paper, the prototype filter for \( C_k(z) \) is designed and fixed before determining the coefficients of the subfilters \( F_k(z) \) and \( G_k(z) \).
The filters in the analysis FB are generalized FD filters, all the analysis filters are expressed using a common set of fixed sub-filters which are designed offline. The different analysis filters are then realized using different sets of multipliers. When the reconstructor is reconfigured online, only the coefficients of these multipliers have to be redetermined thus lowering the complexity of the online redesign block.
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