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Abstract

A detailed account of the stability and accuracy properties of the SBP-SAT technique for numerical time integration is presented. We show how the technique can be used to formulate both global and multi-stage methods with high order of accuracy for both stiff and non-stiff problems. Linear and non-linear stability results, including A-stability, L-stability and B-stability are proven using the energy method for general initial value problems. Numerical experiments corroborate the theoretical properties.
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1. Introduction

The SBP-SAT technique for time integration offers a promising new way of solving initial value problems (IVP) with high accuracy and optimal stability properties. It is based on previous development for spatial discretizations using high order finite difference formulas on summation-by-parts (SBP) form [1, 2] together with the simultaneous-approximation-term (SAT) technique for imposing boundary conditions weakly [3, 4].

The initial development of this technique applied on IVPs was done in [5], where a global implicit formulation was discussed. The focus was mainly on problems resulting from the spatial discretization of linear initial boundary value problems (IBVP). Optimal fully discrete energy estimates were derived for energy stable linear problems, and high order rates of convergence for stiff and non-stiff problems were demonstrated numerically.
In a global method, the solution for the whole time interval of interest is computed at once through a coupled system. Other global methods have been proposed previously, e.g. using collocation and spectral approximations [6, 7, 8, 9], but are often considered unpractical even though the accuracy and stability are hard to match with local methods.

The standard way to solve initial value problems is instead to integrate the solution successively over small time increments, either through implicit or explicit formulas. The most common ones include linear multi-step methods [10, 11], the Runge-Kutta family of multi-stage methods [12, 13] as well as various general linear methods [14, 15].

In this paper we present a more complete theoretical description of the SBP-SAT technique as a method to solve general initial value problems. Stability results for both linear and non-linear problems are proven using the energy method, and theoretical convergence rates are derived for both stiff and non-stiff problems. We also extend the technique to a one-step multi-stage formulation as an alternative to the previous global approach. The stability results obtained with the energy method for the multi-stage version are related to the classical stability properties of implicit Runge-Kutta methods.

In Section 2 we formulate the global version of the SBP-SAT technique in time for both constant coefficient and general non-linear problems. In section 3 we prove energy stability and contractivity for fully-discrete solutions. In Section 4 we prove accuracy and dual consistency for scalar constant coefficient problems. Sections 5 and 6 extend the technique to a multi-stage formulation. In Section 7 we study the classical stability properties for the multi-stage version. In section 8 we present numerical examples that support the theoretical results. Finally in Section 9 we draw conclusions.

2. Global SBP-SAT approximations

We consider an initial value problem on the general form

\[ \begin{align*}
  u_t + F(t, u) &= g(t), & 0 < t \leq T \\
  u(0) &= f
\end{align*} \]

(1)

where \( u = (u_0, u_1, \ldots, u_M)^T \in \mathbb{C}^{M+1} \). The input data to the problem consists of the forcing function \( g \) as well as the initial data \( f \). The Peano theorem (see e.g. [16]) guarantees the existence of solutions to (1) for continuous
functions $F$ and $g$. The nonlinear function $F \in C^{M+1}$ is often assumed to possess specific properties to ensure well-posedness. For example, if $F$ is Lipschitz continuous in $u$, then the Picard-Lindelöf theorem guarantees the existence of a unique solution to (1) (see e.g. [16]).

Assume that we look for a numerical solution to (1) on a uniform grid $\vec{t}$ in time, with $N + 1$ grid points:

$$\vec{t} = (0, \Delta t, \ldots, T)^T,$$

where $\Delta t = T/N$. We then define the numerical solution to be

$$\vec{U} = \begin{pmatrix} U_0 \\ U_1 \\ \vdots \\ U_N \end{pmatrix}, \quad \text{where} \quad U_i = (U_{i,0}, U_{i,1}, \ldots, U_{i,M})^T, \quad i = 0, 1, \ldots, N.$$

In order to discretize (1), we need to define the numerical time derivative of $\vec{U}$. For this, we use discrete first derivative finite difference operators on summation-by-parts form, so called SBP operators.

### 2.1. SBP operators

The standard $L_2$ inner product between two square integrable scalar functions $\phi$ and $\psi$ on $0 \leq t \leq T$ is defined by

$$\langle \phi, \psi \rangle_{L_2} = \int_0^T \bar{\phi} \psi dt, \quad \|\phi\|_{L_2}^2 = \langle \phi, \phi \rangle_{L_2},$$

where $\bar{\phi}$ is the complex conjugate of $\phi$.

Assume further that $\phi$ is sufficiently smooth, and define the restriction of $\phi$ to $\vec{t}$ as

$$\vec{\phi} = (\phi(0), \phi(\Delta t), \ldots, \phi(T))^T$$

In order to approximate the time derivative of $\phi$ numerically, we use a discrete first derivative operator on the form $D = P^{-1}Q$, so that $D\vec{\phi} \approx \vec{\phi}_t$. $D$ is said to be on summation-by-parts form if

$$P = P^T > 0, \quad Q + Q^T = E_N - E_0, \quad (2)$$

where $E_0 = \vec{e}_0\vec{e}_0^T$, $E_N = \vec{e}_N\vec{e}_N^T$, $\vec{e}_0 = (1 \ 0 \ \ldots \ 0)^T$, $\vec{e}_N = (0 \ \ldots \ 0 \ 1)^T$. 
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Moreover, $P$ defines a discrete integration operator from which we can derive a discrete version of the $L_2$ inner product:

$$ (\vec{\phi}, \vec{\psi})_P = \vec{\phi}^* P \vec{\psi}, \quad \|\vec{\phi}\|_P^2 = (\vec{\phi}, \vec{\phi})_P, \quad (3) $$

where $\vec{\phi}^*$ is the conjugate transpose of $\vec{\phi}$. The discrete $L_2$ inner product defined in this way together with the discrete derivative operator now automatically satisfies the following summation-by-parts rule:

$$ (P^{-1}Q \vec{\phi}, \vec{\psi})_P = \vec{\phi}^* Q^T \vec{\psi} = \vec{\phi}^* (-Q + E_N - E_0) \vec{\psi} = $$

$$ = \vec{\phi}(T)\psi(T) - \vec{\phi}(0)\psi(0) - (\vec{\phi}, P^{-1}Q \vec{\psi})_P. $$

This imitates the integration-by-parts rule of the continuous $L_2$ inner product:

$$ (\phi_t, \psi)_{L_2} = \vec{\phi}(T)\psi(T) - \vec{\phi}(0)\psi(0) - (\phi, \psi_t)_{L_2}. $$

For brevity, we will refer to $P$ as the norm of the SBP operator. In the interior rows, an SBP operator typically consists of a central finite difference scheme, and here $P$ is diagonal with positive entries. At the boundaries of the operator on the other hand, i.e. for a limited number of rows at the top and bottom, $P$ can be either diagonal or have a pair of small symmetric positive definite blocks. Whether $P$ is diagonal everywhere or not will have implications for both stability and accuracy, and we will refer to these cases as operators with diagonal norms and block norms respectively. In both cases the norm is scaled by the time step size, and can thus be written

$$ P = \triangle t H, \quad (4) $$

where $H$ has positive entries of order one in magnitude.

The accuracy conditions of an SBP operator can be expressed as the exact differentiation of monomials up to a specific order:

$$ P^{-1}Q \vec{\psi} = j\vec{\psi}^{-1}, \quad j = 0, 1, \ldots, \quad (5) $$

where we define $\vec{\psi} = (0, \triangle t^j, \ldots, T^j)^T$.

It should be noted that the order of accuracy is in general higher for the central finite difference stencil in the interior of the SBP operator than for the boundary treatment. This means that (5) is satisfied for higher values of $j$ in rows associated with the central difference scheme compared with a limited number of rows at the top and bottom. Operators have been constructed
with internal order $2s$, for $s = 1, 2, 3, 4, 5$. When using diagonal norms the order at the boundaries is limited to $s$, while with block norms it can be increased to $2s - 1$ \cite{2, 17, 18, 19}.

Together with the SAT technique for imposing the initial condition, the SBP operators described in the previous section can be used to discretize any initial value problem of the form (1).

**Definition 1.** Let $D = P^{-1}Q$ be an SBP operator with internal order $2s$, and boundary order $p$ given by either $p = s$ (diagonal norm) or $p = 2s - 1$ (block norm). We then denote the method of solving the initial value problem (1) with the SBP-SAT technique by SBP($2s$,$p$).

### 2.2. The scalar constant coefficient case

Following \cite{5}, we first consider a scalar constant coefficient problem:

$$

t + \lambda u = g, \quad 0 < t \leq T
\]

$$

$u(0) = f, \quad (6)$

where $\lambda$ is a complex constant. The SBP-SAT approximation of (6) is

$$

P^{-1}Q \vec{U} + \lambda \vec{U} = \vec{g} + P^{-1} \sigma (U_0 - f) e_0. \quad (7)
$$

The last term in the right-hand-side of (7) is the so called SAT penalty term forcing the solution at $t = 0$ toward the initial condition weakly. The linear system to solve can also be written as

$$

(P^{-1} \tilde{Q} + \lambda I) \vec{U} = \vec{g} - \sigma P^{-1} f e_0, \quad (8)
$$

where $\tilde{Q} = Q - \sigma E_0$. Extensive numerical evidence and a proof for the second order case supports the assumption that the spectrum of $P^{-1} \tilde{Q}$ lies strictly in the right half-plane for $\sigma < -\frac{1}{2}$ (see Assumption 1 in \cite{5}). This guarantees a unique solution to (8) for $\text{Re}(\lambda) \leq 0$.

It is also reasonable to require that all elements in the matrix $(P^{-1} \tilde{Q} + \lambda I)^{-1}$ should be bounded as $O(\Delta t)$. To motivate this, consider problem (6) with homogenous initial data, i.e. $f = 0$. The exact solution is then $u = e^{-\lambda t} \int_0^t e^{\lambda \tau} g(\tau) d\tau$, and the corresponding discrete solution is $\vec{U} = (P^{-1} \tilde{Q} + \lambda I)^{-1} \vec{g}$. The value of $g$ on a time interval of length $\Delta t$ thus gives a contribution to the solution $u$ that is also of order $\Delta t$. Analogously, the value of any single component in $\vec{g}$ should then give a contribution to $\vec{U}$ that is of the order of the grid size $\Delta t$. 
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Numerical experiments involving a variety of different SBP operators corroborate both these assumptions. For future reference, we formalize these results below.

**Assumption 1.** For \( \sigma < -\frac{1}{2} \), all eigenvalues of \( P^{-1} \tilde{Q} \) have strictly positive real parts.

**Assumption 2.** For \( \sigma < -\frac{1}{2} \) and \( \text{Re}(\lambda) \geq 0 \), all elements of the matrix \((P^{-1} \tilde{Q} + \lambda I)^{-1}\) in (8) are at most of order \( \Delta t \).

**Corollary 1.** Assume that Assumption 2 holds. Then, for \( \sigma < -\frac{1}{2} \) and \( \text{Re}(\lambda) \geq 0 \), we have \( \|(P^{-1} \tilde{Q} + \lambda I)^{-1}\|_{\infty} \leq O(1) \).

**Proof.** Let \( a \) be the largest element in magnitude of \((P^{-1} \tilde{Q} + \lambda I)^{-1}\). Then, by definition we have

\[
\|(P^{-1} \tilde{Q} + \lambda I)^{-1}\|_{\infty} = \max_{\|x\|_{\infty}=1} \|(P^{-1} \tilde{Q} + \lambda I)^{-1}x\|_{\infty} \leq (N + 1)|a| \leq (N + 1)O(\Delta t) = O(1).
\]

**2.3. The constant coefficient system case**

As a first extension to more general problems, we consider the case where (1) is a linear system with constant coefficients, i.e.

\[
\begin{align*}
    u_t + Au &= g, \quad 0 < t \leq T \\
    u(0) &= f,
\end{align*}
\]

and \( A \) is a constant matrix. The SBP-SAT approximation can then easily be formulated using Kronecker products:

\[
(P^{-1} Q \otimes I) \tilde{U} + (I \otimes A) \tilde{U} = \tilde{g} + P^{-1} \sigma \varepsilon_0 \otimes (U_0 - f). \tag{10}
\]

If all eigenvalues of \( A \) have a real part that is larger than or equal to zero, then we can conclude, using Assumption 1, that all eigenvalues of the system (10) have strictly positive real parts. This is due to the fact that \((P^{-1} Q \otimes I)\) and \((I \otimes A)\) commute, and hence are simultaneously triangularizable. This guarantees that a unique solution to (10) exists.
2.4. The general non-linear case

In the general case, an SBP-SAT approximation of (1) can be formulated as:

\[
(P^{-1}Q \otimes I)\bar{U} + \begin{pmatrix} 
F(t_0, U_0) \\
\vdots \\
F(t_N, U_N) 
\end{pmatrix} = \begin{pmatrix} 
g(t_0) \\
\vdots \\
g(t_N) 
\end{pmatrix} + P^{-1}\sigma\epsilon_0 \otimes (U_0 - f),
\]

(11)

where \( I \) is a unit matrix of dimension \( M + 1 \). Note that only the linear constant coefficient terms can be expressed using Kronecker products.

3. The energy method

The stability properties in the discrete approximation (11) are related to those of the original equation. In general we say that an initial value problem (1) is energy stable if the solution is bounded by initial data, i.e. \( \|u\| \leq \|f\| \) in some norm \( \| \cdot \| \). A related concept is that of contractivity. We study how energy stability and contractivity is preserved in the fully discrete problem for the three different types of problems in sections 2.2-2.4.

3.1. Energy stable scalar constant coefficient problems

We first consider the scalar case (6). For the purpose of well-posedness, it is sufficient to consider (6) with zero forcing function [20]. The energy method (multiplying with the complex conjugated solution and integrating over the domain) yields

\[
|u(T)|^2 + 2\text{Re}(\lambda)\|u\|^2_{L_2} = |f|^2.
\]

(12)

If \( \text{Re}(\lambda) \geq 0 \), then the solution is bounded by initial data, so that (6) is energy stable. It is desirable that this property holds also for the discrete solution. The SBP-SAT approximation of (6) with \( g = 0 \) is

\[
P^{-1}Q\bar{U} + \lambda\bar{U} = P^{-1}(\sigma(U_0 - f))\epsilon_0.
\]

(13)

We are now ready to state the following proposition.

**Proposition 1.** Let \( \bar{U} \) be the solution to the SBP-SAT approximation (13) of (6) with \( g = 0 \). Then, \( \sigma = -1 \), \( \text{Re}(\lambda) \geq 0 \) implies \( |U_N|^2 \leq |f|^2 \).
Proof. We follow the path set in [5]. The discrete energy method applied to (13) (multiplying from the left with $\vec{U}^* P$ and adding the conjugate transpose) leads to the energy estimate

$$|U_N|^2 + 2Re(\lambda)||\vec{U}||^2_P = \sigma(\bar{U}_0(U_0 - f) + (\bar{U}_0 - \bar{f})U_0) + |U_0|^2. \quad (14)$$

By adding and subtracting $|f|^2$ we get

$$|U_N|^2 \leq |f|^2 + \left( \begin{array}{c} U_0 \\ f \end{array} \right)^* \left( \begin{array}{cc} 1 + 2\sigma & -\sigma \\ -\sigma & -1 \end{array} \right) \left( \begin{array}{c} U_0 \\ f \end{array} \right).$$

With $\sigma = -1$, the matrix in the expression above is negative semi-definite, but with all other choices of penalty coefficient it is indefinite.\qed

Note that with the specific choice $\sigma = -1$ used in Proposition 1, the energy estimate (14) also becomes optimally sharp:

$$|U_N|^2 + 2Re(\lambda)||\vec{U}||^2_P = |f|^2 - |U_0 - f|^2. \quad (15)$$

Compare (15) to the continuous estimate (12). The discrete bound perfectly mimics the continuous one, and has in addition the small damping term $-|U_0 - f|^2$. This kind of optimally strict estimate is to our knowledge never obtained using local time-stepping methods.

3.2. Energy stable constant coefficient systems

The stability theory for scalar problems can be easily extended to linear constant coefficient systems. Again it is sufficient for well-posedness to consider (9) with zero forcing function [20]. Let $\tilde{P}$ be a symmetric, positive definite matrix of dimension $M + 1$, and define the inner product $(\cdot, \cdot)_\tilde{P}$ on $\mathbb{R}^{M+1}$ as

$$(u, v)_\tilde{P} = u^* \tilde{P} v, \quad \|u\|^2_{\tilde{P}} = (u, u)_\tilde{P}. \quad (16)$$

The energy method (multiplying from the left with $u^* \tilde{P}$, adding the conjugate transpose and integrating) then yields the following energy estimate:

$$\|u(T)\|^2_{\tilde{P}} + \int_0^T 2u^*(\tilde{P}A + A^T \tilde{P})udt = \|f\|^2_{\tilde{P}}. \quad (17)$$

From this we see that (9) with $g = 0$ is energy stable if $\tilde{P}A + A^T \tilde{P} \geq 0$. The SBP-SAT approximation of (9) with $g = 0$ is

$$(P^{-1}Q \otimes I)\vec{U} + (I \otimes A)\vec{U} = P^{-1}\sigma \vec{e}_0 \otimes (U_0 - f). \quad (18)$$
Proposition 2. Let $\vec{U}$ be the solution to the SBP-SAT approximation (18) of (9) with $g = 0$. Then, $\sigma = -1$ and $\hat{P}A + A^T\hat{P} \geq 0$ implies $\|U_N\|_P^2 \leq \|f\|_P^2$.

Proof. The discrete energy method (multiplying (18) from the left with $\vec{U}^*$($P \otimes \hat{P}$) and adding the conjugate transpose) yields the estimate

$$\|U_N\|_P^2 + \vec{U}^* (P \otimes (\hat{P}A + A^T\hat{P})) \vec{U} = \sigma (U_0^* \hat{P}(U_0 - f) + (U_0 - f)^* \hat{P}U_0) + \|U_0\|_P^2.$$

Note first that $\hat{P}A + A^T\hat{P} \geq 0$ implies that $P \otimes (\hat{P}A + A^T\hat{P}) \geq 0$. By adding and subtracting $\|f\|_P^2$ we then get

$$\|U_N\|_P^2 \leq \|f\|_P^2 + \left( \begin{array}{c} U_0 \\ f \end{array} \right)^* \left( \begin{array}{cc} 1 + 2\sigma & -\sigma \\ -\sigma & -1 \end{array} \right) \otimes \hat{P} \left( \begin{array}{c} U_0 \\ f \end{array} \right).$$

Again, the only choice of penalty parameter which gives a negative semi-definite matrix in the above expression is $\sigma = -1$. 

The discrete energy estimate with the choice $\sigma = -1$ can be written as

$$\|U_N\|_P^2 + \vec{U}^* (P \otimes (\hat{P}A + A^T\hat{P})) \vec{U} = \|f\|_P^2 - \|U_0 - f\|_P^2,$$

which perfectly mimics the continuos estimate (17).

3.3. Energy stable non-linear problems

The energy method applied to the general initial value problem (1) with zero forcing function yields the estimate

$$\|u(T)\|_P^2 + \int_0^T 2Re(u, F(t,u)) dt = \|f\|_P^2. \quad (19)$$

Thus problem (1) is energy stable if the non-linear function $F$ satisfies the condition:

$$Re(x, F(t,x)) \geq 0, \quad 0 \leq t \leq T, \quad x \in \mathbb{R}^{M+1}. \quad (20)$$

Proposition 3. Let $\tilde{U}$ be the solution to the SBP-SAT approximation (11) of (1) with $g = 0$, using a diagonal norm $P$. Then, for $\sigma = -1$, energy stability (20) implies that $\|U_N\|_P^2 \leq \|f\|_P^2$. 
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Proof. Consider the discrete problem (11) with $g = 0$, and multiply from the left with $\bar{U}^*(P \otimes \bar{P})$:

$$\bar{U}^*(Q \otimes \bar{P})\bar{U} + \bar{U}^*(P \otimes \bar{P}) \begin{pmatrix} F(t_0, U_0) \\ \vdots \\ F(t_N, U_N) \end{pmatrix} = \sigma U_0^* \bar{P}(U_0 - f).$$

Since $P$ is diagonal, adding the complex conjugate now yields:

$$\|U_N\|_P^2 + 2 \sum_{i=0}^{N+1} P_i \text{Re}((U_i, F(t_i, U_i))_P) = \sigma (U_0^* \bar{P}(U_0 - f) + (U_0 - f)^* \bar{P}U_0) + \|U_0\|_P^2.$$

Adding and subtracting $\|f\|_P^2$ and using energy stability (20) gives

$$\|U_N\|_P^2 \leq \|f\|_P^2 + \left( \begin{array}{c} U_0 \\ f \end{array} \right)^* \left( \begin{array}{cc} 1 + 2\sigma & -\sigma \\ -\sigma & -1 \end{array} \right) \otimes \bar{P} \left( \begin{array}{c} U_0 \\ f \end{array} \right).$$

As before the matrix above is negative semidefinite if and only if $\sigma = -1$. □

The discrete energy estimate with the choice $\sigma = -1$ can now be written as

$$\|U_N\|_P^2 + 2 \sum_{i=0}^{N+1} P_i \text{Re}((U_i, F(t_i, U_i))_P) = \|f\|_P^2 - \|U_0 - f\|_P^2,$$

which perfectly mimics the continuos estimate (19).

**Remark 1.** Note that the proof only holds for diagonal norms $P$.

**Remark 2.** Note that Proposition 3 does not guarantee the existence of a unique discrete solution, but only that it is bounded by data if it exists. This is consistent with the observation that energy stability in itself is not a sufficient condition for well-posedness of the continuos problem.

3.4. Contractive problems

As we mentioned in the previous section, there is for general non-linear problems no direct link between energy stability and well-posedness. As an alternative approach to defining stability in the non-linear case, we can instead consider contractivity as the property we wish to preserve in the fully-discrete solution.
Assume that $u$ and $v$ are two different solutions to (1) with corresponding initial data $f_1$ and $f_2$ respectively. For the difference $u - v$ we then have

$$
(u - v)_t + F(t, u) - F(t, v) = 0, \quad 0 < t \leq T
$$

$$
(u - v)(0) = f_1 - f_2
$$

The energy method (multiplying from the left with $(u - v)^*\tilde{P}$, adding the complex conjugate and integrating) then yields:

$$
\|u - v\|_{\tilde{P}}^2 + \int_0^T 2\text{Re}(u - v, F(t, u) - F(t, v))\tilde{P} = \|f_1 - f_2\|_{\tilde{P}}^2
$$

(21)

Now assume that the function $F$ satisfies the following condition:

$$
\text{Re}(x - y, F(t, x) - F(t, y))\tilde{P} \geq 0, \quad 0 \leq t \leq T, \quad x, y \in \mathbb{R}^{M+1}.
$$

(22)

Then, for the difference $u - v$, we get the bound

$$
\|u - v\|_{\tilde{P}} \leq \|f_1 - f_2\|_{\tilde{P}}.
$$

Note that this guarantees uniqueness of the solution to (1), given that one exists. If (22) holds, we say that the initial value problem (1) is contractive.

**Proposition 4.** Let $\tilde{U}$ and $\tilde{V}$ be the solutions to the SBP-SAT approximation (11) of the IVP (1) with initial data $f_1$ and $f_2$ respectively, using a diagonal norm $P$. Then, $\sigma = -1$ and the contractivity condition (22) implies $\|U_N - V_N\|_{\tilde{P}}^2 \leq \|f_1 - f_2\|_{\tilde{P}}^2$.

**Proof.** The equation for $\tilde{U} - \tilde{V}$ can be written

$$(P^{-1}Q I)(\tilde{U} - \tilde{V}) + \begin{pmatrix}
F(t_0, U_0) - F(t_0, V_0) \\
\vdots \\
F(t_N, U_N) - F(t_N, V_N)
\end{pmatrix} = P^{-1} \sigma \tilde{e}_0 \otimes ((U - V)_0 - (f_1 - f_2)).$$

We multiply from the left with $(\tilde{U} - \tilde{V})^*(P \otimes \tilde{P})$:

$$(\tilde{U} - \tilde{V})^*(Q \otimes \tilde{P})(\tilde{U} - \tilde{V}) + (\tilde{U} - \tilde{V})^*(P \otimes \tilde{P}) \begin{pmatrix}
F(t_0, U_0) - F(t_0, V_0) \\
\vdots \\
F(t_N, U_N) - F(t_N, V_N)
\end{pmatrix} = \sigma(U_0 - V_0)^*\tilde{P}((U - V)_0 - (f_1 - f_2)).$$
Since the norm $P$ is diagonal, adding the conjugate transpose now yields:

$$\|U_N - V_N\|_P^2 - \|U_0 - V_0\|_P^2 + 2\text{Re}\sum_{i=0}^{N+1} P_i(U_i - V_i, F(t_i, U_i) - F(t_i, V_i)) \tilde{P}$$

$$= \sigma((U_0 - V_0)^*\tilde{P}((U - V)_0 - (f_1 - f_2)) + ((U - V)_0 - (f_1 - f_2))^*\tilde{P}(U_0 - V_0))$$

Adding and subtracting $\|f\|_P^2$ and using the contractivity condition (22) gives

$$\|U_N - V_N\|_P^2 \leq \|f_1 - f_2\|_P^2 + 2\sum_{i=0}^{N+1} P_i((U_i - V_i, F(t_i, U_i - V_i)) \tilde{P}) = \|f_1 - f_2\|_P^2 - \|U_0 - V_0 - (f_1 - f_2)\|_P^2,$$

which mimics the continuous one (21) perfectly.

4. Accuracy

Next we study the accuracy of the SBP-SAT technique, and limit the discussion to the constant coefficient test problem (6) with $u \in C^{2s}$ and $\text{Re}(\lambda) \geq 0$. The order of accuracy can be found by constructing an equation for the numerical error that involves the truncation error resulting from the discretization, see also [21].

The numerical error is the difference between the exact and the numerical solution vector:

$$\bar{e} = \bar{u} - \bar{U}.$$  \hspace{1cm} (23)

By inserting (23) in (7) we get the error equation:

$$P^{-1}Q\bar{e} + \lambda\bar{e} = P^{-1}\sigma e_0\bar{e}_0 + \bar{T}_e,$$  \hspace{1cm} (24)

where the truncation error $\bar{T}_e$ is given by

$$\bar{T}_e = P^{-1}Q\bar{u} - \bar{u}_t.$$  \hspace{1cm} (25)

We can also write the numerical error explicitly from (24) as

$$\bar{e} = (P^{-1}\tilde{Q} + \lambda I)^{-1}\bar{T}_e,$$  \hspace{1cm} (26)

where $\tilde{Q} = Q - \sigma E_0$ as usual.
4.1. Pointwise order of accuracy

We start with a general result on the pointwise order of accuracy for SBP(2s,p).

**Proposition 5.** If Assumption (2) holds, then the pointwise order of accuracy of SBP(2s,p) in (7) when applied to the constant coefficient test problem (6) is \( p + 1 \).

**Proof.** Since the order of accuracy of the SBP operator is \( p \) at the boundaries and \( 2s \) in the interior, we split the truncation error vector into the two corresponding parts:

\[
\vec{T} = \vec{T}_b + \vec{T}_i,
\]

where \( \vec{T}_i = O(\Delta t^{2s}) \), \( \vec{T}_b = O(\Delta t^p) \). Moreover, \( \vec{T}_b \) has only a finite number of non-zero components. Consider the explicit expression for the numerical error (26). By Corollary 1 we have \( \| \left( P^{-1} \tilde{Q} + \lambda I \right)^{-1} \|_{\infty} \leq O(1) \). This gives immediately the following estimate for the contribution from \( \vec{T}_i \) to \( \vec{e} \) in (26):

\[
\| \left( P^{-1} \tilde{Q} + \lambda I \right)^{-1} \vec{T}_i \|_{\infty} \leq \| \left( P^{-1} \tilde{Q} + \lambda I \right)^{-1} \|_{\infty} ||\vec{T}_i||_{\infty} = O(\Delta t^{2s}).
\]

A similar estimate can be made for the boundary part: Since \( \vec{T}_b \) is non-zero only at a finite number of positions, we get from Assumption 2 that

\[
\| \left( P^{-1} \tilde{Q} + \lambda I \right)^{-1} \vec{T}_b \|_{\infty} \leq \| \left( P^{-1} \tilde{Q} + \lambda I \right)^{-1} \|_{\infty} ||\vec{T}_b||_{\infty} = O(\Delta t^{p+1}).
\]

This gives the result

\[
\|\vec{e}\|_{\infty} \leq O(\Delta t^{2s}) + O(\Delta t^{p+1}) = O(\Delta t^{p+1}).
\]

Even though Proposition 5 gives a bound on the error that is valid for any value of \( \lambda \geq 0 \) in the limit \( \Delta t \to 0 \), it is sometimes possible to obtain more strict ones. This happens for example when SBP(2s,p) is applied on problems that are stiff, i.e. on problems with step sizes \( \Delta t \) much larger than \( |\lambda|^{-1} \). A practical example of such a problem can be found by setting \( g = \psi_t + \lambda \psi \) in (6), where \( \psi \) is the prescribed exact solution, and \( \lambda \) is very large. The time step size required to resolve this problem can then indeed be much larger than \( |\lambda|^{-1} \). As was demonstrated in [22] for implicit Runge-Kutta methods, the order of accuracy with respect to \( \Delta t \) can decrease for stiff problems of this type. We shall see that this order reduction phenomenon also occurs with the SBP-SAT technique.
Definition 2. For the SBP−SAT approximation (7) of the scalar constant coefficient problem (6), the stiff limit is: $|\lambda \Delta t| \to \infty$ together with $\Delta t \to 0$.

This definition leads to the following result for stiff convergence rate of SBP$(2s,p)$.

Proposition 6. In the stiff limit, the accuracy of the solution obtained with SBP$(2s,p)$ when applied to the scalar constant coefficient problem (6) is $O(\frac{1}{\lambda} \Delta t^{2s})$ for interior points, and $O(\frac{1}{\lambda} \Delta t^p)$ for boundary points.

Proof. Consider the expression for the numerical error (26). Since by definition $|\lambda \Delta t| \to \infty$, for any given value of $\Delta t$ the following estimate holds:

$$\tilde{e} = \frac{1}{\lambda} (I + \frac{1}{\Delta t \lambda} H^{-1} \mathcal{Q})^{-1} T_e = \frac{1}{\lambda} T_e + O(\frac{1}{\Delta t \lambda^2} H^{-1} \mathcal{Q} T_e) \to \frac{1}{\lambda} T_e,$$

as $\lambda \to \infty$.

By definition $T_e$ is of order $O(\Delta t^{2s})$ for interior points, and $O(\Delta t^p)$ for boundary points.

4.2. Superconvergence

From Proposition 5 we know that the order of accuracy is in general only $s + 1$ when using diagonal norms, while for block norms we get back the order of the interior stencil, or $2s$. However, for certain components of the solution, the order can be increased to $2s$ even for diagonal norms. This phenomenon is called superconvergence, and makes the operators with diagonal norms, which have superior stability properties, more competitive in terms of accuracy.

In order to formulate the superconvergence results, we need first to introduce the concept of dual consistency. Dual consistency has previously been used to prove superconvergence of the SBP-SAT technique for steady boundary value problems [23] as well as for unsteady initial boundary value problems [24, 25].

Consider the constant coefficient initial value problem (6) with homogeneous initial data:

$$u_t + \lambda u = g \quad 0 < t \leq T$$
$$u(0) = 0.$$

(27)

We define a linear functional $J$ of $u$ as $J(u) = (h, u)_{L_2}$, where $h \in C^{2s}$. The dual problem now consists of finding a function $\phi$ such that the functional $J(u)$ equals the inner product between $\phi$ and the forcing function $g$: $J(u) = (\phi, g)_{L_2}$. 
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We find the dual problem by expanding the expression for the functional:

\[ J(u) = (h, u)_{L^2} - (\phi, u_t + \lambda u - g)_{L^2} \]
\[ = (h, u)_{L^2} + (\phi, g)_{L^2} - (\lambda \phi, u)_{L^2} - (\phi, u_t)_{L^2} \]
\[ = (\phi, g)_{L^2} + (h - \lambda \phi, u)_{L^2} - \phi(T)u(T) + \phi(0)u(0) + (\phi_t, u) \]
\[ = (\phi, g)_{L^2} + (h - \lambda \phi + \phi_t, u)_{L^2} - \phi(T)u(T). \]

Thus the dual problem is:

\[-\phi_t + \lambda \phi = h, \quad 0 < t \leq T \]
\[ \phi(T) = 0. \] (28)

In a similar way we can define the discrete dual problem. The SBP-SAT discretization of (27) is

\[ (P^{-1} \bar{Q} + \lambda I)\bar{U} = \bar{g}. \] (29)

As discrete functional we define

\[ J_p(\bar{U}) = (\bar{h}, \bar{U}). \]

The discrete dual problem then consists of finding a vector \( \bar{\Phi} \) such that

\[ J_p(\bar{U}) = (\bar{\Phi}, \bar{g}). \]

Analogous manipulations as in the continuous case now yields

\[ J_p(\bar{U}) = (h, \bar{U})_P - (\bar{\Phi}, (P^{-1} \bar{Q} + \lambda I)\bar{U} - \bar{g})_P \]
\[ = (h, \bar{U})_P + (\bar{\Phi}, \bar{g})_P - (\lambda \bar{\Phi}, \bar{U})_P - (\bar{\Phi}, P^{-1} \bar{Q} \bar{U})_P \]
\[ = (\bar{\Phi}, \bar{g})_P + (h - \lambda \bar{\Phi}, \bar{U})_P - (P^{-1} \bar{Q}^T \bar{\Phi}, \bar{U})_P \]
\[ = (\bar{\Phi}, \bar{g})_P + (h - \lambda I + (P^{-1}(Q + (1 + \sigma)E_0 - E_N))\bar{\Phi}, \bar{U})_P. \]

Thus the discrete dual problem is

\[-P^{-1}Q\bar{\Phi} + \lambda I\bar{\Phi} = \bar{h} + P^{-1}((1 + \sigma)\Phi_0\bar{e}_0 - \Phi_N\bar{e}_N). \]

With the choice \( \sigma = -1 \), this becomes a consistent approximation of the continuous dual problem (28):

\[-P^{-1}Q\bar{\Phi} + \lambda I\bar{\Phi} = \bar{h} - P^{-1}\Phi_N\bar{e}_N. \] (30)

The problem (30) is very similar to (7), and we can prove the order of accuracy in an analogous way.
Lemma 1. If Assumption 2 holds then, with the choice $\sigma = -1$, the discrete dual problem (30) is a $p + 1$ order accurate approximation of the continuous dual problem (28).

Proof. With $\sigma = -1$, the system matrix $P^{-1}(-Q + E_N) + \bar{\lambda}I$ in (30) can be derived from the matrix $P^{-1}\tilde{Q} + \lambda I$ in (8) through the following transformation:

$$P^{-1}(-Q + E_N) + \bar{\lambda}I = P^{-1}(P^{-1}\tilde{Q} + \lambda I)^*P$$

Thus the inverse can be written

$$(P^{-1}(-Q + E_N) + \bar{\lambda}I)^{-1} = P^{-1}((P^{-1}\tilde{Q} + \lambda I)^{-1})^*P$$

Using Assumption 2, the proof is now analogous to that of Proposition 5.

We will need one more lemma, stating that the norm of an SBP operator is a high order integrator.

Lemma 2. Let $P^{-1}Q$ be an SBP operator of order $2s$ in the interior, and let $\phi, \psi \in C^{2s}$. Then $(\phi, \psi)_P$ is a $2s$ order accurate approximation of $(\phi, \psi)_{L_2}$, and moreover $(\phi, P^{-1}Q\psi)_P$ is a $2s$ order approximation of $(\phi, \psi_t)_{L_2}$.

Proof. See e.g. [26].

Note that lemma 2 holds also for diagonal norms. We are now ready to state the superconvergence results.

Proposition 7. Let $\tilde{U}$ be the solution to the SBP-SAT approximation (7) of (6) with $\sigma = -1$ and $\text{Re}(\lambda) \leq 0$, and let $h \in C^{2s}$. Then $J_p(\tilde{U}) - (h, \tilde{U})_P$ is a $2s$ order accurate approximation of $J(u) = (h, u)_{L_2}$.

Proof. Let $\phi$ be the solution to the dual problem (28), and $\Phi$ the solution to the discrete dual problem (30). Let moreover $\bar{\phi}$ and $\bar{u}$ be the restrictions of $\phi$ and $u$ to $\bar{\ell}$. We can expand the expression for the exact functional $J(u)$ as

$$J(u) = J_p(\bar{u}) + O(\Delta t^{2s})$$

$$= (\bar{h}, \bar{u})_P + (\bar{h}, \bar{U})_P - (\bar{h}, \bar{U})_P + O(\Delta t^{2s}) = J_p(\bar{U}) + (\bar{h}, \bar{u} - \bar{U})_P + O(\Delta t^{2s}).$$

(31)
It now remains to show that \((\vec{h}, \vec{u} - \vec{U})_P = O(\Delta t^{2s})\). We start by establishing the following identity by combining (6) and (8):

\[
0 = P^{-1}\tilde{Q}\vec{U} + \lambda\vec{U} - \vec{g} + P^{-1}\sigma(f)\vec{e}_0 \\
- (\vec{u}_t + \lambda\vec{u} - \vec{g} - P^{-1}\sigma(u(0) - f)\vec{e}_0)) \\
= -(P^{-1}\tilde{Q} + \lambda I)(\vec{u} - \vec{U}) + P^{-1}Q\vec{u} - \vec{u}_t.
\]

Using (32) we can now expand \((\vec{h}, \vec{u} - \vec{U})_P\) as

\[
(\vec{h}, \vec{u} - \vec{U})_P = \langle \vec{h}, \vec{u} - \vec{U} \rangle - \langle \vec{\Phi}, (P^{-1}\tilde{Q} + \lambda I)(\vec{u} - \vec{U}) \rangle \\
+ \langle \vec{\Phi}, P^{-1}Q\vec{u} - \vec{u}_t \rangle \\
= (\vec{h} - P^{-1}(P^{-1}\tilde{Q} + \lambda I)^TP\vec{\Phi}, \vec{u} - \vec{U})_P \\
+ \langle \vec{\Phi}, P^{-1}Q\vec{u} - \vec{u}_t \rangle
\]

The first term in the right hand side of (33) now vanish due to (30):

\[
\vec{h} - P^{-1}(P^{-1}\tilde{Q} + \lambda I)^TP\vec{\Phi} = \langle \vec{h} - (P^{-1}(-Q - (1 + \sigma)E_0 + E_N) + \lambda I)\vec{\Phi} \rangle = 0.
\]

Moreover, the second term in the right hand side of (33) becomes, using Lemma 2 and Lemma 1,

\[
(\vec{\Phi}, P^{-1}Q\vec{u} - \vec{u}_t)_P = \langle \vec{\phi}, P^{-1}Q\vec{u} \rangle - \langle \vec{\phi}, \vec{u}_t \rangle + \langle \vec{\Phi} - \vec{\phi}, P^{-1}Q\vec{u} - \vec{u}_t \rangle \\
= \langle \vec{\phi}, \vec{u}_t \rangle + O(\Delta t^{2s}) - ((\vec{\phi}, \vec{u}_t)_P + O(\Delta t^{2s})) \\
+ \langle \vec{\Phi} - \vec{\phi}, \vec{T}_e \rangle \\
= O(\Delta t^{2s}) + O(\Delta t^{2p+2}).
\]

Now, since either \(p = s\) or \(p = 2s - 1\), (33) becomes

\[
(\vec{h}, \vec{u} - \vec{U})_P = O(\Delta t^{2s}),
\]

which concludes the proof.

\[\square\]

**Proposition 8.** Let \(\vec{U}\) be the solution to the SBP-SAT approximation (7) of (6) with \(\sigma = -1\) and \(\text{Re}(\lambda) \geq 0\). Then \(U_N\) is a 2s order accurate approximation of \(u(T)\).

**Proof.** We first observe that the first accuracy condition ((5) with \(j = 0\)) together with the SBP property (2) leads to \(\vec{I}^TQ = -\vec{e}_0^T + \vec{e}_N^T\). Multiplying (24) with \(\vec{I}^TP\) then yields:

\[
-\vec{e}_0 + \vec{e}_N + \lambda \vec{I}^TP\vec{e} = \sigma \vec{e}_0 + \vec{I}^TP\vec{I}.
\]
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With $\sigma = -1$, this becomes:

$$e_N = \tilde{I}^T P \tilde{T} - \lambda \tilde{T} P \tilde{e}.$$ 

Lemma 2 now gives:

$$\tilde{I}^T P \tilde{T} = (\tilde{I}, \tilde{u})_P - (\tilde{I}, P^{-1} Q \tilde{u}) = (1, u_t)_{L_2} + O(\Delta t^{2s}) - ((1, u_t)_{L_2} + O(\Delta t^{2s})) = O(\Delta t^{2s}).$$

Moreover, from Lemma 2 and Proposition 7 we get:

$$\tilde{I}^T P \tilde{e} = (\tilde{I}, \tilde{u})_P - (\tilde{I}, \tilde{U})_P = (1, u)_{L_2} + O(\Delta t^{2s}) - ((1, u)_{L_2} + O(\Delta t^{2s})) = O(\Delta t^{2s}).$$

Thus

$$e_N = O(\Delta t^{2s}). \quad \square$$

**Remark 3.** Note that the general accuracy results presented in Propositions 5, 7 and 8 are also valid in the stiff limit. For example, when using diagonal norms in the stiff limit, Proposition 8 gives an error bound of order $O(\Delta t^{2s})$ for the solution at the last time step, while Proposition 6 gives $O(\frac{1}{\lambda} \Delta t^s)$. Both these estimates hold, and the latter only becomes more strict if $|\lambda \Delta t^s| > 1$.

### 5. Multi-block formulation

For computational considerations it is often advantageous to split the time interval of interest into several smaller blocks, for example when constructing adaptive methods. The SBP-SAT technique can be applied on each block individually, combined with an interface coupling between them. In this section we restrict the analysis to the case where only two blocks are used, but the extension to an arbitrary number of blocks is completely analogous.

Thus we assume that the time domain is split into two blocks with an interface at $t = a$, where $0 < a < T$, where a numerical approximation is given by

$$\tilde{U} = (U_0 \ U_1 \ldots \ U_N)^T \approx (u(0) \ u(\Delta t_1) \ldots \ u(a))^T,$$

$$\tilde{V} = (V_0 \ V_1 \ldots \ V_M)^T \approx (u(a) \ u(a + \Delta t_2) \ldots \ u(T))^T.$$ 

The full solution vector is $\tilde{W} = (U_0 \ldots U_N \ V_0 \ldots V_M)^T$, and we define the corresponding discrete $L_2$ norm as $\|\tilde{W}\|_P^2 = \tilde{W}^* P \tilde{W}$, where

$$\tilde{P} = \begin{pmatrix} P_l & 0 \\ 0 & P_r \end{pmatrix}.$$
The two-domain implementation of the $SBP-SAT$ technique for the scalar constant coefficient problem (6) can then be formulated as follows:

$$\begin{pmatrix} p_t^{-1}Q_l & 0 \\ 0 & p_r^{-1}Q_r \end{pmatrix} \vec{W} + \lambda \vec{W} = p_t^{-1}(\sigma(U_0 - f))\vec{e}_0 + p_t^{-1}(\sigma_1(U_N - V_0))\vec{e}_N + p_r^{-1}(\sigma_2(V_0 - U_N))\vec{d}_0,$$

(34)

where $\sigma_l$ and $\sigma_r$ are SAT penalty parameters forcing the two solutions $U_N$ and $V_0$ at $t = a$ toward each other. The subscripts $l$ and $r$ denote the left and right domain respectively. $\vec{e}_0$, $\vec{e}_N$ and $\vec{d}_0$ are unit vectors with zeros everywhere except at the position corresponding to $U_0$, $U_N$ and $V_0$ respectively. Note that $\vec{e}_N$ and $\vec{d}_0$ point to the same time value.

The energy method (multiplying from the left with $\vec{W}^*\bar{P}$ and adding the conjugate transpose) then yields

$$|V_M|^2 + 2Re(\lambda)\|\vec{W}\|^2_P + \left( \begin{array}{c} U_N \\ V_0 \end{array} \right)^T \left( \begin{array}{cc} 1 - 2\sigma_l & \sigma_l + \sigma_r \\ \sigma_l + \sigma_r & -1 - 2\sigma_r \end{array} \right) \left( \begin{array}{c} U_N \\ V_0 \end{array} \right) = |f|^2 - |U_0 - f|^2.$$

(35)

As was originally shown in [4], the matrix in expression (35) above is positive semi-definite if and only if the following expressions hold:

$$\sigma_l = \sigma_r + 1, \quad \sigma_r \leq -\frac{1}{2}.$$

Consider the discrete problem (34) again. The choice $\sigma_r = -1$ clearly makes the solution to the first equation in (34) independent of the solution to the second. After the first equation is solved, the solution component $U_N$ can then be used as initial condition to the second equation. With this choice the energy estimate (35) becomes:

$$|V_M|^2 + 2Re(\lambda)\|\vec{W}\|^2_P = |f|^2 - |U_0 - f|^2 - |V_0 - U_N|^2.$$

6. Multi-stage formulation

An alternative to solving (1) with the global $SBP-SAT$ technique is to use a one-step multi-stage method, through the multi-block technique described above. The problem can thus be solved successively over small time increments involving only a small number of grid points, while using the numerical
solution at the end of the most recent time increment as initial data to the next. As was shown in the previous section, this formulation is identical to the multi-block approach (34) with penalty coefficients \( \sigma_r = -1 \) and \( \sigma_l = 0 \).

We first discretize the time domain with a grid using arbitrary step sizes, and define the corresponding numerical solution to the one-step SBP-SAT method:

\[ \vec{t} = (0 \ t_1 \ t_2 \ldots \ t_N = T)^T, \]

\[ \vec{U} = \begin{pmatrix} U_0 \\ U_1 \\ \vdots \\ U_N \end{pmatrix}, \quad \text{where} \quad U_i = (U_{i,0} \ U_{i,1} \ldots \ U_{i,M})^T, \quad i = 0,1,\ldots,N. \]

The original problem (1) can now be partitioned into \( N \) corresponding subproblems that can be solved numerically one after the other:

\[ u_t + F(t,u) = g(t), \quad t_{i-1} < t \leq t_i, \quad i = 1,\ldots,N \tag{36} \]

where \( U_0 = f \). To solve each of these subproblems, each interval \([t_{i-1},t_i]\) is further divided into \( n_i + 1 \) equispaced grid points:

\[ \vec{t}^i = (t_{i-1} \ t_{i-1} + \Delta t_i \ldots \ t_i)^T, \]

where

\[ \Delta t_i = \frac{t_i - t_{i-1}}{n_i}, \quad i = 1,\ldots,N. \]

Finally we define a discrete solution vector for each subproblem:

\[ \vec{U}_i \approx \begin{pmatrix} U_{i,0}^0 \\ U_{i,1}^1 \\ \vdots \\ U_{i,n_i}^{n_i} \end{pmatrix}, \quad \text{where} \quad U_i = (U_{i,0}^0 \ U_{i,1}^1 \ldots \ U_{i,n_i}^{n_i})^T, \quad i = 1,\ldots,N, \tag{37} \]

We refer to \( U_0^0 \) through \( U_{i,0}^{n_i} \) as the \( n_i + 1 \) stage values at \( t_i \), and define the numerical solution at \( t_i \) to be the last of these values, i.e.

\[ U_i = U_{i,0}^{n_i}. \]
Each subproblem (36) can now be solved successively with the SBP-SAT technique:

$$(P^{-1}Q\otimes I)\vec{U}_i + \begin{pmatrix} F(t_0, U_0^0) \\ \vdots \\ F(t_{N_i}, U_{N_i}^n) \end{pmatrix} = \begin{pmatrix} g(t_0) \\ \vdots \\ g(t_{N_i}) \end{pmatrix} + P^{-1}\sigma_0\otimes(U_i^0 - U_{i-1}), \quad (38)$$

where $U_0 = f$, and $P = \Delta t_i H$. This formulation allows us to reuse the various definitions of stability already existing for implicit Runge-Kutta methods. One major difference between these and the SBP-SAT technique is that, in the latter, also the “zeroth” stage value, i.e. $U_i^0$, has to be computed in each step, due to the weak coupling between $\vec{U}_i$ and $\vec{U}_{i-1}$.

Remark 4. One additional advantage with the multi-stage formulation is that it opens up for adaptive methods in time, since the length of each subinterval is arbitrary.

7. Classical stability properties of the SBP-SAT method in time

We conclude the theoretical part of this paper by relating the stability properties of the SBP-SAT method to various standard stability properties of Runge-Kutta methods, see e.g. [20]. As we shall see, many of these are linked to the energy estimates derived in section 3.

The most widely used stability definition for Runge-Kutta methods is that of A-stability. It is based on the scalar constant coefficient test equation (6) with $g = 0$:

$$\text{Re}(\lambda) \geq 0 \implies |U_i| \leq |U_{i-1}|, \text{ for } i = 1, \ldots, N.$$

In some cases, A-stability may not be enough since decaying solution components might be damped out too slowly. This motivates the definition of $L$-stability [20].

Definition 3. The multi-stage method (38) is said to be A-stable if, when applied to the scalar constant coefficient test equation (6) with $g = 0$, $\text{Re}(\lambda) \geq 0$ implies that $|U_i| \leq |U_{i-1}|$, for $i = 1, \ldots, N$.

Definition 4. The multi-stage method (38) is said to be $L$-stable if it is A-stable and if in addition, when applied to (6) with $g = 0$, $\text{Re}(\lambda) \geq 0$ implies that $\frac{|U_i|}{|U_{i-1}|} \to 0$ as $\Delta t_i \text{Re}(\lambda) \to \infty$, for $i = 1, \ldots, N$. 21
The most general extension to include non-linear problems is based on the concept of contractivity discussed in section 3.4.

**Definition 5.** The multi-stage method (38) is said to be $B$-stable if the contractivity property (22) of $F$ implies that $\|U_i - V_i\|_P \leq \|U_{i-1} - V_{i-1}\|_P$, for $i = 1, \ldots, N$, where $\tilde{U}$ and $\tilde{V}$ are solutions associated with different initial data $f_1$ and $f_2$ respectively.

Finally, in order to take advantage of the energy estimates that we derived for energy stable linear and non-linear problems in section 3.3, we introduce two more definitions.

**Definition 6.** The multi-stage method (38) is said to be linearly stable if, when applied to the constant coefficient test problem (9) with $g = 0$, $\tilde{P}A + A^T\tilde{P} \geq 0$ implies that $|U_i| \leq |U_{i-1}|$, for $i = 1, \ldots, N$.

**Definition 7.** The multi-stage method (38) is said to be energy stable if (20) implies that $\|U_i\|_P \leq \|U_{i-1}\|_P$, for $i = 1, \ldots, N$.

Using the energy estimates in section 3 we can now prove the following results for the $SBP - SAT$ methods.

**Proposition 9.** The time integration method $SBP(2s,p)$ in the multi-stage setting (38) with $\sigma = -1$ is $A$-stable, $L$-stable and linearly stable.

**Proof.** A-stability and linear stability follows directly from Proposition 1 and 2. Moreover, consider the energy estimate for step $i$ in the multi-stage version:

$$|U_i|^2 + 2Re(\lambda)||\tilde{U}_i||^2_P = |U_{i-1}|^2 - |U_i - U_{i-1}|^2.$$  

Recall that $||\tilde{U}_i||^2_P = \tilde{U}_i^*P\tilde{U}_i$, and $P = \Delta t_i H$ where $H$ has positive eigenvalues of order one. Let $\xi_{\min}$ be the smallest of those eigenvalues. Then the energy estimate above leads to

$$(1 + 2\xi_{\min} \Delta t_i Re(\lambda))|U_i|^2 \leq |U_{i-1}|^2,$$

which can be rewritten as

$$\frac{|U_i|^2}{|U_{i-1}|^2} \leq \frac{1}{(1 + 2\xi_{\min} \Delta t_i Re(\lambda))} \to 0, \text{ as } \Delta t_i Re(\lambda) \to \infty. \tag*{\Box}$$

The non-linear stability properties on the other hand are only attained for diagonal norms.
Proposition 10. The time integration method $SBP(2s,s)$ in the multi-stage setting (38) with $\sigma = -1$ is $B-$stable and energy stable.

Proof. The results follows directly from Propositions 3 and 4. \qed

For computational reasons it may be advantageous to use as few stages as possible to limit the size of problem (38). Since the number of stages is the same as the number of rows in the SBP operator $P^{-1}Q$, we note that the lower restriction on the number of stages is equivalent to the number of boundary rows in the SBP operator.

Proposition 11. The number of stages for the $SBP$ – $SAT$ methods are limited by $n_i + 1 \geq 2$ for $SBP(2,1)$ and $n_i + 1 \geq 4s$ for $SBP(2s,p)$, $s = 2, 3, 4$.

Proof. See e.g. Lemma 2.9 and Theorem 2.3 in [2]. \qed

8. Numerical results

8.1. Accuracy

The stiff and non-stiff accuracy results given in Propositions 6 and 8 was demonstrated numerically in [5] for energy stable constant coefficient problems, and operators with internal order $2, 4, 6$ and $8$. We complete this picture by showing for a scalar example that the multi-stage formulation of $SBP(2s,p)$ produces errors of the same order as the global formulation given the same temporal resolution. For the non-stiff case for For this purpose, we solve (6) for the exact solution $u = e^{-t}$ by setting the forcing function to $g = -(1 + \lambda)e^{-t}$. We use the minimum number of stages, i.e. $n_i + 1 = 2, 8, 12$ and $16$ for $SBP(2,p)$ $SBP(4,p)$ $SBP(6,p)$ and $SBP(8,p)$ respectively. We consider both a non-stiff case ($\lambda = 1$) and a stiff case ($\lambda = 1000$), and use both diagonal norms ($p = s$) and block norms ($p = 2s-1$). Figures 1 through 4 show the convergence of the global error at $t = 1$ for all these cases. For the stiff cases, the errors from the multi-stage versions are indistinguishable from those of the global versions. For the non-stiff case, note that the accuracy using diagonal norms and block norms is almost the same.

8.2. Stability

From Proposition 2 we know that energy stability of constant coefficient problems is preserved using $SBP(2s,p)$ for both diagonal norms and block
Figure 1: Convergence at $t = 1$ in the non-stiff test case using diagonal norm operators.

Figure 2: Convergence at $t = 1$ in the non-stiff test case using block norm operators.
norms. However, transforming the time coordinate introduces a time dependency in the coefficients, and in this case we know from Proposition 3 that stability can only be guaranteed for operators with diagonal norms. To test this, we consider a problem on the following form:

\[ u_t + \tilde{P}^{-1}Au = 0, \quad 0 < t \leq T \]

\[ u(0) = f, \]

where \( \tilde{P} \) is symmetric positive definite, and \( A \) is a skew-symmetric. The energy method then yields \( \|u(T)\|_{\tilde{P}} = \|f\|_{\tilde{P}} \), i.e. the system is not only energy stable, but strictly energy conserving. Now we introduce a stretching of the time coordinate, and let \( t = t(\tau) \). The system can then be rewritten as

\[ u_\tau + t_\tau \tilde{P}^{-1}Au = 0, \quad 0 < \tau \leq T \]

\[ u(0) = f. \]  \hspace{1cm} (39)

Due to the time dependent factor \( t_\tau \) in (39), we can only guarantee that energy stability is preserved using \( \text{SBP}(2s,p) \) if a diagonal norm is used, see Proposition 3. To see what happens in detail, we consider the SBP-SA T.
Figure 4: Convergence at \( t = 1 \) in the stiff test case using block norm operators. The multi-stage version is indistinguishable from the global version.

approximation (11) of (39): 

\[
(P_\tau^{-1} Q \otimes I) \vec{U} + (T \otimes \hat{P}^{-1} A) \vec{U} = P_\tau^{-1} \sigma \bar{e}_0 \otimes (U_0 - f),
\]

where \( T = Diag(\frac{\partial}{\partial t}(\vec{u})) \). The energy method (multiply with \( u^*(P_\tau \otimes \hat{P}) \) from the left and adding the conjugate transpose) with \( \sigma = -1 \) yields:

\[
\|\vec{U}_N\|^2_{P^*} + \vec{U}^*((P_\tau T - TP_\tau) \otimes A) \vec{U} = \|f\|^2_{P^*} - \|U_0 - f\|^2_{P}. \tag{40}
\]

If \( P_\tau \) is diagonal, then \( PT - TP = 0 \), and stability follows. If \( P_\tau \) is a block norm on the other hand, then \( P_\tau T - TP_\tau \) is skew-symmetric. Since also \( A \) is skew-symmetric, the eigenvalues of the matrix \( (P_\tau T - TP_\tau) \otimes A \) are real and come in positive/negative pairs. This means that energy stability is not guaranteed, and the solution could thus potentially grow without bound.

As an example, we consider the following coupled hyperbolic system of
partial differential equations:

\begin{align*}
u_t + u_x &= 0, \quad 0 \leq x \leq 1 \\
v_t - v_x &= 0, \quad 0 \leq x \leq 1 \\
\begin{array}{ll}
\quad u(0, t) &= v(0, t) \\
\quad v(1, t) &= u(1, t) \\
\quad u(x, 0) &= f_1(x) \\
\quad v(x, 0) &= f_2(x).
\end{array}
\end{align*}

(41)

Note that this system is periodic in time with period 1, and that all energy is preserved. We introduce \( t = t(\tau) \) as a stretching of the time coordinate, and define the solution vector as \( w = (u, v) \). Then (41) can be written as:

\begin{align*}
w_t + t_\tau Bw_x &= 0 \quad 0 \leq x \leq 1 \\
L_1 w(0) &= 0 \\
L_2 w(1) &= 0 \\
w(x, 0) &= f(x),
\end{align*}

where

\begin{align*}
B &= \begin{pmatrix} 1 & 0 \\
0 & -1 \end{pmatrix}, \\
f(x) &= \begin{pmatrix} \sin(2\pi x) \\
-sin(2\pi x) \end{pmatrix}, \\
L_1 &= \begin{pmatrix} 1 & -1 \\
0 & 0 \end{pmatrix}, \\
L_2 &= \begin{pmatrix} 0 & 0 \\
-1 & 1 \end{pmatrix}.
\end{align*}

A semi-discrete approximation using the SBP-SAT technique can be formulated as follows:

\begin{align*}
\tilde{w}_t + t_\tau B \otimes P_\xi^{-1} Q_\xi \tilde{w} &= (I \otimes P_\xi^{-1})(\sigma_1(u_0 - v_0)\tilde{e}_0 + \sigma_2(u_M - v_M)\tilde{e}_M \\
&\quad + \sigma_3(v_0 - u_0)\tilde{d}_0 + \sigma_4(v_M - u_M)\tilde{d}_M) \\
\tilde{w}(0) &= f(\tilde{x}),
\end{align*}

(42)

where \( \tilde{w} = (u(0), u(\Delta x), \ldots, u(1), v(0), v(\Delta x), \ldots, v(1))^T \). \( \tilde{e}_0, \tilde{e}_M, \tilde{d}_0 \) and \( \tilde{d}_M \) are unit vectors with zeros everywhere except at the position corresponding to \( u_0, u_M, v_0 \) and \( v_M \) respectively. We can now rewrite (42) on the same form as (39) by setting

\begin{align*}
\tilde{P} = (I \otimes P_\xi^{-1}), \\
A = B \otimes Q_\xi - \Sigma,
\end{align*}

where

\( \Sigma = (\sigma_1 L_1 - \sigma_2 L_2) \otimes E_0 + (\sigma_3 L_1 - \sigma_4 L_2) \otimes E_M \).
With the choice $\sigma_1 = \sigma_4 = -1/2$ and $\sigma_2 = \sigma_3 = 1/2$, the matrix $A$ becomes skew symmetric, leading to strict energy conservation in $\| \cdot \|_{\tilde{P}}$. For the numerical experiments, we used the following stretching of the time coordinate:

$$t = \tau \left( \frac{e^{-(\tau - \frac{1}{4})^2}}{e^{-1/2}} \right)^2, \quad 0 \leq \tau \leq 1$$

The system was solved repeatedly for 25000 periods with the same resolution in both space and time, and using the same stretching of the time coordinate in each step. The spatial part of the problem was discretized using a diagonal norm operator with global order 4, i.e. SBP(6,3). The time integration was performed with SBP(4,3) (block norm) as well as SBP(4,2) (diagonal norm), both with global order 4.

Figures 5 and 6 shows the eigenvalue distribution of the matrix $(P_\tau T - T P_\tau) \otimes A$ in the case of block norms for resolution $N = M = 15$ and $N = M = 30$ in both space and time, while Figure 7 shows the long term change of energy in the system. We can see that energy growth does indeed occur for the block norm operators. It is interesting to note that on the finer grid, the energy growth rate suddenly accelerates after approximately 15000 periods, but is very slow before that point. The diagonal norm operators on the other hand produces monotonous energy decay due to the small damping term in the right hand side of (40).

![Figure 5: Eigenvalue distribution of the matrix $(P_\tau T - T P_\tau) \otimes A$ in the case of block norm $P_\tau$, for the resolution $N = M = 15$.](image_url)
Figure 6: Eigenvalue distribution of the matrix \((P^T T - T P^T) \otimes A \) in the case of block norm \(P^\tau\), for the resolution \(N = M = 30\).

Figure 7: The long-term change in energy of the fully discrete solution.

9. Summary and conclusions

The SBP-SAT technique applied to time integration of general initial value problem has been analyzed, with focus on the theoretical properties of accuracy and stability. High orders of convergence were proven for both stiff
and non-stiff problems. The stability results were proven using the energy method.

It was shown how the SBP-SAT technique for time integration, originally formulated as a global method, can be used with flexibility as a one-step multi-stage method with a variable number of stages, without loss of accuracy compared to the global formulation. Classical stability results, including A-stability, L-stability and B-stability could also be proven using the energy method.

For SBP operators with diagonal norms, it was shown that half of the order of accuracy is lost for very stiff problems, while only one order is lost for block norms. However, non-linear stability could only be proven for diagonal norm operators. Numerical tests on an energy conserving linear problem with a stretched time coordinate showed that the block norm operators can lead to instability for long time integrations.

References


