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Continuous-flow variable-length memoryless linear regression architecture

M. Garrido and J. Grajal

This letter presents a pipelined circuit to calculate the linear regression. The proposed circuit has the advantages that it can process a continuous flow of data, it does not need memory to store the input samples, and supports variable length that can be reconfigured in run time. The circuit is efficient in area, as it consists of a small number of adders, multipliers and dividers. These features make it very suitable for real-time applications, as well as for calculating the linear regression of a large number of samples.

Introduction: The linear regression [1] is one of the most important tools in statistical data analysis. It is used to determine the statistical relation between a dependent variable and an independent one, assuming that this relation can be modeled by a line.

The linear regression is used in many applications, ranging from data base processing [2] or augmented reality [3] to face recognition [4] or signal classification [5]. These applications are usually run in software [3, 4], and specific software programs to speed up the calculations of the linear regression have hardly been proposed [6]. Nowadays, another alternative to handle a large number of computations is to resort to graphics processing units (GPUs) [2]. Finally, hardware platforms such as field programmable gate arrays (FPGAs) and application-specific integrated circuits (ASICs) are a very suitable for real-time applications that demand high throughput and low power consumption. Currently, more and more applications demand such real-time requirements [5]. For this reason, the design of efficient hardware architectures [8, 9] plays an important role in current and future applications.

Generally, the linear regression is calculated iteratively: A processor reads groups of data from memory, processes them and writes them back in memory until all the computations of the regression are carried out [7]. In these memory-based circuits, the input samples are first loaded to memory, then the linear regression is calculated iteratively and, finally, the results are read from memory. As new data cannot be stored in memory until all the computations have finished, this approach is not suitable for processing continuous flows of data. Furthermore, this approach requires to allocate all the inputs in memory. This leads to significant demands for memory when the linear regression is applied to large amounts of data.

Pipelined circuits [8, 9] are an alternative to memory-based ones. They support continuous data flow and reach high throughput and low latency. In spite of this, the use of pipelined circuits for the linear regression has hardly been considered. To the best of the authors’ knowledge, the first pipelined linear regression was presented in [8]. Later, a pipelined linear regression that makes use of the embedded DSP blocks in FPGAs was proposed [9]. However, this approach is only suitable for a fixed number of samples and only if this number is a power of two.

This letter presents a novel pipelined architecture for the linear regression. The circuit has been specifically designed for a real-time signal classification system [5], but it can be easily adapted to other applications that demands real-time processing and few hardware resources. The proposed design has multiple advantages. First, the circuit does not require any memory, but just a few registers. This is very relevant for calculating the linear regression on large amounts of data and leads to significant savings with respect to memory-based approaches. Second, it can process a continuous flow of data. Third, it supports variable-length, which can be configured dynamically in run time. Fourth, the proposed circuit calculates all the parameters of the linear regression, including the error of the approximation, which is necessary for signal classification [5]. Finally, the design has been optimized in area by reducing the number of adders, multipliers and dividers.

The Linear Regression: The linear regression [1] is used to determine the relation between a dependent variable, \(Y\), and an independent variable, \(X\), based on a set of \(N\) pairs of samples, \((X_i, Y_i)\), where \(i = 1, \ldots, N\). The variables are supposed to be related by a line

\[
y_i = \beta_0 + \beta_1 x_i + \epsilon_i
\]

where \(\epsilon_i\) is the error of the \(i\)th sample.

The line that best fits the data is calculated by minimizing the mean square error (MSE). This provides \(b_0\) and \(b_1\), which are the estimators of

\[
\begin{align*}
MSE &= \frac{1}{N} \sum_{i=1}^{N} (Y_i - b_0 - b_1 X_i)^2 \\
\end{align*}
\]

As a result, (2), (3) and (4) provide the values of the three parameters of interest, \(b_1, b_0\) and \(MSE\) respectively.

Proposed Architecture: The continuous-flow variable-length memoryless linear regression architecture is shown in Fig. 1. The circuit is divided into three blocks that calculate the accumulations, main computations, and divisions, respectively. The first block in Fig. 1(a) calculates the summations

\[
\begin{align*}
A &= \sum_{i=1}^{N} X_i \\
B &= \sum_{i=1}^{N} Y_i \\
C &= \sum_{i=1}^{N} X_i^2 \\
D &= \sum_{i=1}^{N} Y_i^2 \\
E &= \sum_{i=1}^{N} X_i Y_i \\
N &= \sum_{i=1}^{N} 1 \\
\end{align*}
\]

This block only needs five registers, which are the only storage elements in the architecture. This is very little storage compared with the memory required in memory-based architectures, which needs to store all the input samples. These savings in memory are especially significant when calculating the linear regression on large amounts of data.

The second block in Fig. 1(b) calculates the main operations

\[
\begin{align*}
F &= NC - AB \\
G &= BC - AE \\
H &= (NC - A^2)D + (2AE - BC)B - NE^2 \\
I &= J = NC - A^2 \\
K &= N(NC - A^2) \\
\end{align*}
\]

For this block the architecture admits two options: fully pipelined and time-multiplexed. The fully pipelined architecture is the direct implementation of the operations in Fig. 1(b). The multiplication by 2 in Fig. 1(b) is carried out by the 1-bit shift represented by \(<<\). This shift is hard wired and, therefore, does not need any hardware. Furthermore, the adders and multipliers are shared for different computations. For instance, the term \(NC - A^2\) is reused to calculate \(H\), \(I\) and \(K\). This reduces the number of adders and multipliers in the circuit.

The time-multiplexed architecture takes into account the fact that the main operations in Fig. 1(b) must only be calculated once, just after the first stage of accumulators has processed the \(N\) input data. Therefore, the
operations in Fig. 1(b) can be multiplexed in time. By doing this, only one adder and one multiplier are needed, at the expense of a few extra registers. Table 1 shows the register allocation procedure. By writing partial results sequentially in these registers, the output results can be provided in two iterations. Note that by writing to the registers in order, the second iteration only overwrites registers with values that are not needed any more.

The third block in Fig. 1(c) calculates the divisions to obtain the parameters of the linear regression. The fully pipelined architecture uses the three dividers shown in Fig. 1(c), whereas the time-multiplexed approach uses only one divider. Furthermore, in applications where the latency also benefits from the proposed design. The results are provided in run time. The circuit uses few hardware components and removes the need of a memory for the samples. The circuit is suitable for calculating the linear regression in real time, especially when the number of samples is large.
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### Table 1: Register allocation procedure

<table>
<thead>
<tr>
<th>REGISTER NUMBER</th>
<th>FIRST ITERATION</th>
<th>SECOND ITERATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>C</td>
<td>NC – A^2</td>
</tr>
<tr>
<td>2</td>
<td>N</td>
<td>N(NC – A^2)</td>
</tr>
<tr>
<td>3</td>
<td>D</td>
<td>D(NC – A^2)</td>
</tr>
<tr>
<td>5</td>
<td>A</td>
<td>2AE – BC</td>
</tr>
<tr>
<td>6</td>
<td>B</td>
<td>B(2AE – BC)</td>
</tr>
<tr>
<td>7</td>
<td>NC</td>
<td>D(NC – A^2)</td>
</tr>
<tr>
<td>8</td>
<td>A^2</td>
<td>F</td>
</tr>
<tr>
<td>9</td>
<td>AB</td>
<td>G</td>
</tr>
<tr>
<td>10</td>
<td>BC</td>
<td>H</td>
</tr>
<tr>
<td>11</td>
<td>AE</td>
<td>-</td>
</tr>
<tr>
<td>12</td>
<td>NE</td>
<td>-</td>
</tr>
</tbody>
</table>

### Table 2: Components for fully pipelined/time-multiplexed regression

<table>
<thead>
<tr>
<th>HARDWARE COMPONENT</th>
<th>MODULE (SUMMATIONS, MAIN DIVISIONS)</th>
<th>TOTAL COST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adders</td>
<td>6/6</td>
<td>12/7</td>
</tr>
<tr>
<td>Multipliers</td>
<td>3/3</td>
<td>13/4</td>
</tr>
<tr>
<td>Dividers</td>
<td>-</td>
<td>3/1</td>
</tr>
<tr>
<td>Registers</td>
<td>6/6</td>
<td>6/18</td>
</tr>
</tbody>
</table>

### Acknowledgment

M. Garrido was supported by ELLIIT, Linköping University, Sweden.

M. Garrido (Linköping University, Linköping, Sweden) and J. Grajal (Universidad Politécnica de Madrid, Madrid, Spain)

E-mail: mariog@isy.liu.se

**References**


**Conclusion:** A circuit for calculating the linear regression is proposed in this letter. The circuit supports continuous flow and variable length, which can be configured in run time. The circuit uses few hardware components and removes the need of a memory for the samples. The circuit is suitable for calculating the linear regression in real time, especially when the number of samples is large.