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Abstract

Microstructure and morphology of thin films are decisive for many of their resulting properties. To be able to tailor these properties, and thus the film functionality, a fundamental understanding of thin film growth needs to be acquired. Film growth is commonly performed using continuous vapor fluxes with low energy, but additional handles to control growth can be obtained by instead using pulsed and energetic ion fluxes. In this licentiate thesis the physical processes that determine microstructure and morphology of thin films grown using pulsed and highly ionized vapor fluxes are investigated.

The underlying physics that determines the initial film growth stages (i.e., island nucleation, island growth and island coalescence) and how they can be manipulated individually when using pulsed vapor fluxes have previously been investigated. Their combined effect on film growth is, however, paramount to tailor film properties. In the thesis, a route to generate pulsed vapor fluxes using the vapor-based technique high power impulse magnetron sputtering (HiPIMS) is established. These fluxes are then used to grow Ag films on SiO$_2$ substrates. For fluxes with constant energy and deposition rate per pulse it is demonstrated that the growth evolution is solely determined by the characteristics of the vapor flux, as set by the pulsing frequency, and the average time required for coalescence to be completed.

Highly ionized vapor fluxes have previously been used to manipulate film growth when deposition is performed both normal and off-normal to the substrate. For the latter case, the physical mechanisms that determine film microstructure and morphology are, however, not fully understood. Here it is
shown that the tilted columnar microstructure obtained during off-normal film growth is positioned closer to the substrate normal as the ionization degree of the flux increases, but only if certain nucleation characteristics are present.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Thin films are material layers (typically <~1 µm thick) that are used to cover a surface of an object — referred to as substrate — in order to enhance or alter its properties. This ability has been utilized by mankind for thousands of years [1] and is today a vital part of our everyday life. The latter manifests itself by the wide range of commercial products in which thin films are employed, such as watches, windows, transistors, hard drives, solar cells, drills and frying pans.

Many film properties are directly related to the film microstructure and morphology, which thus are decisive for their functionality. This can be understood by, e.g., considering energy saving windows where thin Ag films can be applied to reflect infrared light (heat) while letting visible light through [2]. On warm days this means that heat from the sun is blocked to maintain low temperatures inside buildings, while undesirable heat losses are prevented during cold days. This function becomes possible when Ag films are sufficiently thin to be transparent for the visible light, while at the same time they are electrically conductive to be able to reflect the infrared part of the electromagnetic spectrum.
From the above discussion, it is evident that a fundamental understanding of thin film growth is required to be able to design and tailor film microstructure and morphology, and thus the resulting properties. Thin film growth can be initiated by condensing single atoms from the vapor phase onto a substrate. As atoms meet on the surface they nucleate and form separated atomic islands that grow in size and coalesce before forming a continuous film. These initial formation stages (i.e., island nucleation, island growth and island coalescence) set characteristic length scales of the growing films and are thus decisive for microstructural and morphological features of films, such as surface roughness, island sizes and separation, and the point at which a continuous film is formed [3, p. 495].

The most common way to grow thin films from the vapor phase is by supplying a continuous flux of atoms with low energy to the substrate surface. Additional handles to affect growth can be obtained by instead utilizing pulsed and energetic fluxes. The former affects dynamics of the growth process while the latter can activate surface and subsurface processes that are relevant for growth. Typically, energetic deposition fluxes are generated by using highly ionized fluxes [4], which allow the incoming energy to be controlled by use of electric fields. At the same time, electric and/or magnetic fields can be employed to control the trajectories of the ions. This strategy has been extensively employed over the last decades to control film growth when deposition is preformed normal to the substrate surface [4–7]. Research has also demonstrated the ability of using ionized vapor fluxes to control film microstructure and morphology when deposition is carried out at grazing incidence (off-normal growth) [8–10]. However, the fundamental physical processes that determine the growth evolution when performing off-normal deposition using ionized fluxes are not fully understood. Moreover, studies have unravelled the underlying physics that determines the effect of pulsed vapor fluxes on the initial film formation stages and how they individually can be manipulated [11–14]. Understanding their combined effect on thin film formation is, however, required to enable nanoscale design and tailoring of film properties. This knowledge is currently lacking.
1.2. RESEARCH GOAL & STRATEGY

High power impulse magnetron sputtering (HiPIMS) is a vapor-based deposition technique that emerged 15 years ago from research work performed at Linköping University [15]. Up to now it has been employed almost exclusively to improve film properties owing to its capability of producing energetic ion fluxes [16]. Concurrently, it exhibits potential to generate pulsed deposition fluxes and could thus also possess the ability to be used as a tool in surface science studies in order to understand film growth processes.

1.2 Research Goal & Strategy

My goal with this thesis is to contribute to the understanding of the fundamental physical processes that determine growth evolution of thin films deposited by pulsed and highly ionized vapor fluxes. This is realized by showing that HiPIMS can be utilized to generate pulsed deposition fluxes in Paper 1, using in situ plasma diagnostics and particle transport simulations. Understanding the effect of these fluxes on the initial growth stages as well as their combined effect on the film growth evolution is then acquired in Papers 1 and 2. This is accomplished by combining in situ film growth monitoring, ex situ imaging and growth simulations to study the growth all the way from nucleation to the formation of a continuous film. The physical mechanisms that determine the microstructural and morphological evolution of films grown off-normally using highly ionized vapor fluxes are then established in Paper 3, by employing ex situ imaging and particle transport simulations.
CHAPTER 2

THIN FILM GROWTH

2.1 Initial Growth Stages

2.1.1 Surface Diffusion

As atoms from the vapor phase condense on a substrate surface they transfer most of their energy into lattice vibrations before being adsorbed and referred to as adatoms. On the surface, adatoms experience a potential energy landscape originating from the surface atoms. Due to fluctuations in this energy landscape some sites offer more energetically stable positions than others and act as preferential adsorption sites. Adatoms are able to move between these sites if they possess sufficient energy to overcome the energy barrier for surface diffusion, $E_D$, that separates neighbouring sites. This process is known as surface diffusion and can be described as a two-dimensional random walk between adjacent adsorption sites. The rate at which these events occur is described by the adatom jump rate, $v$, as [17, p. 17]

$$v = v_0 \exp \left(\frac{-E_D}{k_B T}\right)$$

(2.1.1)

for a certain temperature $T$. $v_0$ is a constant known as the attempt frequency and $k_B$ is the Boltzmann constant. For the typical distance covered in a single
jump, \( a \), the surface diffusion coefficient \( D \) is given by the relation \([17, \text{p.} 17]\)

\[
D = \frac{1}{4} \hat{a}^2 v = \frac{1}{4} \hat{a}^2 v_0 \exp \left( \frac{-E_D}{k_B T} \right),
\]  
(2.1.2)

where the factor \( 1/4 \) accounts for the two-dimensional nature of the diffusion process. As is evident from Eq. (2.1.2) adatom diffusivity can be increased by simply raising \( T \). The other main deciding factor is \( E_D \) that is determined by the interaction between adatoms and the underlaying surface atoms. Additional contributions to \( E_D \) can also arise from morphological features of the surface as depicted in Fig. 2.1 (a), where a step between two terraces is present. On top of terraces adatoms only experience \( E_D \) for diffusion between adjacent sites, but a larger energy is required to descend a step since adatoms also need to break a bond. This causes an additional barrier known as the step edge barrier or Ehrlich-Schwoebel barrier, \( E_{ES} \) (see Fig. 2.1 (b)). On the contrary, ascending step edge sites instead act as trapping sites since they offer a higher coordination number and thus more stable positions.

![Fig. 2.1.](image)

(a) An adatom, \( A \), on top of a terrace with possible diffusion directions indicated by arrows. (b) Energy landscape of the surface in (a) as experienced by an adatom. The diffusion barriers \( E_{ES} \) (arising from the step in (a)) and \( E_D \) are indicated in the figure.
2.1. INITIAL GROWTH STAGES

Even though surface diffusion of adatoms normally is considered to be a thermally activated process, it can be promoted by using low energy ion irradiation [18, 19]. Adatom diffusion can also be increased if atoms impinge on a surface at a grazing incidence angle. In that case, they do not come to rest at the impact site, instead they exhibit a directional diffusion induced by their large momentum component along the surface [20].

2.1.2 Nucleation

Adatoms on an atomically flat surface can either desorb back to the vapor or diffuse until they encounter other adatoms that bind to each other and form a cluster. The cluster can, in turn, dissolve back into the two-dimensional adatom gas or form a stable nucleus. The latter occurs if the cluster size is larger than a critical value, \(i^*\), commonly represented in number of atoms. For low growth temperatures \(i^*\) is often equal to one [21, pp. 567-579], which means that a nucleus consisting of two or more atoms are more likely to grow than to dissociate.

The nucleation process described above is typically characterized by the island density, \(N\), i.e., the number of atomic islands present on the surface per unit area. In the very beginning of the growth, \(N\) depends predominantly on the amount of deposited material [17, p. 28]. This is known as the transient nucleation regime and is valid until an appreciable amount of diffusing adatoms are captured by already existing islands. As this happens the steady-state nucleation regime is entered and \(N\) scales as [17, p. 29]

\[
N \sim \left( \frac{F_{\text{avg}}}{D} \right)^\chi
\]  (2.1.3)

for a continuous supply of atoms from the vapor phase. In Eq. (2.1.3) \(F_{\text{avg}}\) is the average deposition rate and \(\chi\) is a scaling exponent that depends on \(i^*\) and the dimensionality of the growth process. For three-dimensional islands grown on a two-dimensional surface \(\chi\) is given by the relation [17, p. 49]

\[
\chi = \frac{i^*}{i^* + 2.5}
\]  (2.1.4)
which yields $\chi = 2/7 \approx 0.286$ for $i^* = 1$. From Eq. (2.1.3) it is evident that $N$ can be increased by either increasing $F_{\text{avg}}$ or decreasing $D$, where the latter can be accomplished by simply lowering the growth temperature (cf. Eq. (2.1.2)). It should, however, be noted that $D$ depends exponentially on $T$ (cf. Eq. (2.1.2)), which means that $F_{\text{avg}}$ needs to be varied many orders of magnitudes to yield the same result as obtained when varying $T$.

The nucleation characteristics can also be altered by chopping a continuous vapor flux into pulses characterized by their width, $t_{on}$, amplitude, $F_i$, and frequency, $f$. This yields an additional kinetic handle for nucleation depending on the interplay between the time scale of the vapor flux and the time scale of the diffusing adatoms, as characterized by the adatom lifetime, $\tau_m$. The latter can be approximated as [11]

$$\tau_m \approx \frac{l^2}{D} \tag{2.1.5}$$

if adatoms mainly disappear by diffusion into existing islands separated by a mean distance of $2l$. In the case that $\tau_m \gg 1/f$, adatoms are still present on the surface between successive pulses (see Fig. 2.2(a)) and the substrate experiences a continuous deposition flux $F_{\text{avg}} = F_{t_{on}}f$, which means that $N$ scales according to Eq. (2.1.3). In the other limiting case, adatom diffusion and nucleation happen almost instantly within a single pulse ($\tau_m \ll t_{on}$, Fig. 2.2(c)), which implies that the substrate sees the instantaneous flux as if it would be continuous. This means that $N$ scales as [11]

$$N \sim \left( \frac{F_i}{D} \right)^{\chi} \tag{2.1.6}$$

From this equation it can be understood that for fluxes characterized by $F_i \gg F_{\text{avg}}$ (typical for pulsed deposition) $N$ can be increased considerably. The two regimes are separated by a region where adatoms still diffuse between adjacent pulses, but disappear before the next pulse arrives ($t_{on} < \tau_m < 1/f$, Fig. 2.2(b)). In this region $N$ is independent of $D$ and scales only with the deposition rate per pulse according to [11]

$$N \sim (F_{t_{on}})^{1/2} \tag{2.1.7}$$
2.1. INITIAL GROWTH STAGES

2.1.3 Coalescence Processes

2.1.3.1 OSTWALD RIPENING

The nucleation process leaves atomic islands with different sizes on the substrate surface, where larger islands are more energetically stable since a lower fraction of the bound atoms are present at the surface [3, p. 395]. This means that atoms are more likely to detach from smaller islands, which causes gradients in the adatom density. In turn, this results in a preferred diffusion of adatoms from small to large islands, as illustrated in Fig. 2.3. Large islands thus grow at the expense of smaller ones, decreasing the island density and increasing the average island size, in a process named Ostwald ripening. How-
ever, this process is only of relevance if the supersaturation of adatoms is low, which commonly is not the case during thin film growth [22].

2.1.3.2 SINTERING

Adding more material to the substrate leads to growth of the atomic islands, stimulated by direct capture of atoms from the vapor phase as well as incorporation of diffusing adatoms. The distance between islands thus decreases, which, in turn, leads to island impingement at some point during growth. As this happens islands start to coalesce with each other in order to reduce the surface energy by forming a single island. This is a surface diffusion driven process caused by the large curvatures formed at the neck that connects two islands [21, p. 572, 23], as illustrated in Fig. 2.4. The time required for coalescence between two spherical or hemispherical islands with radius $R$ to be completed, $\tau_{\text{coal}}$, is given by the expression [24, 25]

$$\tau_{\text{coal}} = \frac{R^4}{B},$$

(2.1.8)
2.1. INITIAL GROWTH STAGES

Fig. 2.4. Schematic illustration of two coalescing islands.

where $B$ is a material and temperature dependent coalescence parameter given by the relation [24, 25]

$$B = \frac{D_s \gamma \Omega^2 S_0}{k_B T}.$$  (2.1.9)

In Eq. (2.1.9) $D_s$ is the diffusion coefficient for atom diffusion on the island, $\gamma$ the surface energy, $\Omega$ the atomic volume and $S_0$ the number of diffusing atoms per unit surface area. If, however, grain boundaries are formed between two impinging islands, e.g., if they exhibit different crystallographic orientations, the grain boundary needs to diffuse out in order for coalescence to be completed, impeding coalescence [25]. Moreover, given that coalescence is completed a denuded region is formed around the new single island that enables additional nucleation events to take place in the exposed area. This is referred to as secondary nucleation.

2.1.3.3 CLUSTER MIGRATION

Coalescence between islands can also take place even when deposition does not lead to island growth and impingement, as described in the previous section (Sec. 2.1.3.2). This can happen if small islands exhibit sufficient mobility to be able to diffuse on the surface. In that case, diffusing islands can coalesce with other islands that are encountered as they migrate on the surface. It should
be noted that island diffusion typically is considered to only be able to occur for smaller sized islands consisting of less than tens of atoms, with an island diffusivity that normally decreases with increasing island size, even though diffusion of larger islands with hundreds of atoms has been observed [26].

2.1.4 Continuous Film Formation

At some point during growth, as islands grow larger, island coalescence is not completed before a third island impinges on the coalescing cluster since \( \tau_{\text{coal}} \), in accordance to Eq. (2.1.8), increases with island size. This forms elongated island structures separated by voids on the substrate surface. Further deposition causes more and more of these structures to join together forming networks of connected islands. The latter enables free electrons in metallic films to travel longer distances, yielding electrical conductivity. A continues film is then formed as the voids are filled in.

2.2 Growth Evolution

The route that leads to formation of continuous films and the growth thereafter can take different paths depending on the interaction between substrate and film as well as the conditions at which the films are grown. This results in different characteristic growth modes of the films that cause different microstructures and morphologies. These growth modes are discussed and explained in the following section.

2.2.1 Thermodynamic Considerations

The effect of thermodynamics on the microstructural evolution during epitaxial growth\(^1\) is dictated by the relationship between the surface energy of the

\(^1\)The following growth modes were developed for epitaxial systems, but an extension to also include polycrystalline film growth is conceivable.
substrate ($\gamma_s$), the film ($\gamma_f$) and the film-substrate interface ($\gamma_i$). Typical for epitaxial growth is that $\gamma_s \geq \gamma_f + \gamma_i$, which means that the film completely wets the substrate in order to minimize the surface energies and hence grows in a layer-by-layer fashion (also known as the Frank van der Merwe growth mode, Fig. 2.5 (a)). For the case of homoepitaxy equality holds in the above relation since $\gamma_i = 0$ [27, p. 18]. On the contrary, if $\gamma_s < \gamma_f + \gamma_i$ the surface energy is instead minimized by bunching up and growing islands of the deposit (referred to as Volmer-Weber growth mode, Fig. 2.5 (b)). A third growth mode also exists where the film starts to grow in a layer-by-layer fashion, but after a critical thickness strain relaxes by formation of three dimensional islands. This is known as the Stranski-Krastanov growth mode (Fig. 2.5 (c)).

![Fig. 2.5. Illustration of different growth modes depending on the surface energies. (a) Frank van der Merwe (layer-by-layer), (b) Volmer-Weber (island formation) and (c) Stranski-Krastanov (layer-plus-island) growth mode.](image)

2.2.2 Kinetic Considerations

Thin films deposited from the vapor phase are often grown far from conditions of thermodynamic equilibrium described in the previous section (Sec. 2.2.1), which means that kinetic processes also affect the growth evolution. This can easily be understood by considering the importance of the diffusion barriers $E_D$ and $E_{ES}$ during homoepitaxial film growth that, from the viewpoint of thermodynamics, exhibit potential to grow as layer-by-layer. In the case that adatom
diffusion is high enough to overcome both $E_D$ and $E_{ES}$ and that the diffusion length is much longer than the terrace width, adatoms are able to descend steps and are thus incorporated at step edges. This leads to a step flow growth where no nucleation events takes place (Fig. 2.6 (a)).

For diffusivities high enough to still overcome both $E_D$ and $E_{ES}$, but with a considerably shorter diffusion length, two-dimensional islands nucleate on top of terraces. Since adatoms captured on top of islands descend island edges, a complete layer is formed before any new nucleation events takes place, which results in a layer-by-layer growth (Fig. 2.6 (b)). On the other hand, if $E_{ES}$ hinders interlayer transport of adatoms three-dimensional mounds are formed on the terraces (Fig. 2.6 (c)), leading to kinetic roughening. Moreover, in the case of no intralayer diffusion (adatoms do not overcome $E_D$), diffusion is in practice turned off, and adatoms come to rest where they are deposited. This is known as self-affine growth and leads to an open structure with a large surface roughness (Fig. 2.6 (d)).

In this thesis work the growth of metal films on insulators ($\text{SiO}_2$) are investigated. This type of system typically grows as three-dimensional islands (Volmer-Weber type growth) due to weak interactions between film and substrate as well as low substrate surface energies as compared to that of the films [21, p. 569]. In addition, kinetic effects can promote three-dimensional growth as discussed above. E.g., for the case of Ag diffusion on Ag(111), which is the low
energy plane for Ag [28], $E_D \approx 0.10$ eV [29] and $E_{ES} \approx 0.13$ eV [30]. This means that a bit more than twice the energy is needed for an adatom to descend a step as compared to for diffusion between adsorption sites. Adatoms can thus be trapped on top of islands and hence cause islands to grow three-dimensionally. Other kinetic conditions do also affect the growth and can for the case of low adatom diffusivities (or equivalently high deposition rates) lead to large island densities, in accordance to Eq. (2.1.3), with an apparent two-dimensional growth as result. The three-dimensional structure is highly relevant during growth of thin films and supported nanoparticles, and find technological applications in, e.g., optics [31], catalytic systems [32] and magnetic devices [33].

2.3 Off-normal Film Growth

After the formation of a continuous film in the case of three-dimensional growth (Volmer-Weber type growth), each grain grows in the direction of the substrate normal as more atoms are supplied from the vapor. This leads to a columnar microstructure where columns are separated by grain boundaries, as illustrated in Fig. 2.7 (a). If the flux instead arrives at an angle with respect to the substrate normal the initially formed islands shadow the area behind them, hindering further deposition to take place in this region. This yields growth of columns separated by voids that are tilted towards the vapor source, as depicted in Fig. 2.7 (b). The resulting tilt angle of the columns depends on the incidence angle of the vapor flux, but it can also be altered by changing film composition [34], spatial distribution of the vapor flux [35–37] or the kinetic growth conditions [38–42]. Yet another way to affect the column tilt is to use highly ionized vapor fluxes, as previously has been shown in e.g., Ref. [43]. This approach is systematically investigated in Paper 3, where it is demonstrated that a higher ionization degree leads to columns positioned closer to the substrate normal, but only if certain nucleation characteristics are present.
Fig. 2.7. (a) Normal incidence of the vapor flux that yields growth of a columnar microstructure in the direction of the substrate normal. (b) Growth of tilted columns due to a grazing incidence angle of the vapor flux.

2.4 A Note on Stress

Stresses commonly develop in thin films as they grow. They can be generated from, e.g., lattice mismatch between substrate and film, point defects in the crystal lattice, and attraction or repulsion of adjacent grains over grain boundaries. Stresses also arise during the growth evolution of Volmer-Weber thin films where a compressive-tensile-compressive behaviour typically is observed for materials exhibiting high diffusivity (like Ag on SiO$_2$ as investigated in Papers 1 and 2) [44]. The initial compressive stress corresponds to island nucleation and growth, while the subsequent change into tensile stress is caused by attractive forces between coalescing islands [44]. A continuous film is then formed at the point where the stress changes and once again turns into a compressive state [45], which has been suggested to be caused by grain boundary densification [46–48]. This point was employed in Paper 1 as a way to denote the formation of a continuous Ag film.
CHAPTER 3

THIN FILM PROCESSES

The atomic vapor used to supply growing thin films with material can be generated by different means. In physical vapor deposition (PVD) the vapor is obtained by vaporizing a solid source material by physical means in a vacuum environment. The most straightforward way to do this is to supply thermal energy as heat until the source material starts to evaporate. Another way is to employ momentum in terms of energetic ions to bombard and eject atoms from a solid source — referred to as target — into the vapor phase. This process is known as sputtering and is usually associated with the use of a plasma.

3.1 Basic Plasma Physics

A plasma can be described as a quasi neutral, ionized gas that consists of neutral atoms, ions and electrons [49, p. 3]. As it is confined within a vacuum chamber the quasi neutrality, i.e., that the electron and ion densities are the same when averaged over a large volume, is no longer valid where the plasma gets in contact with a conductive surface. This is due to a higher electron velocity that causes more frequent losses of electrons to the surface, resulting in a positive net charge density in a region close to the surface that is named sheath. Beyond the sheath the bulk plasma is entered. Due to the sheath, the plasma
exhibits a positive potential (plasma potential, $V_p$) with respect to the conductive surface, as is illustrated in Fig. 3.1. The value of $V_p$ is typically around $1 - 5$ V in plasma based sputtering processes [50–53]. A similar situation arises if a conducting object, shielded from other potentials, is immersed into a plasma. In that case, the faster electrons start to build up a negative charge of the object. This means that ions are attracted to and electrons are repelled away from the object. As the net current is zero no further charging takes place, yielding a negative potential known as floating potential, $V_f$ (see Fig. 3.1). The latter typically takes values between $-10$ and $-20$ V [50, 54–56].

### 3.2 Magnetron Sputtering

In order to deposit thin films by plasma based processes an inert gas, typically Ar, is let into a vacuum chamber after which a negative potential is applied to the target (cathode). This causes free electrons\(^1\) close to the cathode to be

\(^1\)Some free electrons are always present in a gas, e.g., caused by background radiation.
3.2. MAGNETRON SPUTTERING

accelerated towards the anode. On their way, they can undergo inelastic collisions with neutral Ar atoms causing impact ionization\(^2\) that in addition generate more free electrons. The latter gives rise to an electron avalanche that is accelerated towards the anode, causing further ionization events. This leads to breakdown of the gas and creation of a plasma. At the same time, the generated ions are attracted and accelerated towards the cathode. As they collide with the surface of the target, energy and momentum are transferred to atoms in the surface region through a collision cascade that can yield ejection of atoms from the target, i.e., sputtering. This process can also create secondary electrons that are important in order to sustain the plasma.

The efficiency of the sputtering process can be further increased by applying magnets behind the target as illustrated in Fig. 3.2. By doing so, charged particles experience the Lorentz force, \(\vec{F}_L\), given as [49, p. 21]

\[
\vec{F}_L = q(\vec{E} + \vec{v} \times \vec{B}),
\]

(3.2.1)

where \(q\) is the particle charge, \(\vec{E}\) the electric field, \(\vec{v}\) the velocity of the particle and \(\vec{B}\) the magnetic field. The addition of the \(\vec{B}\) field thus traps electrons close to the cathode. Ions, on the other hand, are only weakly affected by \(\vec{F}_L\) due to their larger mass [21, p. 46], but are nonetheless confined in the vicinity of the target region in order to maintain the quasi neutrality of the plasma.

The plasma based deposition technique direct current magnetron sputtering (DCMS) utilizes this setup together with a constant power at the cathode to generate a continuous supply of atoms to the substrate. The vapor flux created by DCMS consists mainly of neutral atoms (only a few percent of the flux is typically ionized [57]) due to low plasma densities (<\(10^{16}\) m\(^{-3}\) [16, 58]) that yield low probabilities for ionization of sputtered atoms.

\(^2\)Other important ionization events in the framework of this thesis are charge exchange ionization and penning ionization, where an excited atom transfers energy to a neutral atom that leads to ionization.
3.3 High Power Impulse Magnetron Sputtering

Higher ionization degrees of the sputtered species are desired since energies and trajectories of ions can be controlled to a much higher degree than the corresponding quantities for neutrals. One way to manipulate ions is to simply apply a negative potential to the substrate causing a potential difference between bulk plasma and substrate that accelerates ions towards the growing film. The latter can change the angular distribution of the flux and trigger surface processes that makes it possible to grow dense and smooth films, even on complex-shaped substrates. The need for higher ionization degrees during magnetron sputtering lead to the emergence of the deposition technique high power impulse magnetron sputtering (HiPIMS) [15, 16, 58–62]. In HiPIMS the power is delivered to the cathode in well-defined pulses with low duty cycles (< 10 %) and frequencies lower than ~10 kHz, which allows heat to be dissipated between pulses to avoid target melting. This makes it possible to obtain high plasma densities (~10¹⁹ m⁻³ [63]) with ionization degrees of the sputtered material close to 100 % [64] depending on the target material and the process.

---

The same is also valid for electrically floating or even grounded substrates due to the positive potential of the plasma, \( V_p \).
3.3. HIGH POWER IMPULSE MAGNETRON SPUTTERING

conditions. The ionized species do also normally exhibit higher energies (~tens of eV) than neutrals (~a few eV). This has been suggested to be due to temporal variations of the space charge within the plasma, which, in turn, leads to local electric fields that cause acceleration of charged species [65, 66].

The high ionization degree is also one of the main drawbacks of HiPIMS as compared to conventional DCMS since part of the ionized species might not possess sufficient energy to overcome the cathode sheath potential and are instead attracted back to the target. The latter causes sputtering that due to a normally lower self-sputter yield as compared to the sputter yield of the inert process gas [16] results in a loss of deposition rate. Moreover, in Paper 1 we showed that the use of HiPIMS leads to a pulsed deposition flux with a frequency corresponding to that applied to the cathode. The width of each vapor pulse is, however, slightly longer than the active part of the pulse due to scattering of the sputtered species in the gas phase [67, 68].
Computer simulations are today utilized in a wide range of areas, such as finance, military and science, to predict or understand outcomes or strategies. In the field of materials science, simulations can be employed to bridge the gap between atomistic processes and macroscopic properties in order to explain or anticipate how they correlate with each other. For the sake of this thesis, where the area of interest is thin film growth, it is desired to be able to perform simulations of the growth process in real time. This implies that two different main methods can be employed for the simulations; molecular dynamics (MD) and kinetic Monte Carlo (KMC). The former is based on Newton’s equations of motion that are solved numerically for each time step. In order to be able to follow the motion of individual atoms the time step thus need to be sufficiently short (typically $\sim10^{-15} \text{s}$ [69, p. 2]) to resolve atomic vibrations. This limits MD simulations to short total simulation times (typically up to $\sim10^{-6} \text{s}$ [69, p. 2]), which makes them unfeasible for the time scales under consideration in this thesis work. KMC simulations circumvent this problem by, instead of the deterministic approach used in MD, employing a stochastic approach where probabilities are assigned to different surface processes. For adatom diffusion this means that it is only the transition, in itself, between two sites that is considered, instead of keeping full track of an atom’s motion between the sites. This enables a dramatic increase of the total simulation time.
During each time step in the KMC simulations a possible event is chosen randomly and carried out. Any implications arising from the executed event is then analyzed before the time is increased one step and a new random event is chosen. For the film growth simulations in Paper 2 this means that one of two main events can occur during each time step; addition of a new adatom through deposition or movement of an already existing adatom by diffusion. The real time is thus determined by the arrival rate of new adatoms and the adatom diffusivity (set by Eq. (2.1.2)). If a diffusion event is chosen the selected adatom moves randomly to any of the four nearest-neighbour positions on a squared substrate lattice\(^1\) with equal probability in all directions, i.e., \(E_D\) is the same in all directions. At its new position the adatom can form a new nucleus if an adjacent adatom is present (assuming \(i^* = 1\)), get incorporated into an existing island or simply stay at rest. Similarly, if an atom is deposited it can get incorporated in an existing island by direct capture, create a new nucleus or become a free adatom. For impinging islands the coalescence time is calculated in accordance to Eq. (2.1.8) and if this time is reached a new island is formed from the coalescing islands. This procedure is then repeated until the end of the simulation.

Throughout the simulations used in Paper 2, the number of islands on the substrate surface and their size (number of atoms) as well as the number of nucleation, island impingement and completed coalescence events are accumulated to characterize the growth process. The number of islands is then used to extract a ratio between the total number of islands and the total number of clusters\(^2\). As this ratio equals two each cluster consists, on average, of two islands, which is equivalent to elongated island structures. This point during growth is thus referred to as elongation transition [70]. The thickness at which this happens, the elongation transition thickness, is used as a comparative measure between different simulations to study scaling behaviours for different growth

\(^1\)Since a finite substrate is used periodic boundary conditions are employed.

\(^2\)A cluster consists of interconnected islands, where the smallest sized cluster is defined as a single island.
processes. In addition, the number of events are used to calculate rates of the corresponding processes in order to determine the role of island nucleation, island growth and island coalescence on the growth evolution.
CHAPTER 5

CHARACTERIZATION TECHNIQUES

5.1 Mass Spectrometry

Mass spectrometry is an analysis technique capable of measuring atomic masses and energies. It is utilized in thin film processes to provide quantitative information of plasma chemistry and energies.

An extraction probe with a small orifice (~tens to hundreds of µm in diameter) is immersed into the plasma through which gas atoms and ions may enter the mass spectrometer. The incoming species are then filtered depending on their energy and mass-to-charge ratio using electric and magnetic fields before being detected. This implies that neutral species first need to be ionized in order to be studied. Commonly, this is accomplished by employing a heated filament that ejects electrons, causing ionization of the neutrals upon impact.

In Paper 1, a Bessel box is employed as energy filter. It uses electrodes with applied potentials to only allow ions with a specific energy to pass through. As mass filter, a quadrupole is utilized. It employs four parallel metal rods, onto which a constant as well as a time-varying potential is applied. Depending on the potentials only ions with a certain mass-to-charge ratio are able to travel through the filter without colliding with the rods and finally reach the detector.
Mass spectrometry is utilized in Paper 1 to study the pulsed nature of the ionized deposition flux generated in the HiPIMS process (see Sec. 3.3) as well as the corresponding ion energies.

5.2 Quartz Crystal Microbalance

A quartz crystal microbalance (QCM) is an instrument that is capable of detecting a small addition or removal of mass. Thanks to its ease of use it is widely employed to monitor deposition rates during thin film growth.

The QCM is based on the piezoelectric effect where an applied mechanical strain generates an electric field across a piezoelectric material. In the same way, applying an electric field to the same material causes a mechanical strain that restores as the field is removed, i.e., an elastic deformation. By applying an alternating potential, the crystal starts to oscillate and a standing wave can be generated. The corresponding resonant frequency of the wave is highly sensitive to changes in the thickness of the crystal, which means that if an additional layer is deposited on top of the crystal the resonant frequency shifts. Assuming a uniform and rigid layer the shift of the resonant frequency can be directly correlated to the mass change per unit area through the Sauerbrey equation [71]. With knowledge about the film density the deposition rate can be extracted. The latter is done in Paper 3 for one deposition set to get the same deposition rate for all deposition conditions.

5.3 Spectroscopic Ellipsometry

Spectroscopic ellipsometry is a surface sensitive optical characterization technique that measures changes in the polarization state of light that is reflected from a material. It is typically used to give information about optical properties and film thicknesses, but can also be utilized to determine other material properties, such as surface and interface roughnesses, electrical resistivity and
chemical composition. A main attribute of this technique, for the sake of the work conducted in this thesis, is the capability of using it *in situ* to acquire real time measurements during thin film growth.

In spectroscopic ellipsometry, a sample is illuminated by electromagnetic waves (light) with a known polarization\(^1\) at multiple energies, \(\omega\), in the visible or close to the visible spectrum (see Fig. 5.1). The interaction between the electromagnetic waves and the electrons in the sample determines the optical response of the material, which is characterized by the material’s complex dielectric function, \(\tilde{\epsilon} = \tilde{\epsilon}(\omega)\). \(\tilde{\epsilon}\) is normally separated into its real and imaginary parts and is then expressed as

\[
\tilde{\epsilon} = \epsilon_1 + i\epsilon_2. \tag{5.3.1}
\]

\(\epsilon_1\) and \(\epsilon_2\) are correlated with each other through the Kramers-Kronig relations\(^2\) and related to the complex index of refraction, \(\tilde{n} = n + i\kappa\), as [72, p. 430]

\[
\begin{align*}
\epsilon_1 &= n^2 - \kappa^2 \tag{5.3.2a} \\
\epsilon_2 &= 2nk. \tag{5.3.2b}
\end{align*}
\]

---

1. Linearly polarized light is typically used, but any kind of polarization can be employed as long as it is known.
2. The Kramers-Kronig relations are mathematical relationships that correlate the real and imaginary part of a complex function. I.e., if one part is known the other can be calculated.
Here, $n$ is the refractive index, signifying the phase speed of the light in the material, and $\kappa$ is the extinction coefficient that describes light absorption. For a bulk material, $\tilde{n}$ is related to the Fresnel reflection coefficients, $r_p$ and $r_s$, where $p$ and $s$ refer to the planes that are parallel and perpendicular to the plane of incidence, respectively (see Fig. 5.1). They are the normalized electric field components, with respect to the incident electric field, in the $p$ and $s$ planes and thus a measure on the change in polarization for each direction. The latter typically happens differently in the $p$ and $s$ directions causing the reflected light to be elliptically polarized.

The ratio of $r_p$ and $r_s$ is called the complex reflectance ratio, $\rho$, which is the quantity of interest in spectroscopic ellipsometry measurements. It is related to the experimentally determined ellipsometric angles $\Psi$ and $\Delta$ by the relationship

$$\rho = \frac{r_p}{r_s} = \tan \Psi e^{i\Delta}. \quad (5.3.3)$$

Obtaining $\rho$ then enables one to calculate $\tilde{\epsilon}$ as [74, p. 280]

$$\tilde{\epsilon}(\omega) = \tilde{n}_0^2 \sin^2 \theta \left( 1 + \left( \frac{1 - \rho(\omega)}{1 + \rho(\omega)} \right)^2 \tan^2 \theta \right), \quad (5.3.4)$$

where $\tilde{n}_0$ is the complex index of refraction of the sample’s ambient (for vacuum $\tilde{n}_0 = 1$) and $\theta$ the incidence angle of the light with respect to the sample surface normal. The above equations are, however, valid for bulk materials where transmitted light is totally absorbed within the material. This is not the case for thin films grown on bulk substrates where part of the light is reflected back at the film-substrate interface. The latter causes light to once again travel through the film before reaching its surface where both reflection and transmission occur. Due to these multiple reflections the optical response of the three phase system (ambient-film-substrate, denoted as medium 0-1-2) is instead determined by the total Fresnel reflection coefficients, $R_p$ and $R_s$, given as [74, p. 282]

$$R_p = \frac{r_{01p} + r_{12p} e^{2i\beta}}{1 + r_{01p} r_{12p} e^{2i\beta}}, \quad (5.3.5a)$$
Here, \( r_{01j} \) and \( r_{12j} \) are the Fresnel reflection coefficients for the ambient-film (medium 0 to 1) and the film-substrate (medium 1 to 2) interface, respectively, and \( \beta \) the phase angle that is defined as \([74, p. 282]\)

\[
\beta = \frac{2\pi d}{\lambda} \sqrt{n_1^2 - n_0^2 \sin^2 \theta}.
\] (5.3.6)

In the above equation, \( d \) is the film thickness and \( \lambda \) the wavelength of the light in vacuum. The expression of \( \rho \) thus changes in to

\[
\rho = \frac{R_p}{R_s},
\] (5.3.7)

which infer that \( \rho \) now carries information about the entire three-phase system, i.e., the corresponding complex dielectric functions as well as \( d \). This means that a combined complex dielectric function for the whole system, known as the pseudo-dielectric function, is obtained when using Eq. (5.3.4).

### 5.3.1 Models

Spectroscopic ellipsometry is an indirect characterization technique in the sense that physical properties are determined by modelling the sample under investigation. In this section the models used to represent the optical response of the film during this thesis work are presented.

#### 5.3.1.1 Lorentz Oscillator

If an external electric field, \( E(t) = E_0 e^{-i\omega t} \), is applied to a material, a force is exerted on the bound electrons that can induce displacement of the electron clouds. The displacement, \( x \), of a single electron with charge \( e \) and mass \( m_e \) can classically be described by its equation of motion when it is considered to be attached to a fixed ion (due to its heavier mass) through a damped spring,
according to [73, 75, p. 43]

$$m_e \frac{d^2 x}{dt^2} = -m_e \Gamma \frac{dx}{dt} - m_e \omega_0^2 x - eE(t). \quad (5.3.8)$$

In the equation, $\Gamma$ is a damping constant that accounts for electron scattering and $\omega_0$ is the resonance frequency of the electron oscillations. In turn, the electron displacement causes the formation of a dipole and thus determines the polarization of the atoms. Therefore, a material’s polarization can be obtained by solving the equation of motion for a harmonic oscillator, which also gives an expression of $\tilde{\epsilon}(\omega)$ as [73, 75, p. 45]

$$\tilde{\epsilon}(\omega) = \epsilon_\infty + \frac{e^2 N_e}{\epsilon_0 m_e \omega_0^2 - \omega^2 - i\Gamma \omega}. \quad (5.3.9)$$

Here, $\epsilon_\infty$ is a constant that accounts for contributions to $\tilde{\epsilon}(\omega)$ from interband transitions that commonly occur at higher energies and for the case of Ag starts at 3.8 eV [76]. The other unknown parameters in Eq. (5.3.9) are the number of electrons per unit volume $N_e$ and the permittivity of free space $\epsilon_0$. This is known as the Lorentz oscillator.

The applicability of using a Lorentz oscillator to describe the optical response of thin films can be understood by considering a non-continuous film consisting of separated atomic islands (with metallic behaviour) present on a substrate surface. In that case, an island can be considered to consist of fixed positively charged ions with freely moving conduction electrons, confined within each island (as depicted in Fig. 5.2 (a)). As an electric field is applied across an island the conduction electrons are accumulated on one side of the island, creating a dipole. This gives rise to an electric field inside the island that is opposite to the one applied (see Fig. 5.2 (b)), which, in turn, generates a restoring force on the electrons that aims at bringing them back to their equilibrium positions. If the external electric field is removed at some point electrons start to oscillate collectively at a resonant frequency. The oscillations should ideally continue for an infinite amount of time, but in reality they cease due to damping from
the ions and the island surface. These collective electron oscillations, known as localized surface plasmon resonances [31], are thus similar to a harmonic oscillator with damping and, hence, well described by the Lorentz oscillator. In Paper 2 one Lorentz oscillator was used to describe the optical response of non-continuous Ag films in order to extract the resonance energy, $\omega_0$, signifying the absorption maximum.

As islands get closer to each other they start to interact causing additional dipoles. This means that a single Lorentz oscillator is no longer sufficient to describe the optical response of the film.

### 5.3.1.2 Drude Model

For unbound electrons there is no restoring force present, which means that $\omega_0 = 0$. The Drude oscillator then follows from Eq. (5.3.9) as [73, 75, p. 53]

$$
\epsilon(\omega) = \epsilon_\infty - \frac{\omega_p^2}{\omega^2 + i\Gamma\omega} \tag{5.3.10}
$$

where $\omega_p$ is the plasma frequency given as

$$
\omega_p = \sqrt{\frac{e^2 N_e}{\epsilon_0 m_e}} \tag{5.3.11}
$$
By modelling the optical response of the film using the Drude model it is also possible to calculate the film resistivity $\rho_{\text{res}}$ as [73]

$$\rho_{\text{res}} = \frac{\Gamma}{\epsilon_0 \omega_p^2}. \quad (5.3.12)$$

This is done for continuous and close to continuous films in Paper 1 and 2 in order to monitor the evolution of $\rho_{\text{res}}$. From the latter the transition to a continuous film is extracted as the point where a steady-state value is reached [77], as indicated in Fig. 5.3.

### 5.3.1.3 DOREMUS METHOD

In 1966 Doremus [78] developed a method that determines the area fraction, $Q$, of a non-continuous metal film that covers a substrate depending on the maximum absorption of the film. In the derivation, the film was described as...
a collection of separated islands embedded in a dielectric medium using the Maxwell-Garnett [79] effective medium approximation. By considering an analytical expression of the film absorption Doremus found that a maximum occurred when [78]

$$\epsilon_1 = -\frac{(2 + Q)n_2^2}{1 - Q}, \quad (5.3.13)$$

where $\epsilon_1$ is the real part of the bulk complex dielectric function of the island material taken at the maximum absorption energy and $n_2$ the refractive index of the substrate. This simple relation has been shown to yield excellent agreement with experiments for $Q$ values in the range $19 – 63 \%$ [80].

In Paper 2, Eq. (5.3.13) is utilized to monitor the evolution of $Q$ for Ag films consisting of separated islands. The optical response of the films are modelled by a single Lorentz oscillator (see Sec. 5.3.1.1) where the energy at which maximum absorption occurs is given by $\omega_0$. In this way, $\epsilon_1$ in Eq. (5.3.13) could be extracted from reference data in Ref. [81] as $\epsilon_1 = \epsilon_1(\omega_0)$.

### 5.3.1.4 Arwin-Aspnes Method

Arwin-Aspnes method is a graphical method that concurrently determines film thickness, $d$, and $\tilde{\epsilon}$ [82]. The derivation assumes that $\rho = \rho(\tilde{\epsilon},d)$, i.e., that all other relevant parameters ($\tilde{\epsilon}$ of substrate and ambient as well as energy and incidence angle of the light) are known. An approximative solution can then be found by expanding $\rho(\tilde{\epsilon},d)$ to the first order around a hypothetical thickness $\langle d \rangle$, which is close to $d$, according to

$$\rho(\tilde{\epsilon},d) = \rho(\langle \tilde{\epsilon} \rangle, \langle d \rangle) + \frac{\partial \rho}{\partial d}(d - \langle d \rangle) + \frac{\partial \rho}{\partial \tilde{\epsilon}}(\tilde{\epsilon} - \langle \tilde{\epsilon} \rangle). \quad (5.3.14)$$

As is evident from Eq. (5.3.14), $\rho(\tilde{\epsilon},d) = \rho(\langle \tilde{\epsilon} \rangle, \langle d \rangle)$ if [82]

$$\langle \tilde{\epsilon} \rangle = \tilde{\epsilon} + (d - \langle d \rangle) \frac{\partial \rho/\partial d}{\partial \rho/\partial \tilde{\epsilon}}. \quad (5.3.15)$$

This, in turn, means that if $\langle d \rangle = d$ (the guessed thickness is correct) it is also valid that $\langle \tilde{\epsilon} \rangle = \tilde{\epsilon}$. Consequently, both $d$ and $\tilde{\epsilon}$ are determined at the same time.
A prerequisite for this method to work is that an optical feature from the substrate is present within the measured \( \omega \) range. In that case, the feature shows up as an artifact in \( \langle \tilde{\epsilon} \rangle \) if \( \langle d \rangle \) is not the correct thickness, due to that the last term in Eq. (5.3.15) is nonzero. An example of \( \langle \epsilon_1 \rangle \) and \( \langle \epsilon_2 \rangle \) for different \( \langle d \rangle \) values of a Ag film is given in Fig. 5.4. As can be seen, a thickness of 140 Å minimizes the influence of the substrate feature around 1.9 eV. Further refinement yields a thickness of 143 Å.

![Fig. 5.4. Thickness determination using Arwin-Aspnes method. As can be seen, a thickness of 140 Å minimizes the substrate feature around 1.9 eV.](image)

By utilizing Arwin-Aspnes method for \textit{in situ} real time measurements of film growth it is possible to determine the evolution of \( \tilde{\epsilon} \), as displayed in Fig. 5.5 for a Ag film. The evolution of \( \tilde{\epsilon} \) can, in turn, be employed to determine the time (or equivalently the nominal thickness) at which a film first starts to show metallic behaviour. This is accomplished by noting when \( \epsilon_1 \) becomes negative close to the near infrared region of the spectrum (low energy) [83], which corresponds to a film thickness between 100 and 109 Å in Fig. 5.5. Refining the analysis results in a percolation thickness of 108 Å. This methodology is applied in Paper 2 to extract percolation thicknesses for growing Ag films and has previously been shown to be in good agreement with \textit{in situ} resistivity measurements [84].
5.4 Stress Measurements by Wafer Curvature

Stress measurements by wafer curvature is a method that makes it possible to obtain film stresses in real time. The basic principle of the technique is that a stressed film, constrained on a substrate, exerts a force on the substrate causing it to bend until force equilibrium is reached. The radius of curvature, $R$, of the bended substrate can then be related to the film stress, $\sigma$, through the Stoney equation or a modified Stoney equation depending on type of substrate used. In the case of Si(100), as used in this thesis work, the modified Stoney equation is given by [85]

$$\sigma d = \frac{Mh^2}{6R}, \quad (5.4.1)$$

where $d$ is the film thickness, $M$ the biaxial modulus of the substrate and $h$ the thickness of the substrate. As seen in Eq. (5.4.1) no specific film properties are required, except for the film thickness, or similarly, in the case of real time measurements, the deposition rate. Measurements of $R$ can be done in various
ways, where the one employed in Paper 1 to determine the formation of continuous Ag films uses parallel laser beams that are reflected from the substrate surface onto a CCD camera, as illustrated in Fig. 5.6. The curved substrate causes the reflected beams to deflect, which makes it possible to determine $R$ by comparing the spacing between the outgoing beams with the spacing of the reflected beams at the CCD camera.

5.5 Scanning Electron Microscopy

Scanning electron microscopy (SEM) is a widely used imaging technique for thin films owing to its high resolution capabilities (~nanometer scale is possible [86, p. 2]) together with easy handling and data interpretation. With the use of SEM it is possible to gain information such as microstructure, topography and chemical composition, from the film.

In order to obtain a micrograph, an electron beam is accelerated (typically by a few to tens of kV) and focused to a small spot on the surface of the specimen. As the electrons impinge on the surface some of them are backscattered, while others can give rise to secondary electrons. By raster scanning the electron beam across an area of interest and at the same time detecting the intensity of either backscattered or secondary electrons an image is formed in a pixel-by-pixel fashion.
5.6. ATOMIC FORCE MICROSCOPY

Backscattered electrons are caused by elastic collisions between incoming electrons and atoms in the sample, meaning that an incoming electron’s trajectory changes due to attraction from the nuclei. As a consequence, electrons backscatter more for heavier atoms, which, thus, generates elemental contrast in the micrograph. On the contrary, secondary electrons are due to inelastic scattering and since their energies are comparatively low they originate from the near surface region. This means that they carry more information about the surface structure.

In Paper 3, SEM is used as characterization technique to measure tilt angles of the columnar microstructure in off-normally grown films as well as the corresponding film thickness by investigating cross-sectional samples.

5.6 Atomic Force Microscopy

Atomic force microscopy (AFM) is a type of scanning probe microscopy used in various types of fields to study surfaces. Today, it is routinely used to gain topographical information of surfaces.

The AFM employs a cantilever with a very sharp tip that is brought close to a specimen’s surface, where the force acting on the cantilever is measured using a laser (see Fig. 5.7). If the tip is positioned at atomic distances from the surface, the cantilever experiences a repulsive force and the AFM is said to operate in contact mode. By raster scanning the surface at a constant cantilever force, achieved by adjusting the lateral tip position, a topographical map of the surface is acquired. A downside with contact mode is that the surface might be damaged as the tip is dragged across. Therefore, a non contact mode was developed, where the cantilever instead oscillates at or near its resonant frequency above the surface. This causes the tip to experience attractive van der Waals forces from the surface that decreases the oscillations. A topographical image can then be created in the same manner as in contact mode, but by instead keeping the oscillation frequency or amplitude constant. This makes it possible
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Fig. 5.7. Basic principles of atomic force microscopy (AFM).

to image soft surfaces (e.g., organic specimens) without any induced damage. However, if used at ambient conditions where, e.g., water easily condenses on the surface non-contact mode AFM yields the topography of the contaminant instead of the surface. These problems are circumvented by using a combination of the two operation modes where the tip is alternately brought into contact with the surface and then lifted up from the surface to avoid damage creation. This is referred to as tapping mode and is the operation mode utilized in Paper 2 to study the morphology of thin Ag films.

5.7 X-ray Reflectometry

X-ray reflectometry (XRR) is a non-destructive analysis technique that is widely used to determine properties, such as thickness, density and roughness, of thin films.

The specimen under investigation is irradiated with X-rays at gracing incidence. As long as the incidence angle is small total reflection occurs at the surface, but above a critical angle some of the X-rays penetrate into the specimen. Inside the sample additional interfaces (e.g., between film and substrate) are encountered, giving rise to both reflection and transmission of the incident beam. By detecting the specular reflected X-rays at different incident angles an interference pattern is obtained (see Fig. 5.8). The latter is then modelled in
order to determine the desired properties. This technique is used in Paper 1 to
determine deposition rates needed for the stress measurements (see Sec. 5.4).

Fig. 5.8. Typical X-ray reflectivity (XRR) pattern.
CHAPTER 6

SUMMARY OF APPENDED PAPERS

In Paper 1 we show that it is possible to generate pulsed vapor fluxes with a pulsing frequency that corresponds to that applied to the cathode in the HiP-IMS process. In situ film growth monitoring is then used to determine the effect of the pulsed deposition fluxes on the formation of a continuous Ag film when grown on SiO$_2$. The nominal thickness at which the latter occurs is shown to decrease when increasing the instantaneous deposition rate and the energy of the deposition flux as well as when only increasing the pulsing frequency (i.e., maintaining constant energetics of the flux as well as the same instantaneous rate within each pulse). The latter means that the effect of the vapor flux time domain is separated from contributions arising from energetics and instantaneous rates. By estimating adatom lifetime and island coalescence time it is suggested that both an increased island density and a retarded island coalescence may be responsible for the observed decrease of the continuous film formation. The influence of the pulsing frequency on the growth evolution of Ag films all the way from nucleation to the formation of a continuous film is further investigated in Paper 2. It is shown that a pulsing frequency dependence exists for characteristic growth transitions (elongation transition, percolation and continuous film formation), where the nominal transition thickness decreases with increasing pulsing frequency up to a certain frequency after which the thickness stays constant. This behaviour is demonstrated to be solely determined by the
interplay between the pulsed deposition flux, as set by the pulsing frequency, and the time required for island coalescence to be completed.

The influence of highly ionized fluxes on the off-normal growth evolution is systematically investigated in Paper 3. The study is performed using two different metals, Cu and Cr, that exhibit different diffusivities. For the high diffusivity case (Cu), the tilted columnar microstructure is determined to be positioned closer to the substrate surface normal as the ionization degree of the deposition flux increases. This occurs since a larger fraction of the deposited species are deflected towards the substrate normal due to the potential difference between plasma and substrate. At the same time the ion energies increase, which can cause an enhanced directional diffusion towards the shadowed regions on the backside of the column tips and further raise the columnar structure. A large difference in column tilt is also observed between Cu and Cr, where the Cr columns are positioned closer to the substrate surface normal. This is suggested to be due to different shadowing conditions caused by different island densities. Moreover, the column tilt of the Cr films is only found to be influenced by the ionized fluxes when certain nucleation characteristics are present.
CHAPTER 7

FUTURE RESEARCH POSSIBILITIES

The work presented in Papers 1 and 2 concerns growth evolution of Ag on SiO$_2$, which is well-known to grow in a three-dimensional fashion (Volmer-Weber type growth). The scaling behaviour presented in Paper 2 could, however, change for the case of two-dimensional growth. One possibility to extend the present work could thus be to use an epitaxial system and investigate its scaling behaviour. Another possibility could be to use a metal with a lower adatom diffusivity that might enable different nucleation regimes when pulsing the deposition flux (as described in Sec. 2.1.2). This may also affect the scaling behaviour. Moreover, Ag nanoparticles are commonly used owing to their optical properties that arise when exciting surface plasmons. By altering size and density of the particles when changing the vapor flux characteristics it could be possible to tune the corresponding optical properties.

In Paper 3 the microstructural evolution during off-normal film growth is investigated. When performing depositions at an off-normal geometry the crystallographic directions of the grains in the film can align up with each other to form preferred out-of-plane and in-plane orientations. This is known as biaxial texture. How and to what extent the biaxial texture is influenced by the highly ionized fluxes as well as understanding the underlying physical mechanisms would be an interesting continuation of the present work.
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