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Abstract

Probabilistic graphical models are today one of the most well used architectures for modelling and reasoning about knowledge with uncertainty. The most widely used subclass of these models is Bayesian networks that has found a wide range of applications both in industry and research. Bayesian networks do however have a major limitation which is that only asymmetric relationships, namely cause and effect relationships, can be modelled between its variables. A class of probabilistic graphical models that has tried to solve this shortcoming is chain graphs. It is achieved by including two types of edges in the models, representing both symmetric and asymmetric relationships between the connected variables. This allows for a wider range of independence models to be modelled. Depending on how the second edge is interpreted this has also given rise to different chain graph interpretations.

Although chain graphs were first presented in the late eighties the field has been relatively dormant and most research has been focused on Bayesian networks. This was until recently when chain graphs got renewed interest. The research on chain graphs has thereafter extended many of the ideas from Bayesian networks and in this thesis we study what this new surge of research has been focused on and what results have been achieved. Moreover we do also discuss what areas that we think are most important to focus on in further research.
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Chapter 1

Introduction

Throughout history, humans have used various models to describe natural and artificial systems in its surroundings. We will in this thesis look into one such class of models called probabilistic graphical models (PGMs). PGMs are based on the idea that the state of the variables in a system is uncertain (probabilistic) and that the interactions between variables in the system can be described according to a graph. Uncertainty can be due to several factors, the most important are that only parts of the system might be observable and that measurements might be noisy. Representing the model as a graph allows us to represent our knowledge about the system and the interactions between its variables in an intuitive manner. We can thereafter use this graph to reason and do inference when for example parts of the system state are observed. PGMs were introduced at the beginning of the last century with Wrights’ path analysis [35] and Gibbs’ applications to statistical physics [8]. The area then got renewed interest in computer science in the 1980s with the research of Pearl [23] and PGMs are today used in multiple applications in industry as well as society as a whole. The main advantages of using PGMs compared to other models are that the representation is intuitive, inference can be done efficiently and efficient learning algorithms exist. This has led PGMs to arguably become the most important architecture for reasoning with uncertainty [15, p.106].

To model a system as a PGM, we first need to identify the variables of interest in it. Depending on the nature of the variables they can be modelled differently. The most researched cases are when the variables are either discrete, i.e. each variable can be in one of a finite number of states, or continuous, i.e. each variable takes a value in a continuum. The graph of a PGM does then represent these variables as nodes and the relationships between the variables as edges. Different subclasses of PGMs give different meaning to the edges. In addition to the graph a PGM class can also contain some parametrization of the variables in the model given the graph. The parameters define the probability that a variable takes a certain state or
value depending on the state or value of its neighbouring variables in the graph. The parametrization is typically represented as tables for discrete variables and as functions for continuous variables. Hence we can say that the graph of a PGM represents what variables interact in the modelled system, while the parametrization represents how they interact. An example of a PGM is shown in Fig. 1.1 which will be explained in detail later.

A PGM can be constructed in different ways. The most common are either by an expert, i.e. constructing the graph and parameters from existing knowledge, or through a learning algorithm with observational data. The observational data is then mostly in the form of samples containing the states or values of the variables for different individuals.

One of the most basic subclasses of PGMs is Markov networks (MNs). The graph of a MN is undirected and each undirected edge represents that the two variables connected by the edge are directly interacting with each other. The most well known and widely used PGM class is however Bayesian networks (BNs). A BN consist of a directed acyclic graph (DAG) in which the directed edges can be seen to represent cause and effect relationships between the variables. As an example of a BN consider the following three variables: Whether it has been raining during the night or not, whether the lawn is wet in the morning or not and whether the street is wet in the morning or not. In this case it is quite clear that the rain causes the lawn and street to become wet and hence modelling the system as a BN would result in a DAG as shown in Fig. 1.1a. We can then, given either experience or past measurements, say that the probability that it has been raining any given day is 0.3 and that the probability that the lawn is wet if it has been raining is 0.9 while it is only 0.05 if it has not been raining. Similarly we can say that the probability that the street is wet given that it has been raining is 0.8 (it dries faster than the lawn) while it is only 0.05 if it has not been raining. These conditional probability tables are shown in Fig. 1.1b.

Using this BN model we can now answer simple queries like What is the probability that the lawn is wet given that it has been raining? but we can also compute more advanced implicit probabilities such as the answer to At any morning, given no other information, what is the probability that the lawn is wet? or If the lawn is wet, what is the probability that the street is wet? Just looking at the DAG we can also conclude when observations about certain variables may affect the probabilities of other variables taking certain states or values. We can for example, using the DAG shown in Fig. 1.1a, see that observing the state of the wet lawn may change our belief of the state of the wet street variable if we have not observed whether it has been raining or not. The explanation for this is that by observing that the lawn is wet our belief that it has been raining may change, which in turn may change our belief that the street is wet. Hence we say that the wet street variable may be dependent on the wet lawn variable given no other information. If we on the hand have observed that it has been raining then observing that the lawn is wet does not affect our belief of the state of the
wet street variable. This is because observing that the street is wet does not change our belief of whether it has been raining, since we already know this. Hence we say that the wet street variable is independent of the wet lawn variable given the rain variable. How this can be read from the graph is covered in the next chapter. The important thing here is that we can, from just studying the graph, conclude which variables may be dependent and which are independent on which other variables given a third set of variables. This is why the set of all conditional independences that can be read from the graph is called the independence model represented by that graph.

As noted above BNs work fine and are widely used in different applications today ranging from error diagnostics in printers to modelling protein structures in bioinformatics or decision support systems in market analysis. BNs do however have some shortcomings due to the fact that they only model asymmetric causal relationships between variables. This means that when we want to model a system with some other kind of relationship between its variables, such as a symmetric relationship, the representation falls short. That such other kind of relationships may exist in a system can be seen in various ways like for example:

- It may be impossible for an expert of the domain, who understands the dynamics of the system, to denote one variable as the cause of the other or vice versa even though the variables are correlated.
- Intervening in the system may not support that one variable is the cause of the other variable even though they are correlated.
- The independence model of the variables in the system, i.e. all the conditional dependences and independences that exist in the system, may not be perfectly represented as a BN.
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To exemplify this we can take the system described for Fig. 1.1 but where we only are aware of, and have measurements for, the wet lawn and wet street variables but not the rain variable. Hence the rain variable does not exist in our model. We then know that the wet lawn and wet street variable are correlated, i.e. when we observe that the lawn is wet this increases our belief that the street also is wet and vice versa. At the same time we actually know the dynamics of the system and thereby that it is wrong to say that the wet lawn variable is the cause of the wet street or vice versa. We can also see this by intervening in the system. If we for example make the street wet by throwing water on it, this does not increase the probability that the lawn becomes wet. Nor does making the lawn wet cause the street to be wet. If we finally look at the independence model of the described system we can in this simple example note that it does not contain any conditional independences. This means that the independence model can be perfectly represented with a BN, i.e. with a BN representing all and only the conditional independences in the independence model. Such a BN is shown in Fig. 1.2a. However, if we expand the model to include two additional variables, a sprinkler on variable that indicates if the sprinkler has been on causing the lawn to be wet and a street cleaned variable indicating that the street recently has been cleaned causing the street to be wet, then the system can no longer be perfectly represented as a BN [28]. A model including the relations described in the extended system is shown in Fig 1.2b where the unrepresentable relation is shown as a dashed line.

Today systems containing non-causal relationships are however primarily modelled as BNs. This poses some problems. Firstly, the BN model becomes hard to understand and accept for an expert of the domain since it does not correspond with the known dynamics of the system. This also means that the conclusions drawn from the model about the dynamics of the underlying system might be wrong. Secondly, intervening in the system might give unexpected consequences compared to the model. In a gene regulatory example we might for example try to affect one gene to make a second gene take a certain state if we have modelled this as that the first gene is the cause of the second gene. However, if the first gene is not really the cause of the second gene, then we will not see the same effect in reality.
as we do in our model, similarly as throwing water on the street does not cause the lawn to be wet.

The problems discussed above can in some cases be accepted under certain conditions. If we for example want a model of a system to only do computations on (not study in terms of dynamics) and we only make observations (no interventions), then a BN model could be used to model the system. However, from a technical point of view, it might still be a bad idea to use a BN model if the independence model cannot be perfectly represented as a BN. This is because for a BN to be able to correctly represent a system it needs to contain only the conditional dependencies that exist in the independence model of that system. Hence, if the independence model cannot be perfectly expressed as a BN any BN modelling it will need to contain some more conditional dependences, and hence fewer conditional independences, than what exist in the underlying system. By containing fewer conditional independences than those that exist in the underlying system, the advantages of using a PGM model are weakened. Hence, the model will need more data to be learnt correctly, become harder to understand and slower to do calculations on.

To solve this problem different approaches have been used. In the example above we have a hidden common cause (the rain variable) between the wet lawn and wet street variables. Hence, we can try to model this hidden common cause with a hidden node. This is performed by adding an extra node to the model that represents the unmeasured hidden common cause. Modelling hidden variables is a research field in itself and will not be covered in this thesis. Enough to say is that adding hidden nodes to a model is no trivial task. Moreover there exist other relationships between variables that cannot be solved in this manner. So in this thesis we will instead describe another approach, namely to use a more expressive PGM class called chain graphs (CGs). CGs contain a second type of edge, in addition to the directed edge, which allows a second type of relationship between variables to be modelled and thereby a much larger set of independence models to be represented compared to BNs [29]. This allows CGs to correctly model a wider range of systems [16] in a compact way that is, at the same time, interpretable, efficient to perform inference on and for which efficient learning algorithms exist. CGs were introduced in the late eighties but lately got renewed interest when more advanced systems, such as gene networks, began being modelled.

Depending on the interpretation of the second type of edge, a CG can represent different relations between variables and thereby independence models. Today there exist several possible interpretations of CGs with different separation criteria, i.e. different ways of reading conditional independences from the graph. The first interpretation (LWF) was introduced by Lauritzen, Wermuth and Frydenberg [7, 11] to combine BNs and MNs. The second interpretation (AMP) was introduced by Andersson, Madigan and Perlman to also combine BNs and MNs but with a separation criterion
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more close to the one of BNs [1]. A third interpretation, the multivariate regression (MVR) was introduced by Cox and Wermuth [4] combining BNs and covariance graphs (covGs). While other interpretations have been proposed (see, for example, Drton [6]), the three interpretations above have received the most attention in the literature. They have different properties, but they are all characterised by having chain components in which the nodes are connected to each other by undirected edges (for LWF and AMP CGs) or bidirected edges (for MVR CGs). The chain components are then themselves connected to each other by directed edges.

In this thesis we give a survey of the research field of CGs. In the next chapter we give the background of the field and introduce the terminology. We will thereafter, in Chapter 3 discuss the current research in the field and how far it has come. This is followed by a short conclusion and an outline of important future research areas in Chapter 4. Finally, in Chapter 5, we describe our contribution to the field.
Chapter 2

Background

In the last chapter we gave a motivation to why PGMs and CGs are useful partly from a philosophical standpoint in terms of causality and intervention. In this chapter we will take a more technical standpoint and discuss PGMs and CGs in terms of representable independence models. The chapter also gives a short introduction to the research areas discussed later in the thesis. For a more complete introduction to PGMs the reader is referred to the work by Koller and Friedman [9].

The rest of the chapter is organized as follows. First we will cover the basic notation used for PGMs and define the terms we use throughout the thesis. This is followed by a section where we discuss the advantages and disadvantages of CGs and how CGs relate to other PGM classes. The remainder of the chapter is then devoted to explaining PGMs as factorizations of probability distributions.

2.1 Basic notation

In this section, we review some common concepts for probabilistic graphical models (PGMs) used throughout this thesis. All graphs and probability distributions are defined over a finite set of variables $V$ represented as nodes in the graph. With $|V|$ we mean the number of variables in the set $V$ and with $V_G$ we mean the set of variables in a graph $G$.

If a graph $G$ contains an edge between two nodes $V_1$ and $V_2$, we denote with $V_1 \rightarrow V_2$ a directed edge, with $V_1 \leftrightarrow V_2$ a bidirected edge and with $V_1 \leftarrow V_2$ an undirected edge. By $V_1 \leftrightarrow V_2$ we mean that either $V_1 \rightarrow V_2$ or $V_1 \leftarrow V_2$ is in $G$. By $V_1 \rightarrow V_2$ we mean that either $V_1 \rightarrow V_2$ or $V_1 \leftarrow V_2$ is in $G$. By $V_1 \leftrightarrow V_2$ we mean that there is an edge between $V_1$ and $V_2$ in $G$.

The parents of a set of nodes $X$ of $G$ is the set $pa_G(X) = \{V_i | V_i \rightarrow V_2 \text{ is in } G, V_i \notin X \text{ and } V_2 \in X\}$. The children of $X$ is the set $ch_G(X) = \{V_i | V_2 \rightarrow V_1 \text{ is in } G, V_1 \notin X \text{ and } V_2 \in X\}$. The spouses of $X$ is the set $sp_G(X) = \{V_i | V_i \leftrightarrow V_2 \text{ is in } G, V_i \notin X \text{ and } V_2 \in X\}$. The neighbours of $X$ is
the set $nb_G(X) = \{ V_i | V_i \rightarrow V_2 \text{ is in } G, V_1 \notin X \text{ and } V_2 \notin X \}$. The boundary of $X$ is the set $bd_G(X) = pa_G(X) \cup nb_G(X) \cup sp_G(X)$. The adjacent of $X$ is the set $ad_G(X) = \{ V_i | V_1 \rightarrow V_2, V_1 \leftarrow V_2, V_1 \leftrightarrow V_2 \text{ or } V_1 \rightarrow V_2 \text{ is in } G, V_1 \notin X \text{ and } V_2 \notin X \}$.

A route from a node $V_i$ to a node $V_n$ in $G$ is a sequence of nodes $V_1, \ldots, V_n$ such that $V_i \in ad_G(V_{i+1})$ for all $1 \leq i < n$. A path is a route containing only distinct nodes. The length of a path is the number of edges in the path. A path is called a cycle if $V_n = V_1$. A path is descending if $V_i \in pa_G(V_{i+1}) \cup sp_G(V_{i+1}) \cup nb_G(V_{i+1})$ for all $1 \leq i < n$. The descendants of a set of nodes $X$ of $G$ is the set $de_G(X) = \{ V_n | \text{ there is a descending path from } V_i \text{ to } V_n \text{ in } G, V_i \in X \text{ and } V_n \notin X \}$. A path is strictly descending if $V_i \in pa_G(V_{i+1})$ for all $1 \leq i < n$. The strict descendants of a set of nodes $X$ of $G$ is the set $sde_G(X) = \{ V_n | \text{ there is a strictly descending path from } V_i \text{ to } V_n \text{ in } G, V_i \in X \text{ and } V_n \notin X \}$. The ancestors (resp. strict ancestors) of $X$ is the set $an_G(X) = \{ V_i | V_i \in de_G(V_n), V_i \notin X, V_n \in X \}$ (resp. $san_G(X) = \{ V_i | V_i \in sde_G(V_n), V_i \notin X, V_n \in X \}$). Note that the definition for strict descendants given here coincides to the definition of descendants given by Richardson [24]. A cycle is a semi-directed cycle if it is descending and $V_i \rightarrow V_{i+1}$ is in $G$ for some $1 \leq i < n$. A subgraph of $G$ is a subset of nodes and edges in $G$. A subgraph of $G$ induced by a set of its nodes $X$ is the graph over $X$ that has all and only the edges in $G$ whose both ends are in $X$.

To exemplify these concepts we can study the graph $G$ with 5 nodes shown in Fig. 2.1. In the graph we can see that $B$ is a child of $A$, $D$ is a spouse of both $B$ and $E$ while it is the neighbour of $C$. $E$ is a strict descendant of $A$ due to the strictly descending path $A \rightarrow B \rightarrow E$, while $D$ is not. $D$ is however in the descendants of $A$ together with $B, C$ and $E$. $A$ is therefore an ancestor of all variables except itself. We can also see that $G$ contains a semi-directed cycle $B \rightarrow E \leftrightarrow D \leftrightarrow B$. In Fig. 2.1b we can see a subgraph of $G$ with the variables $B, D$ and $E$ while we in Fig. 2.1c see the subgraph of $G$ induced by the same variables.

All graphs considered in this thesis are loopless graphs, i.e. no node can have an edge to itself. An undirected graph (UG) contains only undirected edges while a covariance graph (covG) contains only bidirected edges. A directed acyclic graph contains only directed edges and no semi-directed cycles. A chain graph (CG) under the Lauritzen-Wermuth-Frydenberg (LWF) in-

![Figure 2.1: A graph with 5 variables](attachment:image.png)
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terpretation, denoted LWF CG, contains only directed and undirected edges but no semi-directed cycles. Likewise a CG under the Andersson-Madigan-Perlman (AMP) interpretation, denoted AMP CG, is a graph containing only directed and undirected edges but no semi-directed cycles. A CG under the multivariate regression (MVR) interpretation, denoted MVR CG, is a graph containing only directed and bidirected edges but with some restrictions on what structures these can take. Note that a MAMP CG is not a CG in the traditional sense since it contains three types of edges. An ancestral graph (AG) contains bidirected, undirected and directed edges but no subgraphs of the form \(X\). An independence model \(M\) is a graphoid if it satisfies the following properties: Symmetry \(X \in M \iff Y \in M\), decomposition \(X \cup Y \in M \Rightarrow X, Y \in M\), weak union \(X \cup Y \in M \Rightarrow X \cup Y \in M\), contraction \(X \mid Y \in M \Rightarrow X \mid W \in M\), and intersection \(X \cap Y \in M \Rightarrow X \cap Y \in M\). An independence model \(M\) is also said to fulfill the composition property if \(X \cup Y \in M \Rightarrow X \cap Y \in M\).

In a graph \(G\) we say that \(X\) is separated from \(Y\) given \(Z\) if the separation criterion of \(G\) represents that \(X\) is conditionally independent of \(Y\) given \(Z\) and denote this by \(X \perp \!\!\!\!\perp Y \mid Z\). The separation criteria for the different PGM classes discussed in this thesis are the following: If \(G\) is a BN, \(X \perp \!\!\!\!\perp Y \mid Z\) holds. Given two independence models \(M\) and \(N\), we denote by \(M \subseteq N\) that if \(X \perp \!\!\!\!\perp Y \mid Z\) then \(X \perp \!\!\!\!\perp Y \mid Z\) for every \(X, Y\) and \(Z\). We say that \(M\) is a graphoid if it satisfies the following properties: Symmetry \(X \perp \!\!\!\!\perp Y \mid Z\), decomposition \(X \perp \!\!\!\!\perp Y \mid W \mid Z\), weak union \(X \perp \!\!\!\!\perp Y \mid W \mid Z\), contraction \(X \perp \!\!\!\!\perp Y \mid Z \cup W \mid Z\), and intersection \(X \perp \!\!\!\!\perp Y \mid Z \cup W \mid Z\). An independence model \(M\) is also said to fulfill the composition property if \(X \perp \!\!\!\!\perp Y \mid Z \cup W \mid Z\).

Let \(X, Y, Z\) and \(W\) denote four disjoint subsets of \(V\). We say that \(X\) is conditionally independent from \(Y\) given \(Z\) if the value of \(X\) does not influence the value of \(Y\) when the values of the variables in \(Z\) are known, i.e. \(p(X, Y \mid Z) = p(X \mid Z)p(Y \mid Z)\) holds. We denote this by \(X \perp \!\!\!\!\perp Y \mid Z\) if it holds in a probability distribution \(p\). Given two independence models \(M\) and \(N\), we denote by \(M \subseteq N\) that if \(X \perp \!\!\!\!\perp Y \mid Z\) then \(X \perp \!\!\!\!\perp Y \mid Z\) for every \(X, Y\) and \(Z\). We say that \(M\) is a graphoid if it satisfies the following properties: Symmetry \(X \perp \!\!\!\!\perp Y \mid Z\), decomposition \(X \perp \!\!\!\!\perp Y \mid W \mid Z\), weak union \(X \perp \!\!\!\!\perp Y \mid W \mid Z\), contraction \(X \perp \!\!\!\!\perp Y \mid Z \cup W \mid Z\), and intersection \(X \perp \!\!\!\!\perp Y \mid Z \cup W \mid Z\). An independence model \(M\) is also said to fulfill the composition property if \(X \perp \!\!\!\!\perp Y \mid Z \cup W \mid Z\).

Moreover the collider is said to be unshielded if \(A\) and \(C\) are non-adjacent. If \(G\) is a LWF CG then \(X\) and \(Y\) are separated given \(Z\) iff there exists no \(Z\)-open path between \(X\) and \(Y\). A route is said to be \(Z\)-open in a LWF CG iff every node in a non-collider section on the route is not in \(Z\) and some node in every collider section on the route is in \(Z\) or \(\text{anc}_G(Z)\). A section of a route is a maximal (wrt set inclusion) non-empty set of nodes \(B_1, \ldots, B_n\).
such that the route contains the subpath $B_1-B_2-\ldots-B_n$. It is called a 
collider section if $B_1 \ldots B_n$ together with the two neighbouring nodes in the
route, $A$ and $C$, form the subpath $A \rightarrow B_1-B_2-\ldots- B_n \leftarrow C$. For any other
configuration the section is a non-collider section. If $G$ is an AMP CG or
MAMP CG then $X$ and $Y$ is separated given $Z$ iff there exists no $Z$-open
path between $X$ and $Y$. A path is said to be $Z$-open in an AMP CG or
MAMP CGG iff every non-head-no-tail node on the path is not in $Z$ and
every head-no-tail node on the path is in $Z$ or $sanc_G(Z)$. A node $B$ is said
to be a head-no-tail in an AMP or MAMP CG $G$ between two nodes $A$ and
$C$ on a path if one of the following configurations exist in $G$: $A \leftrightarrow B \leftrightarrow C$,
$A \leftrightarrow B \leftarrow C$ or $A \rightarrow B \leftrightarrow C$.

A probability distribution $p$ is said to fulfill the global Markov property
with respect to a graph $G$, if for any $X \perp_G Y | Z$, given the separation criterion
for the PGM-class to which $G$ belongs, $X \perp_p Y | Z$ holds. The independence
model $M$ induced by a probability distribution $p$ (resp. a graph $G$), denoted
as $I(p)$ (resp. $I(G)$), is the set of statements $X \perp_p Y | Z$ (resp. $X \perp_G Y | Z$)
that hold in $p$ (resp. $G$). We say that a probability distribution $p$ is faithful
to a graph $G$ when $X \perp Y | Z$ if $X \perp_G Y | Z$ for all $X$, $Y$ and $Z$. We say that
two graphs $G$ and $H$ are Markov equivalent or that they are in the same
Markov equivalence class iff $I(G) = I(H)$. A graph $G$ is inclusion optimal
for a probability distribution $p$ if $I(G) \subseteq I(p)$ and if there exists no other
graph $H$ in the PGM class of $G$ such that $I(G) \subset I(H) \subseteq I(p)$.

2.2 PGM classes

PGM classes differ in what edges they contain, the separation criterion used
and what structures their graphs can contain. Hence they differ in what
independence models, and thereby systems, they can represent. Depending
on what independence models a PGM class can represent we can discuss its
expressivity. We say that a PGM class is more expressive than another class
if it can express more independence models. The more basic PGM classes,
such as BNs and MNs, can represent relatively few independence models for
any number of nodes and hence are not so expressive. The more general
PGM classes, such as AGs, can on the other hand represent relatively many
independence models and hence are very expressive.

Using an expressive PGM class has both advantages and disadvantages.
The main advantage is that a model of a more expressive class is more
likely to capture the true relations between the variables in the system while
less expressive classes makes assumptions like for example that only causal
relations exist between variables. The disadvantage of using an expressive
class is that it can be harder to find the correct model since the number
of possible models is much larger. This also makes it easier to overfit the
learning data. Hence, to get an accurate model, more data is generally
needed when learning expressive PGM classes compare to less expressive
classes. Graphs with multiple types of edges can also be harder to interpret
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since the interpretation of what an edge represents is not always clear. In addition to this the more basic classes, such as BNs and MNs, have received more attention in research and hence more efficient learning and inference algorithms exist for these compared to the more general classes.

A CG containing only directed edges is actually a BN, which means that any independence model that can be represented by a BN can be represented by a CG. Similarly any independence model represented by a MN (resp. covG) can be represented by a LWF or AMP CG (resp. MVR CG). This means that BNs is a subclass of all CG interpretations while MNs resp. covGs are subclasses of LWF and AMP CGs resp. MVR CGs as shown in Fig 2.2.\(^1\) All CGs are loopless graphs but apart from this they do not share any well studied superclasses. MVR CGs are however a subclass of regression chain graphs, introduced by Wermuth and Sadeghi [34], that are part of the subtree of AGs and ribbonless graphs. Some research has also been performed on joining different CG interpretations and this has given rise to the PGM class MAMP CGs. This class of graphs contains directed, bidirected and undirected edges and is a superclass of AMP CGs and MVR CGs.

One important question when discussing different PGM classes is why CGs are interesting when there exist more general and expressive PGM classes such as loopless graphs or AGs? This has to do with the advantages and disadvantages of using more general PGM classes as discussed above. We want to be able to represent a larger set of independence models without having to suffer the disadvantages. The first disadvantage, that it can be harder to find the correct model with a larger set of possible models cannot be avoided. It simply comes with having a larger set of representable independence models. The other disadvantages can however be mitigated with further research. Many of the ideas for BNs in terms of algorithms etc. can be extended to other PGM classes and this extension is more straightforward for PGM classes similar to BNs such as CGs. It is also easier to reason about the interpretation of edges when only two types of edges exist and the graph contains no semi-directed cycles.

2.3 PGMs as factorizations of probability distributions

A PGM induces a factorization of a joint probability distribution of the state of a system according to its graph. If we look at the example shown in Fig. 1.1 we can see that the joint probability distribution it represents can be factorized as

\[ p(\text{Rain}, \text{WetStreet}, \text{WetLawn}) = p(\text{WetStreet}|\text{Rain})p(\text{WetLawn}|\text{Rain})p(\text{Rain}) \]

using the independences represented in the graph. Factorizing a large joint probability distribution has many benefits. It illuminates the conditional independences between the variables in the distribution. This means, as noted

\(^1\)For PGM classes not defined in this thesis please check the work by Sadeghi [26].
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Figure 2.2: The hierarchy of PGM models
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<table>
<thead>
<tr>
<th></th>
<th>Rain = True</th>
<th>Rain = False</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wet Street</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wet Lawn</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wet Street = True</td>
<td>0.21600</td>
<td>0.02400</td>
</tr>
<tr>
<td>Wet Street = False</td>
<td>0.05400</td>
<td>0.00600</td>
</tr>
</tbody>
</table>

Table 2.1: A joint probability distribution

in the introduction, that the state or value of each variable only is dependent on the states or values of the neighbouring variables in the PGM graph. By interpreting the different edges in the PGM we can also deduce what kind of relations the variables have to each other. If we for example have the edge Rain $\rightarrow$ WetStreet in a BN we can interpret this as if the rain variable may be the cause of the wet street variable. Hence the graph allows us to deduce a possible explanation of the dynamics in the underlying system in a way that is not possible in a non-factorized probability distribution. To illustrate this we can compare the joint probability distribution in Table 2.1 and the DAG shown in Fig. 1.1a. The DAG does in this case correspond to a valid factorization of the joint probability distribution and hence a possible explanation of the dynamics of its underlying system. These dynamics can be seen by interpreting the DAG in a way that is not possible by looking at the joint probability distribution. Hence, factorizing a probability distribution allows us to draw conclusions about it and its underlying system. Factorizing a large joint probability distribution also means that we get multiple smaller probability distributions. This allows for efficient use of space since the size of a joint probability distribution grows exponentially with the number of nodes while the total size of local probability distributions only grows quasi-linear if most variables are conditionally independent. Multiple small probability distributions also allows us to do calculations fast.

The factorization of a probability distribution might however be performed in multiple ways, each corresponding to a different graph. These graphs do thereby represent different dynamics of the underlying system, and different understandings of how the system works. If we continue our example, we can in Fig. 2.3 see three different DAGs corresponding to different factorizations of the probability distribution shown in Table 2.1. We can here note that not all DAGs represent the conditional independence WetLawn $\perp$ WetStreet | Rain, like for example the DAG in Fig. 2.3c. Generally we are however interested in the graphs representing as many of, but only, the conditional independences present in the independence model of the probability distribution, i.e. the inclusion optimal graphs. This is because modelling as many conditionally independences as possible optimizes the benefits of using PGMs described above. Note however that there might exist multiple graphs representing such independence models, as shown by the DAGs in Fig. 2.3a and 2.3b in our example.

Finding an inclusion optimal graph for a probability distribution is called
structure learning and is a well studied problem for PGMs. The input is usually a set of independent samples of the state of a system and the goal is to find the graph structure that encodes as many of, but only, the conditional independences that exist in the data. Once the structure, i.e. factorization, is learnt, the parameters can be learnt using a parameter learning algorithm. Then the model can be used to reason about the underlying system. By interpreting the edges in the PGM graph the dynamics of the system can be understood and by performing inference the probability of different variable states or values can be estimated when other variables are observed in the system.
Chapter 3

Current state of research

The research of CGs started in the late eighties early nineties with Lauritzen, Wermuth and Frydenberg who combined BNs and MNs to create a more expressive PGM class. The field did however fall dormant and instead the research in the PGM field was focused towards BNs. Lately though, CGs have received renewed attention and major advancements have been made. Why this renewed interest can only be speculated but important factors might be that more advanced systems are modelled and that the model creation of these has become more data driven than expert driven. This means that uncertain, and non-causal, relations might exist between the variables in the systems since the dynamics in the systems are unknown. This is in contrast to the early used BNs where the dynamics of the underlying systems were more or less known and the models were created by experts in the field.

In this chapter we discuss the recent advancements in the research field of CGs. The chapter is divided into four sections; intuition and representation, representable independence models, unique representations and finally structure learning algorithms. Each section presents the advancements made for CGs within that part of the field. One part of the PGM field that the reader might be missing is parametrization and parameter learning. We have chosen not to include this part since, although some parametrizations exist for LWF and MVR CGs, there still do not, to the authors’ knowledge, exist any closed loop equations for learning these parameters. For this sub-field we instead refer the reader to the work by Peña et al. [17, 18] for the LWF CG interpretation and to the work by Bergsma and Rudas [3] for the MVR CG interpretation.

3.1 Intuition and representation

One important question when discussing different PGM classes as representatives of independence models is Does the independence models exist in
In other words, do there exist systems whose variables build up the independence models that can be represented by the PGM class? Each CG interpretation was initially motivated from a data generation perspective where each chain component could be sampled given its parents. The variables in the same chain component were then said to be on equal footing and it meant that these variables had symmetric relationships between them [1, 4]. For continuous variables with normally distributed errors this sampling process follows Equation 3.1 where $X$ are the nodes in the chain component that is being sampled given its parents $\text{pa}_G(X)$ in the CG $G$. $\epsilon$ represents the noise and the difference between the CG interpretations is how this noise and the $\beta$-vector are modelled. This also gives rise to the different separation criteria and different intuitive meanings for the edges in the different CG interpretations.

$$X = \beta \text{pa}_G(X) + \epsilon$$  \hspace{1cm} (3.1)

### 3.1.1 LWF CGs

If we start with the LWF CG interpretation some of the first research into how the CG edges could be interpreted was done by Lauritzen and Richardson in 2002 [10]. They showed that the undirected edge in a LWF CG corresponds to a feedback relationship between two variables when they are sampled in their equilibrium state. Hence, the intuitive meaning of the undirected edge is that the nodes in the same chain component arrive at a stochastic equilibrium, being determined by their parents, as time goes to infinity. It is however unclear if this is the only interpretation and intuitive meaning behind the undirected edge in a LWF CG.

Another way to see LWF CGs is as an intersection of independence models represented by a set of BNs under conditioning [21]. This means that we have a set of different causal models that are subject to selection bias and if this bias is modelled in a certain way the intersection of all the models together form a LWF CG.

### 3.1.2 AMP CGs

Unlike in the LWF CGs the undirected edges in the AMP CGs have not been found to represent any intuitive relationship such as the feedback relationship. Any AMP CG can however be seen as to correspond to a causal model subjected to marginalization and conditioning [20]. Marginalizing away a variable means that the variable is removed from the model and that the state or value of the the variable is unknown. Conditioning out a variable also means that the variable is removed from the model, but in this case we know the state or value of the variable in the original model. Note also that the theory for transforming any AMP CG into its corresponding BN only is valid if we include certain deterministic variables in the BN, which is a rather strong assumption [20].
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By looking at the separation criteria we can make some interesting observations. We can here see that, given no other information, any node in a chain component only is dependent on its parents, not the parents of the whole component like in LWF CGs. This means that the children of a parent of a component work as an interface between the parent and the other nodes in the component. If we for example look at the CG in Fig. 3.1 and interpret this as an AMP CG we see that $E$ is conditionally independent of $A$ and $B$ when $C$ and $D$ are unobserved.

Finally it has also been shown that just like LWF CGs the AMP CGs can be seen as an intersection of independence models represented by a set of BNs under conditioning [21]. The difference compared to LWF CGs is how the different BNs are connected and what undirected edges that are added between the different models.

3.1.3 MVR CGs

Unlike the other CG interpretations the bidirected edge in a MVR CG has a strong intuitive meaning. It can be seen to represent one or more hidden common causes between the variables connected by it as we saw in the example in the introduction [5]. In other words, in a MVR CG any bidirected edge $X \leftrightarrow Y$ can be replaced by $X \leftarrow H \rightarrow Y$ to obtain a BN representing the same independence model over the original variables, i.e. excluding the new variables $H$. These variables are called hidden, or latent, and have been marginalized away in the CG model [20].

3.2 Representable independence models

Since any CG containing only directed edges can be seen as a BN it is clear that any independence model represented by a BN can be represented by a CG. The opposite does however not hold, so a natural question is How expressive are the CG interpretations? It has been shown that all CG interpretations can represent some independence models only representable by that interpretation. Hence the space of all independence models repre-
sentable by CGs takes the form shown in Fig. 3.2. It has also been shown when a CG of one interpretation can be represented by a CG of another interpretation and that the independence models representable by all three interpretations are those representable by BNs [28].

So how much more expressive are CGs compared to BNs? If the ratio between the number of independence models, and thereby systems, representable by BNs and those by CGs is large then the benefit of using CGs compared to BNs would maybe not be worth the difficulties. If the ratio on the other hand is small then the gain would be significant and worth the trouble. To calculate this ratio we only need to check whether each independence model representable by a CG is representable by a BN for each number of variables. This can be done by enumerating each independence model representable by CGs and such studies have been done for LWF CGs and MVR CGs for up to 5 nodes [29, 33]. The results are shown in Tables 3.1 and 3.2. For a larger number of nodes enumeration of representable independence models is no longer feasible in reasonably time. The ratio can however be approximated using a Markov chain Monte Carlo (MCMC) sampling method of the representable independence models. This method allows for approximation of the ratio for a much larger number of nodes and the results are also shown in Table 3.1 for LWF CGs and Table 3.2 for MVR CGs [29]. Using this approach it was shown that the ratio of independence models representable by LWF or MVR CGs that can be represented by BNs falls exponentially with the number of nodes and that the ratio is less than $1/1000$ for more than $≈ 20$ nodes as seen in Tables 3.1 and 3.2. Hence a

\[With the exception of when a LWF CG can be represented as an AMP CG.\]
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significantly larger number of systems can be modelled perfectly if CGs are used compared to if BNs are used. It can also be noted from the tables that the ratios of independence models representable by CGs that also are representable by MNs resp. covGs are almost non-existent for more than 6 nodes. Finally the study showed that MVR CGs can represent a larger number of independence models compared to LWF CGs [29].

For AMP CGs no similar study has yet been performed to the authors’ knowledge. There are however no indications that the results would differ significantly from those of LWF CGs or MVR CGs.

3.3 Unique representations

Like many other PGM classes such as BNs and AGs there might exist multiple CGs, of the same interpretation, that belong to the same Markov equivalence class as was discussed in Section 2.3. In many occasions we are however interested in the representable independence models and not the CGs themselves. This can for example be in a study such as in the previous section, but also when we are constructing learning algorithms since there exist fewer representable independence models than CGs.

Hence we are interested in having a unique graph for each representable Markov equivalence class. We would also like to have some characteristics for these graphs so that a graph can be checked whether it is such a unique representative or not. Furthermore we would also like to have a transformation algorithm to get the unique representative for a CG.

Today such representatives exist for all three interpretations. For the LWF CGs they are called largest chain graph (LCG) and is the CG in each Markov equivalence class that contains the maximum number of undirected edges [7]. LCGs been characterized and an algorithm for transforming any LWF CG to a LCG has been given [12, 33]. In addition to this, every LCG is a LWF CG and hence can be reasoned about as such.

For the AMP CGs there exist two different unique representatives today. These are the maximally deflagged CGs [25] and the essential AMP CGs [2]. Both of these take the form of AMP CGs and hence can be reasoned about as such. The former is based on the idea that the graph should contain as few flags, i.e. induced subgraphs of the form $X \rightarrow Y \leftarrow Z$, as possible and secondly contain as few directed edges as possible. The essential AMP CGs are on the other hand based on the idea that any edge $X \rightarrow Y$ does not exist in any AMP CG in the Markov equivalence class that the essential AMP CG represents. Both representatives have been characterized and there exist transformation algorithms for transforming any AMP CG into either representative [2, 25].

For the MVR CG interpretation the unique representatives are called essential MVR CGs [29]. Unlike for the LWF and AMP interpretations the essential MVR CG are not actually MVR CGs. Instead, it contains the same adjacencies as any MVR CG in the Markov equivalence class with an
Table 3.1: Exact and approximate ratios of independence models representable by LWF CGs representable by MNs, BNs, neither (in that order)

<table>
<thead>
<tr>
<th>NODES</th>
<th>EXACT</th>
<th>APPROXIMATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td>3</td>
<td>0.72727</td>
<td>1.00000</td>
</tr>
<tr>
<td>4</td>
<td>0.32000</td>
<td>0.92500</td>
</tr>
<tr>
<td>5</td>
<td>0.08890</td>
<td>0.76239</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>0.01650</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>0.00321</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>0.00028</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>0.00018</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>0.00001</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>0.00000</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>0.00000</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>0.00000</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td>0.00000</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>0.00000</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td>0.00000</td>
</tr>
<tr>
<td>17</td>
<td></td>
<td>0.00000</td>
</tr>
<tr>
<td>18</td>
<td></td>
<td>0.00000</td>
</tr>
<tr>
<td>19</td>
<td></td>
<td>0.00000</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>0.00000</td>
</tr>
<tr>
<td>21</td>
<td></td>
<td>0.00000</td>
</tr>
<tr>
<td>22</td>
<td></td>
<td>0.00000</td>
</tr>
<tr>
<td>23</td>
<td></td>
<td>0.00000</td>
</tr>
<tr>
<td>24</td>
<td></td>
<td>0.00000</td>
</tr>
<tr>
<td>25</td>
<td></td>
<td>0.00000</td>
</tr>
</tbody>
</table>
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Table 3.2: Exact and approximate ratios of independence models representable by MVR CGs representable by covGs, BNs, neither (in that order)

<table>
<thead>
<tr>
<th>NODES</th>
<th>EXACT</th>
<th>APPROXIMATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.00000 1.00000 0.00000</td>
<td>1.00000 1.00000 0.00000</td>
</tr>
<tr>
<td>3</td>
<td>0.54545 1.00000 0.00000</td>
<td>0.72547 1.00000 0.00000</td>
</tr>
<tr>
<td>4</td>
<td>0.10714 0.82589 0.10714</td>
<td>0.28550 0.82345 0.10855</td>
</tr>
<tr>
<td>5</td>
<td>0.00807 0.59074 0.36762</td>
<td>0.06967 0.59000 0.36787</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>0.01241 0.40985 0.57921</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>0.00187 0.28675 0.71145</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>0.00028 0.19507 0.80465</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>0.00002 0.13068 0.86930</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>0.00000 0.08663 0.91337</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>0.00000 0.05653 0.94347</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>0.00000 0.03771 0.96229</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>0.00000 0.02385 0.97615</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td>0.00000 0.01592 0.98408</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>0.00000 0.00983 0.99017</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td>0.00000 0.00644 0.99356</td>
</tr>
<tr>
<td>17</td>
<td></td>
<td>0.00000 0.00485 0.99515</td>
</tr>
<tr>
<td>18</td>
<td></td>
<td>0.00000 0.00267 0.99733</td>
</tr>
<tr>
<td>19</td>
<td></td>
<td>0.00000 0.00191 0.99809</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>0.00000 0.00112 0.99888</td>
</tr>
<tr>
<td>21</td>
<td></td>
<td>0.00000 0.00073 0.99927</td>
</tr>
<tr>
<td>22</td>
<td></td>
<td>0.00000 0.00048 0.99952</td>
</tr>
<tr>
<td>23</td>
<td></td>
<td>0.00000 0.00035 0.99965</td>
</tr>
<tr>
<td>24</td>
<td></td>
<td>0.00000 0.00017 0.99983</td>
</tr>
<tr>
<td>25</td>
<td></td>
<td>0.00000 0.00014 0.99986</td>
</tr>
</tbody>
</table>
arrowhead on an edge if and only if every MVR CG in the Markov equivalence class contains an arrowhead on that edge. This definition is similar to that of essential graphs for BNs and AGs but it also means that there might exist undirected edges in the essential MVR CGs. However, using the same separation criterion as for MVR CGs shown in Section 2.1, an essential MVR CG represents the same independence model as the MVR CGs' it is representative for \[29\]. Essential MVR CGs have been characterized and there does also exist a transformation algorithm that allows any MVR CG to be transformed into its essential MVR CG \[29\].

In addition to a unique representation of the representable independence models we might also be interested in exploring what CGs there exist in a certain Markov equivalence class. In other words we would like to, given a CG, see what other CGs that exist in that Markov equivalence class. This is possible using the so called split and merging operators that can transform any CG into another CG of the same Markov equivalence class through a sequence of steps. Today such operators exist for all CG interpretations \[27, 28, 32\]. The names comes from their way to split or merge different chain components with each other by replacing undirected or bidirected edges with directed edges or vice versa. The operators then describe the conditions for when a split or a merging of two adjacent chain components is possible without altering the Markov equivalence class of the graph.

### 3.4 Structure learning algorithms

As discussed in the previous chapter finding algorithms that learn an inclusion optimal graph from data is important. Today there exist mainly two approaches to the problem, the constraint based approach and the score based approach. The constraint based approach checks for conditional independences in the data using different independence tests such as the $\chi^2$ test. The score based approach on the other hand uses a score function measuring the likelihood of the data given the structure. Today there exist efficient learning algorithms for both approaches for the more basic PGM classes, such as BNs and MNs, while we in the more general classes, such as CGs, are restricted to the constraint based approach. This is due to the difficulty of finding fast and efficient score functions.

One common constraint based approach to the structural learning problem is that of the PC algorithm for BNs \[14, 30\]. The algorithm is based on three sequential steps. In the first step the adjacencies of the graph are found. In the second step these adjacencies are oriented into directed edges according to a set of rules. These rules are applied repeatedly until no rule is applicable and results in a so called essential graph which, if interpreted as a LWF CG, represents the correct independence model. The third step then orients the remaining undirected edges so that the graph becomes a BN. Today there exist PC like algorithms for all three CG interpretations \[19, 27, 31\] where the rules and the last step are replaced according to the
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interpretation. An example of the PC like algorithm for MVR CGs can be seen in Algorithm 1 with its corresponding rules in Fig. 3.3 [27]. The algorithm learns, given a probability distribution $p$ faithful to an unknown MVR CG $G$, a MVR CG $H$ such that $I(H) = I(G)$. We can here see that line 1 to 7 finds the adjacencies in the graph (step 1). Line 8 and 9 orient these according to a set of rules (step 2) while the remaining lines orient the remaining edges into directed edges without creating any new unshielded colliders (step 3). The PC like algorithms for CGs are proven to learn a CG with the correct independence model if the probability distribution of the data is faithful to some CG of the chosen CG interpretation. However, if this is not the case, it can be shown that the learnt model might not be inclusion optimal with respect to the independence model of the data [22].

Algorithm 1: PC like learning algorithm for MVR CGs

1. Let $H$ denote the complete undirected graph
2. For $l = 0$ to $l = |V_H| - 2$
3. Repeat while possible
4. Select any ordered pair of nodes $A$ and $B$ in $H$
   st $A \in \text{ad}_H(B)$ and $|\text{ad}(A) \setminus B| \geq l$
5. If there exists a $S \subseteq (\text{ad}_H(A) \setminus B)$ st $|S| = l$ and $A \perp p_B \mid S$
6. Set $S_{AB} = S_{BA} = S$
7. Remove the edge $A \sim B$ from $H$
8. Apply rule 0 while possible
9. Apply rules 1-3 while possible
10. Let $H_u$ be the subgraph of $H$ containing only the nodes and the undirected edges in $H$
11. Let $T$ be the clique tree of $H_u$
12. Order the cliques $C_1, ..., C_n$ of $H_u$ st $C_1$ is the root of $T$ and if $C_i$ is closer to the root than $C_j$ in $T$ then $C_i < C_j$.
13. Order the nodes st if $A \in C_i$, $B \in C_j$ and $C_i < C_j$ then $A < B$
14. Orient the undirected edges in $H$ according to the ordering obtained in line 13
15. Return $H$

For the AMP and MVR CG interpretations the PC like algorithms are, to the authors’ knowledge, the only learning algorithms defined so far. For the LWF interpretation two other learning algorithms do however exist, both constraint based. The first is called the LCD algorithm and is based on a divide and conquer approach [13]. This algorithm requires, as the PC like algorithms, the probability distribution of the data to be faithful for it to learn an inclusion optimal CG. The second algorithm, called CKES, do however relax this prerequisite [22]. The CKES algorithm starts with the empty graph and then iteratively improves the graph to fit the data better. In each iteration the algorithm checks if some edge can be removed from the graph without decreasing the fit or if some edge can be added to improve the fit. The algorithm also replaces the current graph with a Markov
equivalent one from time to time to avoid local optima. As noted earlier the CKES algorithm does not require the probability distribution of the data to be faithful to learn the inclusion optimal CG. Instead it is enough if the distribution fulfills the graphoid properties and the composition property. It should be noted that both these conditions are required for any algorithm to learn an inclusion optimal graph efficiently [22].
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Conclusions and future work

In this thesis we have tried to give an introduction to CGs and the research presented in the area so far. We have also tried to motivate CGs through the advantages and disadvantages of using PGM classes with different expressiveness. Using a more expressive PGM class, compared to a less expressive PGM class, grants the advantage that a more accurate model might be found when modelling a system. However, the disadvantage is that there exist more possible models, and hence the best model might be harder to find. Furthermore the model might be harder to interpret and the learning algorithms might be slower since the research has come furthest in the basic, least expressive, PGM classes such as BNs or MNs.

We have in this thesis shown that the advantage of using CGs compared to today’s commonly used BNs is considerably in the sense that only a small fraction of the systems representable by CGs can be represented by BNs accurately. We have also shown that with the advancements made in recent years in the research field, like for example efficient structure learning algorithms, the disadvantages of using CGs has shrunk. The research has by no means come as far as for BNs, but many of the necessary elements do today exist for using CGs in practice. This has, in the authors meaning, made CGs to be a viable choice of PGM class when modelling advanced systems with uncertain relations between its variables.

Some work does however remain before CGs can get widespread use outside academia. Most important here might be that the parametrization needs to be clarified and closed loop equations for estimating the parameters need to be developed. Other important areas for research are score based structure learning algorithms and efficient learning algorithms that do not require faithfulness from the probability distribution of the data. Moreover, CGs have not yet, to the authors’ knowledge, been applied with structure learning algorithms, such as those described in Section 3.4, to any large
real world problem. Having such an example could, in addition to show the advantages of CGs compared to BNs, allow for additional insight into what relations the secondary edges of the CG interpretations represent. Hence, we believe that partly shifting focus from theory to more practical examples could be greatly beneficial for the research of the field.
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Chapter 5

Our Contribution

This chapter presents our contribution to the research field of CGs. The chapter starts with a short summary of the work and this is then followed by the publications themselves. Note that all articles included here have not yet been published but are submitted and in the review process.

5.1 Summary

We have done research in all of the subareas of the research field described in Chapter 3. For the intuition and representation part this is mostly restricted to a book chapter we wrote as an introduction to how CGs can be used when reasoning about biomedical knowledge. The book chapter is presented in Article 1 in Section 5.2. The book itself is an attempt to connect the current research in data representation and the practice in the medical community. The chapter contains an introduction to the field of CGs motivated from a gene network modelling perspective. It does also contain an appendix where the separation criteria of the different CG interpretations are seen as systems of linear equations. For the appendix our contribution is restricted to MVR CGs.

When it comes to the research of representable independence models our contribution is more substantiate. It starts with Article 2, presented in Section 5.3, proving when an independence model of a graph of a certain CG interpretation can be represented as a graph of another CG interpretation. The article also presents and proves soundness and completeness for a feasible split operation for AMP CGs as described in Section 3.3. Moreover we have also, in Article 3, presented in Section 5.4, used the MCMC approach to approximate the ratio of independence models representable by MVR CGs that also are representable by BNs. To do this we first had to define the essential MVR CGs, their characteristics and a transformation algorithm for these new graphs as described in Section 3.3. Hence this work is also included in the article. Our contribution in the article comprised
5.1. SUMMARY

everything regarding CGs, while the part regarding BNs was performed by the co-authors.

Finally, for the structure learning part we have presented and proved the correctness of two different learning algorithms. The first is the PC like algorithm for MVR CGs in Article 4, presented in Section 5.5. This article also contains the split and merging operations for MVR CGs described in Section 3.3 which were needed to prove the correctness of the algorithm. The second is the CKES algorithm that was described in Section 3.4 which is presented in Article 5 in Section 5.6. Our contribution for this article and algorithm mainly consists of first transforming the algorithm from theory to practice and then to implement it and do an experimental evaluation. The transformation was needed since parts of the theoretic algorithm were infeasible to perform in reasonable time and hence some approximations had to be taken.
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Chain Graphs and Gene Networks

Dag Sonntag and Jose M. Peña
ADIT, IDA, Linköping University, Sweden

When modelling a biological system we are interested in the different entities it comprises, as well as their attributes and their internal dependencies. The nature of these entities and attributes varies depending on the system under examination, as described in the previous chapter.

In this chapter we will focus on genes as entities and their expression levels as attributes. In a biological system each of these attributes can be seen as a random variable and, from a probabilistic point of view, the whole system can be seen as a probability distribution. The probability distribution in turn can be seen as a set of conditional independencies and dependencies between its variables. We will show how these probability distributions and their independence structure can be modelled by the class of probabilistic graphical models (PGMs) known as chain graphs (CGs). CGs include Bayesian networks (BNs, discussed in the previous chapter) as a particular case, and thus share many of the ideas behind them.

As was the case with BNs, the fundamental idea behind CGs is to represent the independence structure of a probability distribution as a graph. There are several possible interpretations of CGs with different separation criteria, i.e. different ways of reading conditional independencies from the graph. The first interpretation (LWF) was introduced by Lauritzen, Wermerth and Frydenberg [7, 13] to combine Bayesian and Markov networks (MNs). The second interpretation (AMP) was introduced by Andersson, Madigan and Pearlman [1]. A third interpretation, the multivariate regression (MVR) was introduced by Cox and Wermuth [3]. While other interpretations have been proposed (see, for example, Drton [5]), the three interpretations above have received the most attention in the literature. They have different properties, but they are all characterised by chain components that are connected by directed edges. The nodes within each chain component are connected to each other by undirected edges (for LWF and AMP) or bidirected edges (for MVR).

Using multiple kinds of edges makes CGs more expressive than BNs. In turn, this allows CGs to correctly model a wider range of probability distributions and independence models [18] in a compact way that is, at the same time, easy to interpret, to learn and to perform inference on. On the one hand, this expressiveness makes it possible to formulate plausible models for most biological systems, thus lessening the risk of obscuring the true (in)dependencies in a gene network. On the other hand, it might be more difficult to find the best model. CGs can also be harder to interpret because edges do not have not have an as intuitive causal meaning as they do in a BNs. This makes them more appropriate to use in advanced systems,
such as gene networks, in which it the causal relationship between different entities can be hard to know or even non-existent. We will in this chapter present the different CG interpretations in terms of separation criteria, in terms of systems of linear equations, and finally in terms of intuitive meaning behind the edges in a CG.

The chapter is organised as follows. Section 1 describes the notation used throughout the chapter. In Section 2 we present the different interpretations of CGs, while in Section 3 we describe how a CG can be learnt from a probability distribution. After a short conclusion and summary in Section 4, we provide an alternative illustration of CGs as systems of linear models in the appendix. For simplicity, we limit our discussion to continuous variables; however, most results can be generalised to systems with discrete or mixed variables.

1 Background and notation

In this section, we review some concepts from probabilistic graphical models that are used later in this chapter. All graphs and probability distributions are defined over a finite set of variables \( V \).

If a graph \( G \) contains an edge between two nodes \( V_1 \) and \( V_2 \), we denote with \( V_1 \rightarrow V_2 \) a directed edge, with \( V_1 \leftrightarrow V_2 \) a bidirected edge (sometimes also called a dashed edge), and with \( V_1 \leftarrow V_2 \) an undirected edge. A set of nodes is said to be complete if there exists edges between all pairs of nodes in the set. A complete set of nodes is said to be a clique if there exists no superset of it that is complete.

The parents of a set of nodes \( X \) of \( G \) is the set \( \text{pa}_G(X) = \{V_1 | V_1 \rightarrow V_2 \text{ is in } G, V_1 \notin X \text{ and } V_2 \in X \} \). The children of \( X \) is the set \( \text{ch}_G(X) = \{V_1 | V_2 \rightarrow V_1 \text{ is in } G, V_1 \notin X \text{ and } V_2 \in X \} \). The spouses of \( X \) is the set \( \text{sp}_G(X) = \{V_1 | V_1 \leftrightarrow V_2 \text{ is in } G, V_1 \notin X \text{ and } V_2 \in X \} \). The neighbours of \( X \) is the set \( \text{nb}_G(X) = \{V_1 | V_1 \rightarrow V_2 \text{ is in } G, V_1 \notin X \text{ and } V_2 \in X \} \). The boundary of \( X \) is the set \( \text{bd}_G(X) = \text{pa}_G(X) \cup \text{sp}_G(X) \cup \text{nb}_G(X) \). The adjacent of \( X \) is the set \( \text{ad}_G(X) = \{V_1 | V_1 \rightarrow V_2, V_1 \leftarrow V_2, V_1 \leftrightarrow V_2 \text{ or } V_1 \leftarrow V_2 \text{ is in } G, V_1 \notin X \text{ and } V_2 \in X \} \).

A route from a node \( V_1 \) to a node \( V_n \) in \( G \) is a sequence of nodes \( V_1, \ldots, V_n \) such that \( V_i \in \text{ad}_G(V_{i+1}) \) for all \( 1 \leq i < n \). A path is a route containing only distinct nodes. The length of a path is the number of edges in the path. A path is called a cycle if \( V_n = V_1 \). A path is descending if \( V_i \in \text{pa}_G(V_{i+1}) \cup \text{sp}_G(V_{i+1}) \cup \text{nb}_G(V_{i+1}) \) for all \( 1 \leq i < n \). The descendants of a set of nodes \( X \) of \( G \) is the set \( \text{de}_G(X) = \{V_n \text{ there is a descending path from } V_1 \text{ to } V_n \text{ in } G, V_1 \in X \text{ and } V_n \notin X \} \). A path is strictly descending if \( V_i \in \text{pa}_G(V_{i+1}) \) for all \( 1 \leq i < n \). The strict descendants of a set of nodes \( X \) of \( G \) is the set \( \text{sde}_G(X) = \{V_n \text{ there is a strictly descending path from } V_1 \text{ to } V_n \text{ in } G, V_1 \in X \text{ and } V_n \notin X \} \). The ancestors (resp. strict ancestors) of \( X \) is the set \( \text{an}_G(X) = \{V_i | V_i \in \text{de}_G(V_1), V_1 \notin X, V_n \in X \} \) (resp. \( \text{san}_G(X) = \{V_i | V_i \in \text{sde}_G(V_1), V_1 \notin X, V_n \in X \} \)). Note that the
definition for strict descendants given here coincides to the definition of
descendants given by Richardson [22]. A cycle is called a semi-directed cycle
if it is descending and \( V_i \rightarrow V_{i+1} \) is in \( G \) for some \( 1 \leq i < n \).

A MN contains only undirected edges while a BN only contains directed
edges and no semi-directed cycles. A CG under the Lauritzen-Wermuth-
Frydenberg (LWF) interpretation, denoted LWF-CG, contains only directed
and undirected edges but no semi-directed cycles. Likewise a CG under the
Andersson-Madigan-Perlman (AMP) interpretation, denoted AMP-CG, is a
graph containing only directed and undirected edges but no semi-directed
cycles. A CG under the multivariate regression (MVR) interpretation, de-
noted MVR-CG, is a graph containing only directed and bidirected edges
but no semi-directed cycles. A chain component \( C \) of a LWF-CG or an
AMP-CG (resp. MVR-CG) is a maximal set of nodes such that there exists
a path between every pair of nodes in \( C \) containing only undirected edges
(resp. bidirected edges). A subgraph of \( G \) is a subset of nodes and edges in
\( G \). A subgraph of \( G \) induced by a set of its nodes \( X \) is the graph over \( X \)
that has all and only the edges in \( G \) whose both ends are in \( X \).

Let \( X, Y \) and \( Z \) denote three disjoint subsets of \( V \). We say that \( X \)
is conditionally independent from \( Y \) given \( Z \) if the value of \( X \) does not
influence the value of \( Y \) when the values of the variables in \( Z \) are known,
i.e. \( p(X,Y|Z) = p(X|Z)p(Y|Z) \) holds. We denote this by \( X \perp Y | Z \) if it
holds in a probability distribution \( p \). Moreover we say that \( X \) is separated
from \( Y \) given \( Z \) in a graph \( G \) if the separation criterion of \( G \) represents
that \( X \) is conditionally independent of \( Y \) given \( Z \). We denote the this by
\( X \perp_{G} Y | Z \) and we will discuss different separation criteria for CGs later
in this chapter. A probability distribution \( p \) is said to fulfill the global
Markov property with respect to a graph \( G \), if for any \( X \perp_{G} Y | Z \), given
the separation criterion for the PGM-class to which \( G \) belongs, \( X \perp_{G} Y | Z \) holds.
The independence model \( M \) induced by a probability distribution \( p \) (resp. a
graph \( G \)), denoted as \( I(p) \) (resp. \( I(G) \)), is the set of separation statements
\( X \perp_{G} Y | Z \) (resp. \( X \perp_{G} Y | Z \)). Given two independence models \( M \) and \( N \), we
say that \( N \) includes \( M \) (\( M \subseteq N \)), if \( X \perp_{M} Y | Z \) implies that \( X \perp_{N} Y | Z \) for
every \( X, Y \) and \( Z \).

We say that a probability distribution \( p \) is faithful to a graph \( G \) when
\( X \perp_{G} Y | Z \) iff \( X \perp_{G} Y | Z \) for all \( X, Y \) and \( Z \). We say that two graphs \( G \) and
\( H \) are Markov equivalent or that they are in the same Markov equivalence
class iff \( I(G) = I(H) \). A graph \( G \) is inclusion optimal for a probability
distribution \( p \) if \( I(G) \subseteq I(p) \) and if there exists no other graph \( H \) in the
PGM class of \( G \) such that \( I(G) \subset I(H) \subseteq I(p) \).

2 Interpretations

The research of CGs started in the late 1980s with the Lauritzen-Wermuth-
Frydenberg (LWF) interpretation in order to combine BNs and MNs into
more expressive models. Subsequently, the Andersson-Madigan-Perlman
(AMP) interpretation and the multivariate regression (MVR) interpretation, both in common use in recent literature, were proposed. Each interpretation is based on a different separation criterion and a different interpretation of edges. No interpretation subsumes another [5, 25], and no interpretation is generally better than any other. LWF, AMP and MVR interpretations are just different from each other and are suited to different problems. We will in this chapter present each interpretation in the classical sense, i.e. in terms of a separation criterion as in Drton [5], but also in terms of a system of linear equations. Finally we will also try to describe the intuitive meaning for each interpretation.

In the case of BNs, the interpretation in terms of a separation criterion is as follows. Given three disjoint set of nodes $X, Y$ and $Z$ in a BN $G$, $X \perp_G Y \mid Z$ iff there exists no path between $X$ and $Y$ such that:

1. every non-collider on the path is not in $Z$ and
2. every collider on the path is in $Z$ or $san_G(Z)$.

A node $B$ is said to be a collider between two nodes $A$ and $C$ on a path if the following configuration exists in the path: $A \rightarrow B \leftarrow C$. For any other configuration the node $B$ is a non-collider on the path. In addition, the interpretation in terms of a system of linear equations is as follows. The probability distribution of every node in a BN depends only on its parents. This means that every node $X_i$ is modelled by the equation $X_i = \beta_i \ast pa_G(X_i) + \epsilon_i$ in the associated system of linear equations, where $\beta_i$ is a weight vector measuring the influence of the individual parents and the noise $\epsilon_i \sim N(0, \sigma_i)$ is independent of any other node’s noise. The intuitive meaning is simply that the parent nodes are the cause of the children nodes.

For CGs the different interpretations have different separation criteria. As noted in the introduction, the feature all CGs share is that they contain subgraphs, called chain components, that are connected to each other by directed edges. Within each chain component the type of edges varies depending on the interpretation: LWF-CGs and AMP-CGs contain undirected edges while MVR-CGs contain bidirected edges. Even though the intuitive meaning of a CG is not as simple as for a BN, there are similarities between the two PGM classes. For example, the separation statements encoded by a CG correspond to the non-existence of routes with certain features, as in BNs. Moreover, in terms of linear equations each component of a CG can be seen as a supernode, with a corresponding probability distribution determined only by its parents. If we let $K_i$ be the component $i$ in a CG $G$, then $G$ has an associated system of linear equations with normally distributed errors as follows:

$$K_i = \beta_i \ast pa_G(K_i) + \epsilon_i \quad \text{where} \quad \epsilon_i \sim N(0, \Lambda_i).$$

$\epsilon_i$ represents the noise, or influence, between the nodes in the same component. How this noise and the $\beta_i$-vector are modelled varies between the different interpretations, and gives them different intuitive meanings.
2.1 The LWF interpretation

The LWF interpretation was introduced by Lauritzen, Wermuth and Frydenberg in 1989 [7, 13]. As noted above, LWF-CGs contain components that are connected to each other by directed edges. The separation criterion is the following. Given three disjoint subsets of nodes \( X, Y \) and \( Z \) in an LWF-CG \( G \), \( X \perp_G Y \mid Z \) iff there exists no route between \( X \) and \( Y \) such that:

1. every node in a non-collider section on the route is not in \( Z \) and
2. some node in every collider section on the route is in \( Z \).

A section of a route is a maximal non-empty set of nodes \( B_1 \ldots B_n \) such that the route contains the subpath \( B_1 \rightarrow B_2 \rightarrow \ldots \rightarrow B_n \). It is called a collider section if \( B_1 \ldots B_n \) together with the two neighbouring nodes in the route, \( A \) and \( C \), form the subpath \( A \rightarrow B_1 \rightarrow B_2 \rightarrow \ldots \rightarrow B_n \leftarrow C \) in the route. For any other configuration the section is a non-collider section.

A simple example of a CG is shown in Figure 2.1a. Here the CG has four chain components: \( A, B, \{ C, D, E \} \) and \( F \). If the graph is interpreted as a LWF-CG, the separations and non-separations shown in Figure 2.1b hold. Note that these are not all the separations that hold in \( G \).

When reasoning in terms of linear equations, the parents of a component can be interpreted as the causes of the nodes in that component, and directed edges have the same meaning as in a BN. On the other hand, nodes within each component are connected by undirected edges and the influences between the nodes are described by potentials, as in MNs. So the linear equation of a node \( X_j \) in a LWF-CG is \( X_j = \beta_j \, pa_G(K_i) + \epsilon \) where \( K_i \) is the component to which \( X_j \) belongs. This means that the \( l \)-th element of \( \beta_j \) can be interpreted as the sum of path weights over all the paths in \( G \) between parent \( l \) of \( K_i \) and \( X_j \) through the nodes in \( K_i \). The noise \( \epsilon \) is then controlled by the corresponding value in the associated inverse covariance matrix of that component. Furthermore, the corresponding entry in the inverse covariance matrix for two nodes \( X_j \) and \( X_m \) can be non-zero iff...
there exists an undirected edge $X_j - X_m$ in $G$ (see the Appendix for details). For example, we can see from Figure 2.1a that the influence from node $B$ onto node $D$ is direct since there only exists one open path. However, the influence from node $A$ onto node $E$ is determined by the path $A \rightarrow C \rightarrow E$ as well as $A \rightarrow D \rightarrow C \rightarrow E$ (see the Appendix for details).

This characterisation of the influence of a parent of $K_i$ means that parents influence all the nodes in $K_i$, as influence propagates to all of $K_i$ through its undirected edges. We can see, for example, that in the second example above the influence from $A$ onto $E$ is the same as $A$ onto $C$ except for the last path between $C$ and $E$. This makes LWF-CGs similar to module networks, another PGM class that has shown promising results for gene networks [23]. In module networks every node in a module, which is similar to a component, has the same parents and parameters. In a LWF-CG, they have the same parents when the LWF-CG is seen as a system of linear equations.

A simple example from the gene modelling domain where LWF-CGs are appropriate can be a system containing two genes and two diseases caused by these such that $Gene1$ is the only cause of $Disease1$ and $Gene2$ is the only cause of $Disease2$. Moreover let us assume that data has shown that $Disease1$ and $Disease2$ are correlated and that $Gene1$ and $Gene2$ are correlated when the state of $Disease1$ and $Disease2$ are known. The LWF-CG representing the information above is seen in Figure 2.2a while the corresponding inclusion optimal BNs and MN are shown in Figure 2.2b and 2.2c, respectively. As seen the information described and the independences in the system are much easier to read from the LWF-CG than from the BNs or MN.

Other settings in which LWF-CGs are appropriate, such as a system with feedback in its equilibrium state, are described by Lauritzen and Richardson [12]. Another example in the literature is given by Ferrándiz et al. [6]. They show that LWF-CGs are useful when the variables of a system only can be measured in an aggregated state. It can also be noted that if a LWF-CG only contains directed edges it can be read as a BN while if it only contains undirected edges it can be read as a MN.

2.2 The AMP interpretation

The AMP-CG interpretation was introduced by Andersson, Madigan and Perlman [1] as an alternative to the LWF interpretation because it preserves
the recursive characteristics of BNs. Similarly to LWF-CGs, AMP-CGs also contain components connected to each other by directed edges, whereas each component internally only contains undirected edges. As a result, an AMP-CG containing only directed edges can be read as a BN and an AMP-CG containing only undirected edges can be read as a MN.

However, the separation criterion is different compared to LWF-CGs. Given three disjoint subsets of nodes $X$, $Y$ and $Z$ in an AMP-CG $G X \perp_{G} Y \mid Z$ if there exists no path between $X$ and $Y$ such that:

1. every non-collider on the path is not in $Z$ and
2. every collider on the path is in $Z$ or $san_{G}(Z)$.

A node $B$ is said to be a collider in an AMP-CG $G$ between two nodes $A$ and $C$ on a path if one of the following configurations exists in $G$: $A \to B \leftarrow C$, $A \to B - C$ or $A - B \leftarrow C$. For any other configuration the node $B$ is a non-collider. In the case of the CG shown in Figure 2.1a, we can see that the separations and non-separations in Figure 2.1c hold if we interpret it as an AMP-CG. Note that these are not all the separations and non-separations that hold in $G$.

The modelling of the noise also differs from LWF-CGs. It can be shown that the associated linear equation of a node $X_j$ in an AMP-CG $G$ is $X_j = \beta_j \text{pa}_{G}(X_j) + \epsilon_j$. The node depends only on its parents of node and not on the parents of the whole component, as is the case in LWF-CGs. The noise $\epsilon_j$ is then controlled by the corresponding value in the associated inverse covariance matrix of that component. Furthermore, the corresponding entry in the inverse covariance matrix for two nodes $X_j$ and $X_k$ can be non-zero iff there exists an undirected edge $X_j - X_k$ in $G$ (see the Appendix for details). Intuitively, a small set of nodes works as an interface between other nodes in the component and its parents. For example, we can see that $C$ and $D$ in Figure 2.1a block the influence from the parents $A$ and $B$ onto $E$.

As an example from the gene modelling domain we can once again take the one described for LWF-CGs. As before the inclusion optimal AMP-CG is shown in Figure 2.2a and the inclusion optimal BNs and MNs are shown in Figure 2.2b and 2.2c. Again, the CG gives a much clearer view of the independencies in the system compared to the BNs or MN. While the LWF-CG and AMP-CG have the same structure, they represent different independence models. Which interpretation and CG that is best to use then depends on further information about the system and what model that makes most sense for the experts in the field.

### 2.3 The MVR interpretation

MVR-CGs were originally introduced by Cox and Wermuth [3, 4], and are equivalent to the acyclic directed mixed graphs without semi-directed cycles presented by Richardson [22]. Cox and Wermuth represented these graphs
using directed edges and dashed edges, but we follow Richardson [22] as we feel that the notation is closer to that of BNs when it comes to the separation criterion.

The most important difference between the MVR-CGs compared to AMP-CGs and LWF-CGs is that MVR-CG components contains bidirected instead of undirected edges. As a result, MVR-CGs have the following separation criterion: Given three disjoint subsets of nodes $X$, $Y$ and $Z$ in a MVR-CG $G X \perp\!\!\!\!\!\!\!\!\perp G Y \mid Z$ iff there exists no path between $X$ and $Y$ such that:

1. every non-collider on the path is not in $Z$ and
2. every collider on the path is in $Z$ or $\text{san}_G(Z)$.

A node $B$ is said to be a collider in a MVR-CG $G$ between two nodes $A$ and $C$ on a path if one of the following configurations exists in the path: $A \rightarrow B \leftarrow C$, $A \rightarrow B \leftrightarrow C$, $A \leftrightarrow B \leftarrow C$ or $A \leftrightarrow B \leftarrow C$. For any other configuration the node $B$ is a non-collider. An example of MVR-CG is shown in Figure 2.3a, with some of the corresponding separations and non-separations in Figure 2.3b. Note that a MVR-CG containing only directed edges can be read as a BN while a MVR-CG containing only bidirected edges can be read as a covariance graph [4].

The associated system of linear equations is similar to that of the AMP-CGs: each node depends only on its parents and not on the parents of the whole component. The associated linear equation for a node $X_j$ can therefore be written as $X_j = \beta_j P a(X_j) + \epsilon_j$, where $\epsilon_j$ is dependent on the other nodes in the same component. Unlike AMP-CGs, MVR-CGs contain non-zero values in the corresponding covariance matrix for nodes that are spouses (see the Appendix for details). The intuitive meaning behind the MVR-CGs is therefore very close to that of AMP-CGs, differing only in the noise modelling.

A typical model that gives rise to a MVR-CG arises in the presence of hidden variables (i.e. unobserved variables that are parents of one or more observed variables) in the data. Consider once more the gene-disease example described for LWF-CGs and AMP-CGs. Let us assume that we have the same information as before, i.e. that \textit{Gene1} (resp. \textit{Gene2}) is the only
known cause of Disease1 (resp. Disease2), that the data has shown that Disease1 and Disease2 are correlated and Gene1 and Gene2 are correlated when Disease1 and Disease2 are known. However, let us assume that this time we suspect the presence of an unknown factor inducing the correlation between Disease1 and Disease2, such as being exposed to a stressful environment. Having such a hidden variable results in the independence model described in the information above. We can now choose whether we would like to model this hidden variable or not in our model, but due to difficulties of measurement let us assume we do not. The MVR-CG representing the information above is then shown in Figure 2.4a while the inclusion optimal BNs and MN are shown in Figure 2.4b and 2.4c, respectively. For this simple example, the AMP-CG and the MVR-CG represent the same independence model. To appreciate the difference between AMP-CGs and MVR-CGs, we could add another set of nodes (Gene3 and Disease3) to the example such that Gene3 is the only cause of Disease3 and Disease2 and Disease3 are correlated.

Figure 2.4: A gene and disease example with MVR-CG representation, BN representation and MN representation.

2.4 Expressibility and gene networks

CGs are interesting because they can correctly represent a much larger set of independence models, and thereby probability distributions, than BNs or MNs. BNs and MNs are the two PGM classes most commonly used today when modelling bioinformatics systems. This means that for a probability distribution p there may be no BN $G_{BN}$ such that $I(p) = I(G_{BN})$ but there may be a CG $G_{CG}$ such that $I(p) = I(G_{CG})$, as we have seen in the previous subsections. It should be noted that a BN can represent every probability distribution, but to do so the independence model of the graph might have to contain fewer independencies than the actual probability distribution as seen above. These spurious dependencies can then later be “removed” by the correct parametrization, but this is still problematic for several reasons. Firstly, the advantage of using PGMs, such as the speed of inference, is larger the sparser a graph is. By having more edges than necessary this advantage is lost. Secondly, some of these edges might not make sense from a biological point of view. This is problematic for practitioners trying to understand the system through its graph, since the edges obscure the true (in)dependencies between the variables.
So how much more expressive are CGs compared to BNs? If the advantage is small, the additional complexity might not translate into significantly better models. So far only LWF-CGs have been investigated in this respect; Peña [18] showed that only 13% of all CGs with 10 nodes could be represented perfectly by BNs. At 13 nodes, this fraction was down to 4.1%. So for a large domain with hundreds of nodes, the number of independence models representable by BNs is incredibly small compared to the number of independence models representable by CGs. Therefore, CGs are much more likely to provide a realistic graph structure instead of obscuring the true relations in the system.

3 CG learning

As is the case for BNs, the graph structure of a CG can be learnt either from expert knowledge on the system or from data. The process of creating a CG from expert knowledge is very similar to that of a BN but where a second kind of edges can be used to model variable correlations as described in the previous section. In this section, we will therefore only discuss how a CG is learnt from data and we will assume that this data is in the form of a probability distribution $p$. Only a few learning algorithms exist for CGs today: most of them are constraint based and assume that $p$ is faithful to some CG.

3.1 Learning CGs under the faithfulness assumption

First let us assume that the probability distribution is faithful to some CG; this assumption will be relaxed in the next subsection. We say that a probability distribution $p$ is faithful to some CG $G$ iff $G$ have the same separations and non-separations as independences and dependences in $p$, i.e. that $G$ can perfectly represent the independence model of $p$. This means that a probability distribution $p$ that is faithful to some LWF-CG $G$ not necessarily is faithful to some AMP-CG $H$, and hence that faithfulness is dependent on the PGM class we have in mind [25].

It is important to stress that this is a strong assumption. However, faithfulness allows for very fast and efficient algorithms since the reasoning in the algorithms can be made in the space of all CG models, instead of in the much larger space of all independence models. Today there exist structure learning algorithms for all three interpretations under the faithfulness assumption. Three of these are based on the PC-algorithm [15, 26] used for BNs and contain three phases. In the first phase they learn the adjacencies of the CG; in the second, some of the edges are oriented according to simple rules; and in the third, the remaining edges are oriented to avoid semi-directed cycles. This allows for an efficient way of learning the structure where no step has to be backtracked. For a comprehensive treatment of these algorithms, we refer the reader to Studený’s work [27] for LWF-CGs.
Peña’s work for AMP-CGs [20] and Sonntag and Peña’s work [24] for MVR-CGs. Finally there also exists a second, decomposition-based algorithm for learning LWF-CGs developed by Ma et al. that has been shown to be of lower complexity than the PC-variant algorithm [14].

3.2 Weakening the faithfulness assumption

It has been argued that it is unlikely that a randomly generated probability distribution that factorizes according to a BN is unfaithful to the BN [16]. While this is true if every parameter in a BN is generated randomly, the argument may not hold if the parameters have been hand picked (e.g. by a designer or by nature through evolution). Needless to say these are mostly the systems we are interested in modelling.

If one would apply the learning algorithms described in the previous subsection on a probability distribution that is not faithful to a CG of the appropriate interpretation it can no longer be guaranteed that the learnt CG can factorize the probability distribution properly. This means that the learnt CG might represent independences that does not exist in the underlying system which the probability distribution represents. Hence there might exist relations between variables in the underlying system that are not represented in the CG model. Moreover this means that no matter how the CG is parametrized it can never represent the original probability distribution perfectly. This is of course a problem since we would like to learn an inclusion optimal CG, i.e. a CG that can factorize the probability distribution, but contains as many separations as possible [21].

Unfortunately, learning a CG without assuming faithfulness is very complex and computationally demanding. The only algorithm for this task in the current literature is the CKES algorithm for LWF-CGs presented by Peña et al. [21], which is based on a similar algorithm for BNs called KES [17]. The algorithm works by iteratively adding resp. removing separations between variables in the CG that are independent resp. dependent in the probability distribution given their boundary in the CG of that iteration. This is performed by adding resp. removing the appropriate edges in the CG. Moreover, to ensure that an inclusion optimal CG is reached at the end of the algorithm all CGs in the Markov equivalence class of the CG in the last iteration has to be searched for improvements. Like all efficient learning algorithms certain assumptions do however have to be made about the probability distribution. These are that the independence model induced by it fulfills the graphoid properties as well as the composition property [21]. The graphoid properties are satisfied for all strictly positive probability distributions, while the composition property is satisfied for every Gaussian probability distribution.
3.3 Factorisation and parameter learning

Very little research has been done on CG parameter learning, and only for LWF-CGs. The factorisation of a probability distribution \( p \) with variables \( X_1, \ldots, X_n \) according to a LWF-CG \( G \) with components \( K_1, \ldots, K_m \) is

\[
p(X_1, \ldots, X_n) = \prod_{i=1}^{m} p(K_i | \text{pa}_G(K_i)). \tag{3.1}
\]

Each component \( K_i \) can then be factorized clique-wisely as follows

\[
p(K_i | \text{pa}_G(K_i)) = \frac{1}{Z_i} \prod_{M \in M_C} \phi_M,
\]

where \( M_C \) are the complete subsets in the closure graph of \( K_i \), i.e. the induced subgraph \( G_{K_i | \text{pa}_G(K_i)} \) where each arc is replaced by an undirected edge and each pair of vertices in \( \text{pa}_G(K_i) \) are also connected by an undirected edge. Each \( \phi_M \) is then the potential over the variables in \( M \) and \( Z_i \) is a normalization constant. In other words, the probability distribution of the closure graph of each component can be seen as a MN. To parametrize these products and potentials we can then simply parametrize the system of linear equations since there exist a one to one relation between it and the probability distribution.

A qualitative approach to CGs has also been introduced by Lappenschaar et al. [10]. In a qualitative CG it is only calculated whether two variables adjacent in the graph have positive, negative or ambiguous influence on each other, and not the actual parameter value. In the article Lappenschaar et al. describes the advantages of using qualitative CGs compared to qualitative BNs when modelling interaction between diseases. One of the mayor advantages were that the CGs were able to capture equilibrium models.

4 Conclusion

In this chapter we have shown how CGs can be used to model complex system such as gene networks. We have also tried to show some advantages of using CGs compared to using BNs or MNs, which are more commonly used in real-world applications today. CGs are more flexible because they can represent a larger class of independence models compared to BNs or MNs. This means that CGs can express a model that is closer, or at least as close, to the real system as any BN or MN. At the same time, they are still easy to interpret and one can relate their structure to the underlying molecular processes.

We have also shown that there exist structure learning algorithms for the three interpretations of CGs if the probability distribution is faithful to some CG of that interpretation. One more general structure learning algorithm, which only requires the probability distribution to fulfill the graphoid and
5 Appendix: System of linear equations for CGs

In this appendix we derive and present how the separation criteria of the different interpretations translate into systems of linear equations.

5.1 LWF-CGs

Let $G$ be a LWF-CG with connectivity components $K_1, \ldots, K_n$. Let $\mathcal{N}(G)$ denote the set of regular Gaussian distributions that factorize with respect to $G$, which coincide with the set of distributions that satisfy the LWF global Markov property with respect to $G$ [11, Theorems 3.34 and 3.36]. Let $p \in \mathcal{N}(G)$. Assume without loss of generality that $p$ has mean 0. Let $\Omega_{i,K}$ and $\Omega_{i,pa_G(K)}$ denote submatrices of the precision matrix $\Omega_i$ of $p(K_i, pa_G(K_i))$. Then, as shown in [2, Section 2.3.1],

\[ K_i|pa_G(K_i) \sim \mathcal{N} (\beta_{i,pa_G(K_i)}, \Lambda_i) \]  \hspace{1cm} (5.1)

where

\[ \beta_i = -(\Omega_{K_i,K_i})^{-1} \Omega_{K_i,pa_G(K_i)} \]  \hspace{1cm} (5.2)

and

\[ (\Lambda_i)^{-1} = \Omega_{K_i,K_i} \]  \hspace{1cm} (5.3)

Then, as shown in [19, Section 3], $G$ has associated a system of linear equations with normally distributed errors as follows. For every $K_i$,

\[ K_i = \beta_i \cdot pa_G(K_i) + \epsilon_i \]  \hspace{1cm} (5.4)

where

\[ \epsilon_i \sim \mathcal{N}(0, \Lambda_i) \]  \hspace{1cm} (5.5)

and

\[ (\Omega_{K_i,K_i})_{j,k} = 0 \text{ for all } j, k \in K_i \text{ such that } j \leftarrow k \text{ is not in } G \]  \hspace{1cm} (5.6)

and

\[ (\Omega_{K_i,pa_G(K_i)})_{j,k} = 0 \text{ for all } j \in K_i \text{ and } k \in pa_G(K_i) \]  \hspace{1cm} (5.7)

such that

\[ j \leftarrow k \text{ is not in } G. \]  \hspace{1cm} (5.8)
It is worth mentioning that the mapping above between the probability distributions in $\mathcal{N}(G)$ and the systems of linear equations is bijective [19, Lemma 1]. Moreover, an alternative (but equivalent) parameterization of the probability distributions in $\mathcal{N}(G)$ is presented in [28].

Then, $G$ has associated a system of linear equations with correlated errors as follows. For every $X_j \in K_i$,

$$X_j = \beta_j p_{AG}(K_i) + \epsilon_j$$

(5.9)

where $\beta_j$ is the $j$-th row of $\beta^i$ (5.10)

and

$$\text{Cov}(\epsilon_j, \epsilon_k) = (\Lambda^i)_{j,k}.$$ (5.11)

Note that $X_j$ is a linear combination of $p_{AG}(K_i)$ and not of $p_{AG}(X_j)$. Note also that, as shown in [29, Proposition 5.7.3],

$$((\Omega_{K_i,K_i})^{-1} = \Sigma_{K_i, p_{AG}(K_i)}$$ (5.12)

where $\Sigma_{K_i, p_{AG}(K_i)}$ represents the partial covariance matrix of $K_i$ given $p_{AG}(K_i)$.

Then, as shown in [8, Theorem 1], the element $(A,B)$ of $(\Omega_{K_i,K_i})^{-1}$ can be written as a sum of path weights over all the paths in $G$ between $A$ and $B$ through nodes in $K_i$. Specifically,

$$((\Omega_{K_i,K_i})^{-1})_{A,B} = (\Sigma_{K_i, p_{AG}(K_i)})_{A,B}$$

(5.13)

where $\rho_{A,B}$ denotes the set of paths in $G$ between $A$ and $B$ through nodes in $K_i$, $|\rho|$ denotes the number of nodes in a path $\rho$, $\rho_l$ denotes the $l$-th node in $\rho$, and $(\Omega_{K_i,K_i})_{\rho_l,\rho_{l-1}}$ is the matrix with the rows and columns corresponding to the nodes in $\rho$ omitted. Moreover, the determinant of a zero-dimensional matrix is taken to be 1. This leads to the following interpretation of $\beta_j$: By Equations 5.2, 5.10 and 5.13, the $k$-th element of $\beta_j$ can be written as sum of path weights over all the paths in $G$ between $X_k$ and $X_j$ through nodes in $K_i$.

5.2 AMP-CGs

Let $G$ be an AMP-CG with connectivity components $K_1, \ldots, K_n$. Let $\mathcal{N}(G)$ denote the set of regular Gaussian distributions that satisfy the AMP global Markov property with respect to $G$. Let $p \in \mathcal{N}(G)$. Assume without loss of generality that $p$ has mean 0. Then, as shown above, $K_i|p_{AG}(K_i) \sim \mathcal{N}(\beta^i p_{AG}(K_i), \Lambda^i)$. Then, as shown in [1, Section 5], $G$ has associated a
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system of linear equations with normally distributed errors as follows. For every \( K_i \),
\[
K_i = \beta^i \, p_{aG}(K_i) + \epsilon^i
\]
where
\[
\epsilon^i \sim \mathcal{N}(0, \Lambda^i)
\]
and
\[
((\Lambda^i)^{-1})_{j,k} = 0 \text{ for all } j, k \in K_i \text{ such that } j - k \text{ is not in } G
\]
and
\[
(\beta^i)_{j,k} = 0 \text{ for all } j \in K_i \text{ and } k \in p_{aG}(K_i) \text{ such that } j \leftrightarrow k \text{ is not in } G.
\]

It is worth mentioning that the mapping above between the probability distributions in \( \mathcal{N}(G) \) and the systems of linear equations is bijective [1, Section 5]. Moreover, the first constraint here coincides with the first constraint in the previous section.

Then, \( G \) has associated a system of linear equations with correlated errors as follows. For every \( X_j \in K_i \),
\[
X_j = \beta^j \, p_{aG}(X_j) + \epsilon^j
\]
where
\[
\beta^j \text{ contains the nonzero elements of } (\beta^i)_{j},
\]
and
\[
\text{Cov}(\epsilon^j, \epsilon^k) = (\Lambda^i)_{j,k}.
\]

Note that, unlike in the previous section, \( X_j \) is here a linear combination of \( p_{aG}(X_j) \) and not of \( p_{aG}(K_i) \).

5.3 MVR-CGs

Let \( G \) be a MVR-CG with connectivity components \( K_1, \ldots, K_n \). Then, \( G \) has associated a system of linear equations with normally distributed errors as shown in the previous section except for two differences. First, \( \mathcal{N}(G) \) now denotes the set of regular Gaussian distributions that satisfy the MVR global Markov property with respect to \( G \). Second, we now replace Equation 5.16 with
\[
(\Lambda^i)_{j,k} = 0 \text{ for all } j, k \in K_i \text{ such that } j \leftrightarrow k \text{ is not in } G.
\]
See also [9].
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Abstract This paper deals with different chain graph interpretations and the relations between them in terms of representable independence models. Specifically, we study the Lauritzen-Wermuth-Frydenberg, Andersson-Madigan-Perlman and multivariate regression interpretations and present the necessary and sufficient conditions for when a chain graph of one interpretation can be perfectly translated into a chain graph of another interpretation. Moreover, we also present a feasible split for the Andersson-Madigan-Perlman interpretation with similar features as the feasible splits presented for the other two interpretations.
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1 Introduction

Today there exist mainly three interpretations of chain graphs (CGs). These are the Lauritzen-Wermuth-Frydenberg (LWF) interpretation presented by Lauritzen, Wermuth and Frydenberg in the late eighties [6, 7], the Andersson-Madigan-Perlman (AMP) interpretation presented by Anderson, Madigan and Perlman in 2001 [2] and the multivariate regression (MVR) interpretation presented by Cox and Wermuth in the nineties [3, 4]. A fourth interpretation of CGs can also be found in a study by Drton [5] but this interpretation has not been further studied and will not be discussed in this paper.

Each interpretation has a different separation criterion and do therefore represent different independence models. So far most papers have studied the different interpretations independently with a few exceptions such as the study of discrete CG models by Drton [5] and the study of CGs representing Gaussian distributions by Wermuth et al. [12]. Therefore it has not really been studied what differences and similarities that exist between the different interpretations in terms of representable independence models. Andersson et al. made a small study of this when they presented their new (AMP) interpretation and managed to show when the independence model of a CG of the AMP interpretation could be represented perfectly by a CG of the LWF interpretation. They did however not show when the opposite held and did no comparison with CGs of the MVR interpretation. Wer-
muth and Sadeghi did on the other hand present conditions for when a CG of the MVR interpretation could be translated into a CG of the LWF or AMP interpretation when they introduced regression graphs [11]. The conditions were however only necessary and sufficient if the two CGs contained the same connectivity components and not the more general case where the CGs could take any form.

In this paper we hope to fill this gap and hence the main contribution of this paper is a table where we show the necessary and sufficient conditions for when a CG of one interpretation can be perfectly translated into a CG of another interpretation. First we do however define a feasible split for the AMP interpretation, with similar features as the feasible splits shown for the LWF [10] and MVR [9] interpretation, that are used in these conditions. Hence this is our second contribution. Finally we also show that there for all three CG interpretations exists a minimal set of non-directed edges for each Markov equivalence class and that the CG containing these, and only these, non-directed edges can be reached through repeated feasible splits from any member of the class.

The remainder of the article is organized as follows. In the next section we present the notation we will use throughout the article. This is followed by the definitions of the feasible splits for each interpretation as well as the proof that the feasible split for CGs of the AMP interpretation is sound. In section 4 we start by presenting the conditions of when a CG of one interpretation can be perfectly represented by a CG of another interpretation. This is then followed by the proofs that these conditions are sound.

2 Notation

All graphs are defined over a finite set of variables $V$. If a graph $G$ contains an edge between two nodes $V_1$ and $V_2$, we denote with $V_1 \rightarrow V_2$ a directed edge, with $V_1 \leftrightarrow V_2$ a bidirected edge and with $V_1 \leftarrow V_2$ an undirected edge. By $V_1 \rightarrow V_2$ we mean that either $V_1 \rightarrow V_2$ or $V_1 \leftrightarrow V_2$ is in $G$. By $V_1 \leftarrow V_2$ we mean that either $V_1 \rightarrow V_2$ or $V_1 \leftarrow V_2$ is in $G$. By $V_1 \leftrightarrow V_2$ we mean that there exists an edge between $V_1$ and $V_2$ in $G$ while we with $V_1 \leftarrow V_2$ mean that there might or might not exist an edge between $V_1$ and $V_2$. By a non-directed edge we mean either a bidirected edge or an undirected edge. A set of nodes is said to be complete if there exist edges between all pairs of nodes in the set.

The parents of a set of nodes $X$ of $G$ is the set $pa_G(X) = \{V_i | V_i \rightarrow V_j \text{ is in } G, V_i \not\in X \text{ and } V_j \in X\}$. The children of $X$ is the set $ch_G(X) = \{V_i | V_2 \rightarrow V_1 \text{ is in } G, V_i \not\in X \text{ and } V_2 \in X\}$. The spouses of $X$ is the set $sp_G(X) = \{V_i | V_1 \leftrightarrow V_2 \text{ is in } G, V_1 \not\in X \text{ and } V_2 \in X\}$. The neighbours of $X$ is the set $nb_G(X) = \{V_i | V_1 \leftarrow V_2 \text{ is in } G, V_i \not\in X \text{ and } V_2 \in X\}$. The boundary of $X$ is the set $bd_G(X) = pa_G(X) \cup nb_G(X) \cup sp_G(X)$. The adjacents of $X$ is the set $ad_G(X) = \{V_i | V_1 \rightarrow V_2, V_1 \leftrightarrow V_2, V_1 \leftarrow V_2 \text{ or } V_1 \rightarrow V_2 \text{ is in } G, V_i \not\in X \text{ and } V_2 \in X\}$. A route from a node $V_1$ to a node $V_n$ in $G$ is a sequence of nodes
V_1, \ldots, V_n such that V_i \in \text{ad}_G(V_{i+1}) for all 1 \leq i < n. A path is a route containing only distinct nodes. The length of a path is the number of edges in the path. A path is called a cycle if V_n = V_1. A path is descending if V_i \in \text{pa}_G(V_{i+1}) \cup \text{sp}_G(V_{i+1}) \cup \text{nb}_G(V_{i+1}) for all 1 \leq i < n. A path \pi = V_1, \ldots, V_n is minimal if there exists no other path \pi_2 between V_1 and V_n such that \pi_2 \subset \pi holds.

The descendants of a set of nodes X of G is the set \text{dec}_G(X) = \{V_i\mid there is a descending path from V_1 to V_n in G, V_1 \in X and V_n \notin X\}. A path is strictly descending if V_i \in \text{pa}_G(V_{i+1}) for all 1 \leq i < n. The strict descendants of a set of nodes X of G is the set \text{sdec}_G(X) = \{V_i\mid there is a strict descending path from V_1 to V_n in G, V_1 \in X and V_n \notin X\}. The ancestors (resp. strict ancestors) of X is the set \text{anc}_G(X) = \{V_i\mid V_i \in \text{dec}_G(V_1), V_1 \notin X, V_n \in X\} (resp. \text{sanc}_G(X) = \{V_i\mid V_i \in \text{sdec}_G(V_1), V_1 \notin X, V_n \in X\}). A cycle is called a semi-directed cycle if it is descending and V_i \rightarrow V_{i+1} is in G for some 1 \leq i < n. A CG under the Lauritzen-Wermuth-Frydenberg (LWF) interpretation, denoted LWF CG, contains only directed and undirected edges but no semi-directed cycles. Likewise a CG under the Andersson-Madigan-Perlman (AMP) interpretation, denoted AMP CG, is a graph containing only directed and undirected edges but no semi-directed cycles. A CG under the multivariate regression (MVR) interpretation, denoted MVR CG, is a graph containing only directed and bidirected edges but no semi-directed cycles. A connectivity component C of a LWF CG or an AMP CG (resp. MVR CG) is a maximal (wrt set inclusion) set of nodes such that there exists a path between every pair of nodes in C containing only undirected edges (resp. bidirected edges). We denote the set of all connectivity components in a CG G by \text{cc}(G) and the component to which a set of nodes X belong in G by \text{co}(X). A subgraph of G is a subset of nodes and edges in G. A subgraph of G induced by a set of its nodes X is the graph over X that has all and only the edges in G whose both ends are in X. A bidirected flag is an induced subgraph of the form X \leftrightarrow Y \leftrightarrow Z in a MVR CG. With the moral closure graph of a component C in a LWF CG G, denoted (G_{\text{cl}}(C))^m, we mean the subgraph of G induced by C \cup \text{pa}_G(C) where every edge have been made undirected and every pair of nodes in \text{pa}_G(C) have been made adjacent with undirected edges.

Let X, Y and Z denote three disjoint subsets of V. We say that X separated from Y given Z denoted as X \perp_{G} Y \mid Z if the following criteria is met: If G is a LWF CG then X and Y are separated given Z iff there exists no route between X and Y such that every node in a non-collider section on the route is not in Z and some node in every collider section on the route is in Z. A section of a route is a maximal (wrt set inclusion) non-empty set of nodes B_1 \ldots B_n such that the route contains the subpath B_1 \rightarrow B_2 \rightarrow \ldots \rightarrow B_n. It is called a collider section if B_1 \ldots B_n together with the two neighbouring nodes in the route, A and C, form the subpath A \rightarrow B_1 \rightarrow B_2 \rightarrow \ldots \rightarrow B_n \leftarrow C. For any other configuration the section is a non-collider section. If G is an AMP CG then X and Y is separated given Z iff there exists no S-open path between X and Y. A path is said to be S-open iff every non-head-no-tail
node on the path is not in \( Z \) and every head-no-tail node on the path is in \( Z \) or \( \text{san}_G(Z) \). A node \( B \) is said to be a head-no-tail in an AMP CG \( G \) between two nodes \( A \) and \( C \) on a path if one of the following configurations exists in \( G \): \( A \rightarrow B \leftarrow C \), \( A \rightarrow B \leftarrow \leftarrow C \) or \( A \leftarrow \leftarrow B \leftarrow C \). Moreover \( G \) is also said to contain a triplex \( (\{A,C\},B) \) if one such configuration exists in \( G \) and \( A \) and \( C \) are not adjacent in \( G \). For any other configuration the node \( B \) is a non-collider. If \( G \) is a MVR CG then \( X \) and \( Y \) are separated given \( Z \) iff there exists no d-connecting path between \( X \) and \( Y \). A path is said to be d-connecting iff every non-collider on the path is not in \( Z \) and every collider on the path is in \( Z \) or \( \text{san}_G(Z) \). A node \( B \) is said to be a collider in a MVR CG \( G \) between two nodes \( A \) and \( C \) on a path if one of the following configurations exists in \( G \): \( A \rightarrow B \leftarrow C \), \( A \rightarrow B \leftarrow \leftarrow C \), \( A \leftarrow \leftarrow B \leftarrow C \) or \( A \leftarrow \leftarrow B \leftarrow \leftarrow C \). For any other configuration the node \( B \) is a non-collider.

The independence model \( M \) induced by a graph \( G \), denoted as \( I(G) \) or \( I_{\text{PGM-class}}(G) \), is the set of separation statements \( X \perp_{G} Y \mid Z \) that hold in \( G \) according to the interpretation to which \( G \) belongs or the subscripted PGM-class. We say that two graphs \( G \) and \( H \) are Markov equivalent (under the same interpretation) or that they are in the same Markov equivalence class iff \( I(G) = I(H) \).

## 3 Feasible splits

For the LWF and MVR interpretation, operations for altering a CG structure without changing its Markov equivalence class have been presented [9, 10]. One such operation is called feasible split and is in this article used to prove certain theorems. Hence we repeat the definitions here. Moreover, we also present the corresponding operation, called feasible split for AMP CGs, for the AMP CG interpretation and prove that it is sound. Note that this is not the inverse operation to a legal merging presented in the deflagging procedure for AMP CGs by Roverto and Studený [8]. Their operation was applied to so called strong equivalence classes, not the more general Markov equivalence classes used here.

### Definition 1. Feasible split for LWF CGs [10]

A connectivity component \( C \) of CG \( G \) under the LWF interpretation can be feasibly split into two disjoint sets \( U \) and \( L \) s.t. \( U \cup L = C \) by replacing every undirected edge between \( U \) and \( L \) with a directed edge orientated towards \( L \) iff:

1. \( \forall A \in \text{ne}_G(L) \cap U, \text{pa}_G(L) \subseteq \text{pa}_G(A) \)
2. \( \text{ne}_G(L) \cap U \) is complete
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56
Definition 2. Feasible split for AMP CGs
A connectivity component $C$ of CG $G$ under the AMP interpretation can be feasibly split into two disjoint sets $U$ and $L$ s.t. $U \cup L = C$ by replacing every undirected edge between $U$ and $L$ with a directed edge orientated towards $L$ iff:
1. $\forall A \in ne_G(L) \cap U, L \subseteq ne_G(A)$
2. $ne_G(L) \cap U$ is complete
3. $\forall B \in L, pa_G(ne_G(L) \cap U) \subseteq pa_G(B)$

Definition 3. Feasible split for MVR CGs [9]
A connectivity component $C$ of CG $G$ under the MVR interpretation can be feasibly split into two disjoint sets $U$ and $L$ s.t. $U \cup L = C$ by replacing every bidirected edge between $U$ and $L$ with a directed edge orientated towards $L$ iff:
1. $\forall A \in sp_G(U) \cap L, U \subseteq sp_G(A)$ holds
2. $\forall A \in sp_G(U) \cap L, pa_G(U) \subseteq pa_G(A)$ holds
3. $\forall B \in sp_G(L) \cap U, sp_G(B) \cap L$ is a complete set

Definition 4. Maximally orientated CG
A CG $G$ (under any interpretation) is maximally orientated iff no feasible splits can be performed on $G$.

Lemma 1. A CG $G$ of the AMP interpretation is in the same Markov equivalence class before and after a feasible split.

Proof. Assume the contrary. Let $G$ be a CG under the AMP interpretations and $G'$ a graph s.t. $G'$ is $G$ with a feasible split performed upon it. $G$ and $G'$ are in different Markov equivalence classes or $G'$ is not a CG under the AMP interpretation iff (1) $G$ and $G'$ do not have the same adjacencies, (2) $G$ and $G'$ do not have the same triplexes or (3) $G'$ contains semi-directed cycles.

First it is clear that $G$ and $G'$ contains the same adjacencies since a feasible split does not change the adjacencies of any node in $G$. Secondly let us assume $G$ and $G'$ do not have the same triplexes. First let us assume that $G'$ contains a triplex $\{\{X, Y\}, Z\}$ that does not exist in $G$. It is clear that such a triplex can only occur if $Z \in L$ since the only difference between $G$ and $G'$ is that $G'$ contains some directed edges orientated towards $L$ where $G$ contains undirected edges. It is clear that if the triplex is a flag then the one of the node $X$ or $Y$, let’s say $X$, must be in $U$ and the other one, let’s say $Y$, must be in $L$. However, according to condition 1 $Y$ must be adjacent to $X$ which causes a contradiction. If the triplex is not a flag both $X$ and $Y$ must be in $U$. They also have to be in $ne_G(L)$, which, together with condition 2, contradicts that they are not adjacent. Hence we have a contradiction for that $G'$ contains a triplex that does not exist in $G$. 
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Secondly assume $G$ contains a triplex $\{(X,Y),Z\}$ that does not exist in $G'$. It is clear that this new triplex cannot be over a node in $L$ since these nodes only have edges orientated towards them. Instead assume $Z \in U$. This gives that one of the nodes $X$ or $Y$, let’s say $X$, must be a parent of $Z$ and the other, let’s say $Y$, must be in $L$. This does however contradict condition 3, since every parent of $Z$ also must be a parent of $Y$, and hence $X$ and $Y$ must be adjacent. This gives us a contradiction.

Finally assume $G'$ contain a semi-directed cycle. This means there exists two nodes $X$ and $Y$ st $X \in \text{pa}_{G'}(Y)$ but $X \notin \text{de}_{G'}(Y) \cup \text{co}_{G'}(Y)$. It is clear that $\forall A \in V \, \text{de}_{G'}(A) \subseteq \text{de}_{G}(A)$ and $\text{co}_{G'}(A) \subseteq \text{co}_{G}(A)$ hold. Hence we must have that $X \in \text{de}_{G}(Y) \cup \text{co}_{G}(Y)$ also hold which, together with $\forall B \in V \setminus L \, \text{pa}_{G'}(B) = \text{pa}_{G}(B)$, means that $Y$ is in $L$ and since $\forall D \in L \, \text{pa}_{G'}(D) = \text{pa}_{G}(D) \cup U$ holds $X$ must be in $U$. However, at the same time $\text{co}_{G'}(Y) = \text{co}_{G}Y \setminus U$ and $\text{de}_{G'}(Y) \subseteq \text{de}_{G}Y$ must hold and hence we have a contradiction.

A maximally orientated CG can be obtained from any member of its Markov equivalence class by performing feasible splits until no more feasible splits can be performed.

**Theorem 1.** A CG (under any interpretation) has the minimal set of non-directed edges for its Markov equivalence class if no feasible split is possible.

The following theorem shows that there may exist several maximally orientated CGs in a given Markov equivalence class but all of them share the same non-directed edges.

**Theorem 2.** For any Markov equivalence class of CGs (under any interpretation), there exists a unique minimal (wrt inclusion) set of non-directed edges that is shared by all members of the class.

The proofs of the Theorem 1 and 2 for the MVR interpretation can be found in the article by Sonntag and Peña [9]. These proofs can easily be adapted for the LWF and AMP interpretations.

## 4 Translations between interpretations

In this section the main result of this paper is presented, namely what the conditions are for a CG of one interpretation to be possible to translate into a CG of another interpretation. With translate we mean that the induced independence model of a CG of one interpretation can be represented perfectly by a CG of another interpretation. A summary of these results is presented in Table 1.

From the table two things can be noted. First that the conditions given in the table may include a maximally oriented CG $G'$ in the same equivalence class as $G$. This is done for several reasons. First, such a graph is easy and
LWF - Unidentified (G\_cl(K))^m is chordal for all K \in cc(G).
AMP G contains no \(k\)-biflag where \(k \geq 2\) [2] - G\_\' does not contain any induced subgraph of the form X\rightarrow Y\rightarrow Z
MVR G\_\' contains no bidirected edge G\_\' contains no bidirected flag -

Table 1: Given a CG \(G\) of the interpretation denoted in the row, and a maximally oriented CG \(G\_\') in the Markov equivalence class of \(G\), there exists a CG \(H\) of the interpretation denoted in the column st \(G\) and \(H\) are Markov equivalent iff the condition in the intersecting cell is fulfilled.

computationally simple to find. Secondly, this allows the proofs to be based on the idea that no feasible split is possible for the interpretation in mind. Third and last, the search space of CGs is smaller and more assumptions can be made on the CG. This in turn allows for more efficient algorithms when calculating if the condition holds for some CG. The second note that can be made is that there still does not exist any necessary and sufficient condition for when a perfect translation of a LWF CG \(G\) into an AMP CG \(H\) is possible. Andersson et al. gave a necessary condition but also showed that this condition was not sufficient [2]. We have managed to prove the necessity of more elaborate conditions but still been unable to prove sufficiency for these. Hence this condition is left for future work.

The rest of this section contains the theorems stating the conditions shown in Table 1 together with their proofs.

### 4.1 Translation of MVR CGs to AMP CGs

**Theorem 3.** Given a MVR CG \(G\), and a maximally oriented MVR CG \(G\_\'\) in the Markov equivalence class of \(G\), there exists an AMP CG \(H\) st \(I_{\text{MVR}}(G) = I_{\text{AMP}}(H)\) iff \(G\_\'\) contains no bidirected flag.

**Proof.** Sufficiency follows from from Lemmas 4 and 5 and necessity follows from Lemma 2. \(\square\)

**Lemma 2.** A MVR CG \(G\) and an AMP CG \(H\) with the same structure, except that every bidirected edge in \(G\) is replaced by a undirected edge in \(H\) and where \(G\) contains no bidirected flag, represent the same independence model.

**Proof.** Assume to contrary that there exists two CGs, \(G\) under the MVR interpretation and \(H\) under the AMP interpretation, st \(G\) does not contain any bidirected flag, i.e induced subgraph of the form X\leftrightarrow Y\leftrightarrow Z, \(G\) and \(H\) contain the same directed edges, and for every bidirected edge in \(G\) \(H\) has an undirected edge instead (and only contains those undirected edges) but
\[ I_{MVR}(G) \neq I_{AMP}(H). \] Clearly we must have \( V_G = V_H \) and that \( \text{adj}_G(X) = \text{adj}_H(X), \text{pa}_G(X) = \text{pa}_H(X) \) and \( \text{co}_G(X) = \text{co}_H(X) \) holds for all \( X \in V_G \). Given the definition of strict descendants \( \text{san}_G(X) = \text{san}_H(X) \) must also hold. Moreover note that \( H \) cannot contain any induced subgraph of the form \( X \rightleftharpoons Y \rightleftharpoons Z \). Finally note that both \( G \) and \( H \) contains the same paths between \( X \) and \( Y \).

For \( I(G) \neq I(H) \) to hold there has to exist a path \( \pi \) in \( G \) (resp. \( H \)) that is \( d \)-connecting (resp. \( S \)-open) s.t there exist no path in \( H \) (resp. \( G \)) that is \( S \)-open (resp. \( d \)-connecting). Let \( \pi \) be a minimal \( d \)-connecting (resp. \( S \)-open) path in \( G \) (resp. \( H \)). Note that \( \pi \) cannot contain any contain any subpath of the form \( V_1 \rightleftharpoons V_2 \rightleftharpoons V_3 \) (resp. \( V_1 \rightleftharpoons V_2 \rightleftharpoons V_3 \)) since the edge \( V_1 \rightleftharpoons V_3 \) (resp. \( V_1 \rightleftharpoons V_3 \)) must exist in \( G \) (resp. \( H \)) or \( G \) contains a bidirected flag or semi-directed cycle. This in turn would mean that \( \pi \) is not minimal since the path \( \pi \setminus V_2 \) also must be \( d \)-connecting and shorter than \( \pi \). For \( \pi \) to be both \( d \)-connecting and \( S \)-open for any set of nodes \( Z \) it must contain the same colliders and head-no-tail nodes. A node \( W \in \pi \) is a collider if it is part of the following configurations of edges in \( \pi \): (1) \( W \leftarrow \), (2) \( \leftarrow W \leftarrow \), (3) \( \rightarrow W \leftarrow \) and (4) \( \leftrightarrow W \leftarrow \). Clearly the fourth case cannot occur. Case 1-3 would be translated into (1) \( \rightarrow W \leftarrow \), (2) \( \leftarrow W \leftarrow \), (3) \( \rightarrow W \leftarrow \) in \( H \) which are all (and the only) head-no-tail configurations. Hence \( \pi \) must be \( d \)-connecting in \( G \) iff \( \pi \) is \( S \)-open in \( H \) which contradicts the assumption. \[ \square \]

**Lemma 3.** If a maximally oriented \( CG \) \( G \) of the MVR interpretation contains a bidirected flag \( X \rightleftharpoons Y \rightleftharpoons Z \) then \( G \) also contains an induced subgraph of the form shown in (1) Figure 1a or (2) 1b or (3) \( P \rightleftharpoons Q \rightleftharpoons Y \rightleftharpoons Z \) or (4) \( P \rightleftharpoons Q \rightleftharpoons W \rightleftharpoons Z \) s.t \( \text{bd}_G(Q) \not\subseteq \text{bd}_G(Y) \cup Y \) and \( Y \in \text{sp}_G(Q) \) hold.

**Proof.** Assume the contrary, that no such induced subgraph exists in \( G \) even though \( G \) contains a bidirected flag and \( G \) is maximally orientated. Let \( C \) be the component of which \( X, Y \) and \( Z \) belongs. Let \( A \) be the set of nodes \( A_k \) s.t \( A_k \in \text{sp}_G(Y) \) but \( A_k \notin \text{sp}_G(Z) \). We know that \( X \) fulfills these criteria and hence \(|A| \geq 1\).

First note that if there exists a node \( A_k \in A \) s.t \( \text{bd}_G(A_k) \not\subseteq \text{bd}_G(Y) \cup Y \) then there exists an induced subgraph \( P \rightarrow A_k \rightarrow Y \rightleftharpoons Z \rightarrow P \) in \( G \) for some node \( P \in \text{bd}_G(A_k) \setminus \text{bd}_G(Y) \setminus Y \). Hence we have a contradiction since \( G \) either

\[ \begin{align*}
\delta & \longrightarrow \cdots \longrightarrow \lambda \\
\alpha & \leftarrow \beta \leftarrow \gamma \\
\delta & \longrightarrow \cdots \longrightarrow \lambda
\end{align*} \]

\[ \begin{align*}
\delta & \longrightarrow \cdots \longrightarrow \lambda \\
\alpha & \leftarrow \beta \leftarrow \gamma \\
\delta & \longrightarrow \cdots \longrightarrow \lambda
\end{align*} \]

\[ \begin{align*}
\lambda & \longrightarrow \beta \longrightarrow \alpha \\
\delta & \leftarrow \gamma \leftarrow \beta \\
\lambda & \longrightarrow \beta \longrightarrow \alpha
\end{align*} \]

Figure 1: MVR subgraph forms
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contains an induced subgraph of the form shown in Figure 1b \((P \in \text{bd}_G(Z))\) or of the form \(P \rightarrow Q \rightarrow R \rightarrow Z\) \((P \notin \text{bd}_G(Z))\). Therefore we must have that \(\text{bd}_G(A_k) \subseteq Y \cup \text{bd}_G(Y)\) holds for all \(A_k \in A\), i.e. that \(\text{bd}_G(A) \subseteq Y \cup \text{bd}_G(Y)\) holds.

Secondly note that we can let \(B\) be a subset of \(A\) st \(B\) consists of the nodes in one connected subgraph in the subgraph of \(G\) induced by \(A\) (any connected subgraph will do). Let \(D\) be the set of nodes st \(D = \text{sp}_G(Y) \cap \text{sp}_G(B)\). With these sets we know that the spouses of \(Y\) can be either adjacent of \(Z\) or not, hence \(\text{sp}_G(Y) = D \cup A\) must hold. This in turn gives that \(\text{sp}_G(A) = D \cup Y\) and \(\text{bd}_G(A) \subseteq D \cup Y \cup \text{pa}_G(Y)\) since \(\forall A_k \in A\) \(\text{bd}_G(A_k) \subseteq Y \cup \text{bd}_G(Y)\) holds. Moreover \(\text{sp}_G(B) = D \cup Y\) and \(\text{bd}_G(B) \subseteq D \cup Y \cup \text{pa}_G(Y)\) must also hold. Hence, if \(D\) is empty then \(\text{sp}_G(B) = \{Y\}\) and \(\text{bd}_G(B) \subseteq Y \cup \text{pa}_G(Y)\) must hold. This does however lead to a contradiction because a split then is possible st \(U\) consists of \(B\) and \(L\) consists of \(C \setminus U\). Hence there has to exists at least one node in \(D\).

Thirdly note that \(D \cup Y\) must be complete or the induced subpath \(B_i \leftrightarrow TY_i \leftrightarrow Z \leftrightarrow D Y_j \leftrightarrow B_i \leftrightarrow \ldots B_i \leftrightarrow B_k\), \(l \geq 0\), exists in \(G\) for some nodes \(B_k, B_1, \ldots, B_i \in B\) and \(D Y_j \in D \cup Y\). This means that \(G\) contains an induced subgraph of the form shown in either Figure 1a \((l > 0)\) or 1b \((l = 0)\).

Fourth and finally note that there must exist a node \(P \in \text{bd}_G(B) \cup B\) but \(P \notin \text{bd}_G(D)\) for some \(D \in D \cup Y\) or a split is feasible where \(U\) consists of \(B\) and \(L\) consists of \(C \setminus U\). Note that \(D_j \neq Y\) must hold since \(\text{bd}_G(B) \cup B \subseteq \text{bd}_G(Y) \cup Y\). This means that there must exist 2 nodes \(B_i, D_j\) st \(P \in \text{bd}_G(B_i), P \notin \text{bd}_G(D_j), B_i \in B, D_j \in D\) st the induced subgraph \(P \rightarrow B_i \rightarrow D_j \rightarrow Z \rightarrow P\) exist in \(G\). This is a contradiction either because \(G\) contains an induced subgraph of the form shown in Figure 1b \((P \in \text{bd}_G(Z))\) or \(P \rightarrow B_i \rightarrow D_j \rightarrow Z \rightarrow P\) \((P \notin \text{bd}_G(Z))\) where \(\text{bd}_G(B_i) \subseteq \text{bd}_G(Y) \cup Y\) and \(Y \in \text{sp}_G(c_2)\) holds.

Lemma 4. If a maximally oriented CG \(G\) of the MVR interpretation contains a bidirected flag then \(G\) at least one of the induced subgraphs shown in Figure 1 exists in \(G\).

Proof. Assume the contrary, that no such induced subgraph exists in \(G\) even though \(G\) contains a bidirected flag and \(G\) is maximally orientated. Since \(G\) contains a bidirected flag we do with Lemma 3 get that \(G\) must contain an induced subgraph \(X \leftrightarrow Y \rightarrow Z \rightarrow W\) or a contradiction directly follows. If we now apply Lemma 3 to \(X \leftrightarrow Y \rightarrow Z\) we get that, since for \(G\) to contain any induced subgraph of the form shown in Figure 1a or 1b is a contradiction, there exist a set of nodes (that can be renamed to) \(c_1, c_2, c_3\) st the induced subgraph \(c_1 \leftrightarrow c_2 \leftrightarrow c_3 \rightarrow Z\) exists in \(G\) and \(c_3 = Y\) holds or \(\text{bd}_G(c_2) \subseteq \text{bd}_G(Y) \cup Y\) and \(Y \in \text{sp}_G(c_2)\) hold. If \(c_3 = Y\), \(G\) must contain the subgraph \(c_1 \rightarrow c_2 \leftrightarrow Y \rightarrow Z \rightarrow W\) where \(c_1 \notin \text{adj}_G(Y)\) and \(W \notin \text{adj}_G(Y)\) must hold and \(c_1 = W\) might hold. Clearly this subgraph takes the form of either Figure 1a \((c_3 \neq W)\) or 1b \((c_3 = W)\) which is a contradiction. Hence \(c_3 \neq Y, \text{bd}_G(c_2) \subseteq \text{bd}_G(Y) \cup Y\) and \(Y \in \text{sp}_G(c_2)\) must hold.
Since $W \notin \text{adj}_G(Y)$ holds and $bd_G(c_2) \subseteq bd_G(Y) \cup Y$ it is clear that $c_1, c_3 \in bd_G(Y)$ must hold. Hence $W \neq c_2$ holds since $W \notin \text{adj}_G(Y) \cup Y$. This in turn means that $W \notin bd_G(c_2)$ holds since $bd_G(c_2) \subseteq bd_G(Y) \cup Y$ and $W \notin bd_G(Y) \cup Y$. Finally we can see that $W \in bd_G(c_3)$ holds or the induced subgraph $c_1 \rightarrow c_2 \rightarrow c_3 \rightarrow Z \leftarrow W$ takes the form shown in Figure 1a ($c_1 = W$) or 1b ($c_1 = W$). However, if $W \in bd_G(c_3)$ holds $G$ contains an induced subgraph of the form shown in Figure 1c (where $\delta = W$, $\lambda = c_1$, $\mu = c_3$, $\gamma = c_2$, $\beta = Y$ and $\alpha = Z$) and we have a contradiction. \hfill \Box

Lemma 5. The independence model of a CG $G$ of the MVR interpretation which contains an induced subgraph of one of the forms shown in Figure 1 cannot be perfectly represented as a CG $H$ of the AMP interpretation.

Proof. Assume the contrary, that there exists a CG $H$ under the AMP interpretation that can represent these independence models.

First assume that the independence model of the graph shown in Figure 1a can be represented in a CG $H$ of the AMP interpretation. It is clear that $H$ must have the same skeleton, or clearly some separations or non-separations that hold in $G$ would not hold in $H$. The following independence statements holds in $G$: $\delta \perp_G \beta | \rho_G(\beta), \alpha \perp_G \gamma | \rho_G(\alpha)$ and $\beta \perp_G \lambda | \rho_G(\beta)$. $\delta \perp_G \beta | \rho_G(\beta)$ gives us that a triplex $\{\delta, \beta, \alpha\}$ must exist in $H$, since $\alpha \notin \rho_G(\beta)$ i.e. that (1) $\delta \rightarrow \alpha \beta$, (2) $\delta \leftarrow \alpha \beta$ or (3) $\delta \rightarrow \alpha \leftarrow \beta$ exists in $H$. $\alpha \perp_G \gamma | \rho_G(\alpha)$ does however also state that a triplex $\{\alpha, \gamma, \beta\}$ must exist in $H$, since $\beta \notin \rho_G(\alpha)$. For this to happen the edge between $\alpha$ and $\beta$ cannot be orientated towards $\alpha$ hence the subgraph $\delta \rightarrow \alpha \beta \gamma$ must exist in $H$. The orientation of the edge between $\beta$ and $\gamma$ does however contradict the third independence statement $\beta \perp_G \lambda | \rho_G(\beta)$ which implies that the triplex $\{\beta, \lambda, \gamma\}$ must exist in $H$, since $\gamma \notin \rho_G(\beta)$. Hence we have a contradiction if $G$ contains the induced subgraph shown in Figure 1a.

Secondly assume that the independence model of the graph shown in Figure 1b can be represented in a CG $H$ of the AMP interpretation. It is clear that $H$ must have the same skeleton, or clearly some separations or non-separations that hold in $G$ would not hold in $H$. The following independence statements must then hold in $G$: $\delta \perp_G \beta | \rho_G(\beta)$ and $\alpha \perp_G \gamma | \rho_G(\alpha)$. $\delta \perp_G \beta | \rho_G(\beta)$ gives us that two triplexes must exist in $H$, first $\{\delta, \beta, \alpha\}$ and secondly $\{\delta, \beta, \gamma\}$, since $\alpha, \gamma \notin \rho_G(\beta)$. $\{\delta, \beta, \alpha\}$ gives that one of the following configurations must occur in $H$: (1) $\delta \rightarrow \alpha \beta$, (2) $\delta \leftarrow \alpha \beta$ or (3) $\delta \rightarrow \alpha \leftarrow \beta$. However, the independence statement $\alpha \perp_G \gamma | \rho_G(\alpha)$ implies that the triplex $\{\alpha, \gamma, \beta\}$ must exist in $H$ since $\beta \notin \rho_G(\alpha)$. If the triplex $\{\alpha, \gamma, \beta\}$ should hold in $H$ the edge between $\alpha$ and $\beta$ cannot be orientated towards $\alpha$ hence the subgraph $\delta \rightarrow \alpha \beta \gamma$ must exist in $H$. The orientation of the edge between $\beta$ and $\gamma$ does however contradict the triplex $\{\delta, \beta, \gamma\}$ and hence we have a contradiction for the $G$ shown in Figure 1b.

Third and last assume that the independence model of the graph shown in Figure 1c can be represented in a CG $H$ of the AMP interpretation. From the Figure we can read the following independence statements: $\lambda \perp_G \mu | \rho_G(\mu),$
α⊥Gγ/\operatorname{pa}_G(α), β⊥Gδ/\operatorname{pa}_G(β). It is clear that H must have the same skeleton, or clearly some separations or non-separations that hold in G would not hold in H. λ⊥Gμ/\operatorname{pa}_G(μ) and α⊥Gγ/\operatorname{pa}_G(α) gives that the triplexes (\{λ, μ\}, β) and (\{α, γ\}, μ) must exists in H since β \notin \operatorname{pa}_G(μ) and μ \notin \operatorname{pa}_G(α). As seen above this gives that λ→γ−μ→α must exist in H. Similarly β⊥Gδ/\operatorname{pa}_G(β) and λ⊥Gδ/\operatorname{pa}_G(δ) gives that λ→β−μ→δ must exist in H. Finally α⊥Gγ/\operatorname{pa}_G(α) and β⊥Gδ/\operatorname{pa}_G(δ) gives that the triplexes (\{α, γ\}, β) and (\{β, δ\}, α) must hold in H, since β \notin \operatorname{pa}_G(α) and α \notin \operatorname{pa}_G(β), which in turn gives that γ→β−α−δ must exist in H. This does however contradict that H is a CG since the semi-directed cycle γ→β−μ−γ exists in H. Hence we have a contradiction. 

4.2 Translation of AMP CGs to MVR CGs

Theorem 4. Given an AMP CG G, and a maximally oriented AMP CG G′ in the Markov equivalence class of G, there exists a CG H at I_{AMP}(G) = I_{MVR}(H) if G′ does not contain any induced subgraph of the form X−Y−Z.

Proof. Sufficiency follows from Lemma 2 while necessity follows from 6.

Lemma 6. If a maximally orientated CG of the AMP interpretation contains an induced subgraph of the form X−Y−Z then G there exists no CG H of the MVR interpretation at I_{AMP}(G) = I_{MVR}(H).

Proof. Assume to the contrary that the lemma does not hold. Clearly G and H must have the same skeleton or some separations in H do not hold in G or vice versa. Let H have a component ordering ord for its components c_1, ..., c_k st ord(c_i) < ord(c_j) if c_i is a parent of c_j. Let C be the component of X in G. From the assumption we know that X_{\bot G}Z | \operatorname{nb}_G(X) ∪ \operatorname{pa}_G(X ∪ \operatorname{nb}_G(X)) holds, where Y ∈ \operatorname{nb}_G(X), and hence that H must contain one of the following induced subgraphs: X\rightarrow Y\rightarrow Z, X\leftarrow Y\rightarrow Z or X\rightarrow Y\leftarrow Z. For any other configuration of edges X_{\bot H}Z | \operatorname{nb}_G(X) ∪ \operatorname{pa}_G(X ∪ \operatorname{nb}_G(X)) does not hold. Moreover we can generalize the configurations to X\rightarrow Y\rightarrow Z and X\leftarrow Y\rightarrow Z simply by choosing the nodes to represent X and Z accordingly. Both these structures are included in X\leftarrow Y\rightarrow Z and we will now show that this structure leads to a contradiction if a split is not feasible in G.

The proof is iterative and when a restart is noted this is where the proof restarts. For each restart it will be shown that there must exist a triplet of nodes X, Y, Z st an induced subgraph of the form X−Y−Z exists in G and X\leftrightarrow Y\rightarrow Z in H. Apart from this we also know that I_{AMP}(G) = I_{MVR}(H) holds and that no split is feasible in G. Let the set U consist of Y and every node connected by a path to Y in the subgraph of G induced by C \smallsetminus Z and the set L consist of C \smallsetminus U. This separation of sets gives that \operatorname{nb}_G(U) = Z. For a split not to be feasible with these sets one of the conditions in Definition 2 must fail:

Case 1, condition 1 or 2 fails. This means that there exist two nodes W ∈ C and P ∈ C st the induced subgraph P−Z−W exists in G. Note that one
of the nodes might be $Y$. This means that $P_{\perp G} W | nb_G(W) \cup pa_G(W \cup nb_G(W))$ holds, where $Z \in nb_G(W)$ and hence that $P \rightarrow Z \rightarrow W$, $P \rightarrow Z \rightarrow W$ or $P \leftarrow Z \rightarrow W$ must exist in $H$ as described above. Without losing generality we can say that either $P \rightarrow Z \rightarrow W$ or $P \leftarrow Z \rightarrow W$ exists in $H$ and that $W \not\rightarrow Y$ by choosing $P$ and $W$ appropriately. This means that we can restart the proof with the structure $P \rightarrow Z \rightarrow W$ in $H$ (and $P \leftarrow Z \rightarrow W$ in $G$). The number of restarts is bounded since (1) the number of nodes in $V$ is bounded and that $ord(co_H(Z)) > ord(co_H(Y))$.

Case 2, condition 1 and 2 hold but condition 3 fails. This means that there exists two nodes $W \in U$ and $P \not\in C$ st the induced subgraph $Z \leftarrow W \rightarrow P$ exists in $G$. First let us cover the case where $W = Y$. This means that $ZL_G P | pa_G(Z)$ holds. Since $H$ have the same skeleton as $G$ this means that $H$ must contain an induced subgraph of the form $P \rightarrow Y \rightarrow Z$ since $Y \not\in pa_G(Z)$. At the same time we know that $H$ contains the edge $Y \rightarrow Z$ which causes a contradiction and hence $Y \not\rightarrow W$ must hold. Therefore, $P \not\in pa_G(Y)$ holds which generalized means that that $pa_G(Y) \not\subseteq pa_G(Z)$ must hold. For $ZL_G P | pa_G(Z)$ to hold in $H$ there must exist an unshielded collider between $Z$ and $P$ over $W$ and hence that the induced subgraph $Z \leftarrow W \rightarrow P$ exists in $H$. Similarly we have that $YL_G P | pa_G(Y)$ gives that $H$ contains an induced subgraph of the form $Y \leftarrow W \rightarrow P$. Note that $Y \in adj_G(W)$ must hold since condition 2 holds. Moreover for $H$ not to contain a semi-directed cycle over $Y \rightarrow Z \leftarrow W \rightarrow Y$ we can see that $Y \leftarrow W \rightarrow P$ must exist in $H$. Finally note that $X \not\rightarrow W$ must hold since $X \not\in adj_G(Z)$ holds.

Now assume $X \in nb_G(W)$. For $X \perp_{\perp H} Z | nb_G(X) \cup pa_G(X \cup nb_G(X))$ to hold, together with $W \in nb_G(X)$ and $Z \leftarrow W$, it is easy to see that the induced subgraph $Z \leftarrow W \rightarrow X$ must be in $H$. We can now see that $P \not\in pa_G(X)$ must hold or the induced subgraph $X \leftarrow W \rightarrow P$ in $H$ contradicts that $XL_G P | pa_G(X)$ holds in $H$. Moreover, for $X \leftarrow Y \rightarrow W \rightarrow X$ not to form a semi-directed cycle in $H$ the edge between $X$ and $Y$ must be orientated to $X \leftarrow Y$. We can therefore restart the proof by replacing $X$ with $Z$, i.e. with the induced subgraph $X \leftarrow Y \rightarrow Z$ in $H$ (and $X \leftarrow Y \rightarrow Z$) in $G$. Since we know that $Z \leftarrow W \rightarrow X$ exists in $H$ we know that $ord(co_H(X)) > ord(co_H(Z))$. Hence we cannot get back to this subcase again (or we would have that $ord(co_H(X)) < ord(co_H(Z))$ which is a contradiction). This, together with that $Y$ is kept the same and that $|V|$ is finite gives that the number of restarts is bounded. Hence $X \not\in nb_G(W)$ must hold.

Now assume that $pa_G(Z) \not\subseteq pa_G(W)$. We can now restart the proof with $X \leftarrow Y \rightarrow W$. The number of iterations is then bounded since $|V|$ is finite and case 2 cannot occur with $Z$ as $W$ again, or $pa_G(Z) \not\subseteq pa_G(W)$ would have to hold which is a contradiction. Hence $pa_G(Z) \not\subseteq pa_G(W)$ must hold. Let $Q$ be the parent of $Z$ not shared by $W$. Since $W_{\perp G} Q | pa_G(W)$ holds, and we know that $H$ contains the induced subgraph $Q \leftarrow Z \rightarrow W \rightarrow P$, we can draw the conclusion that $H$ must contain the induced subgraph $Q \leftarrow Z \rightarrow W \rightarrow P$ since $Z \not\in pa_G(W)$. Note that if there exist two different nodes $W_1$ and $W_2$ such that both have the properties described for $W$ in case 2 $W_1$ and
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$W_2$ must be adjacent. If this were not the case we would have that both $W_1 \perp GW_2 \cup \text{pa}_G(W_1 \cup \text{nb}_G(W_1))$ and $W_1 \perp GW_2 \cup \text{pa}_G(W_1 \cup \text{nb}_G(W_1))$ would hold, since $Z \in \text{nb}_G(W_1)$. Also note that since $W_1 \rightarrow Z$ and $W_2 \rightarrow Z$ exists in $H$ and the edge between $W_1$ and $W_2$ must be bidirected or $H$ contains a semi-directed cycle. Let $D$ be a set of nodes containing $Z$ as well as all nodes that have the properties described for $W$. From the description above we can see that $D$ must be complete and that the subgraph induced by $D$ in $H$ must only contain bidirected edges. We will now show that a split must be feasible in $G$ with $D$ as $L$ and $C \setminus D$ as $U$. For a split not to be feasible one of the constraints in Definition 2 must fail.

Assume condition (1) or (2) fails. Then there exists three nodes $R \in C$, $T \in C$ and $D_j \in D$ st the induced subgraph $T - D_j - R$ exists in $G$. Since $T \perp G(R) \cup \text{pa}_G(R \cup \text{nb}_G(R))$ holds we must, without losing generalization, have that $H$ contains the induced subgraph $T \rightarrow D_j \rightarrow R$, since $D_j \in \text{nb}_G(R)$. If this is the case we can however restart the proof with this induced subgraph and know that the number of iterations is bounded since $|V|$ is finite and $\text{ord} (\text{co}_H(D_j)) > \text{ord} (\text{co}_H(Y))$.

Assume condition (1) and (2) holds but (3) fails. Then there exists two nodes $R \in U$ and $T \notin C$ st the induced subgraph $D_i \rightarrow R \rightarrow T$ exists in $G$ for some $D_i \in D$. First note that $R$ must be adjacent of all nodes in $D$ or condition 1 would have failed in this split. Secondly note that $R-Y$ must exist in $G$ or condition 2 would fail. If we restart the proof with $X \rightarrow Y \rightarrow D_i$ and a contradiction follows from there. Thirdly note that $R \notin \text{adj}_G(X)$ must hold or the proof could be restarted with $X \rightarrow Y \rightarrow D_i$, for which condition 3 would fail with $R$ as $W$ and a contradiction would follow as shown above. Finally note that $\text{pa}_G(R) \subseteq \text{pa}_G(Z)$ must hold or $R$ would be in $D$. This means that $\text{pa}_G(W) \notin \text{pa}_G(R)$, and hence that $P \notin \text{pa}_G(R)$, holds. Moreover we know that the edge $D_i \rightarrow W$ exists in $G$. For $D_i \perp G(D_i)$ to hold in $H$ it is clear that $H$ must contain the induced subgraph $D_i \rightarrow R \rightarrow T$ since $R \notin \text{pa}_G(D_i)$. Similarly we have that for $R \perp H(P \text{pa}_G(R))$ to hold $H$ must contain an induced subgraph of the form $R \rightarrow W \rightarrow P$ since $W \notin \text{pa}_G(R)$. This means that for $R \rightarrow W \rightarrow D_i \rightarrow R$ not to form a semi-directed cycle in $H$ the edge $R \rightarrow D_i$ must exist in $H$. Moreover, since $\forall D_m \in D \setminus D_i \ R \in \text{adj}_G(D_m)$, $R \rightarrow D_i$, and $D_m \rightarrow D_m$ hold, clearly $R \rightarrow D_m$ must also hold or $G$ contains a semi-directed cycle. Hence the subgraph of $H$ induced by $D \cup R$ is complete and contains only bidirected edges. This in turn means that for $Y \rightarrow D_i \rightarrow R \rightarrow Y$ to not form a semi-directed cycle $Y \rightarrow R$ must exist in $H$. Hence we can move $R$ into $D$ and redo the last split again. The number of restarts are bounded since $|V|$ is finite.

Hence each condition in Definition 2 must hold and we have a contradiction.
4.3 Translation of MVR CGs to LWF CGs

Theorem 5. Given a MVR CG $G$, and a maximally oriented MVR CG $G'$ that is in the same Markov equivalence class as $G$, there exist a LWF CG $H$ s.t $I_{MVR}(G) = I_{LWF}(H)$ iff $G'$ contains no bidirected edge, i.e. can be represented as a BN.

Proof. From Lemma 7 it follows that a maximally oriented CG $G'$ of the MVR interpretation with a bidirected edge must have a subgraph of the form shown in Figure 2. If it does not contain any bidirected edge in the maximally oriented model it trivially follows that it is a BN (and hence it can be represented as a CG of the LWF interpretation). From Lemma 8 it then follows that no CG $G$ of the MVR interpretation which contains a subgraph of the form shown in Figure 2 can be represented as a CG of the LWF interpretation.

Lemma 7. If a bidirected edge exists in a maximally oriented CG $G$ of the MVR interpretation then $G$ must contain an induced subgraph of the form shown in Figure 2.

Proof. Assume to the contrary that a CG $G$ of the MVR interpretation exists where (1) no induced subgraph of the form shown in Figure 2 exists, (2) no split is feasible and (3) at least one bidirected edge exists. From this assumption we can see that there has to exist at least two nodes $X$ and $Y$ s.t $X \leftrightarrow Y$ exists in $G$. Let $C$ be the connectivity component to which $X$ and $Y$ belongs. Separate the nodes of $C$ into two sets $U$ and $L$ s.t $X$ and every node connected by a path to $X$ in the subgraph of $G$ induced by $C \setminus Y$ belongs to $L$ and $C \setminus L$ belongs to $U$. This separation of nodes allows us to know that $sp_G(L)$ only contains $Y$. For a split not to be feasible at least one condition in Definition 3 has to fail.

Case 1. Assume constraint 1 fails. This means a node $Z \in L$ exist s.t $Z \leftrightarrow Y \leftrightarrow X$ occurs in $G$ where $Z \notin adj_G(X)$ must hold, or $Z$ would be in $U$. Now remove $Y$ from $U$ and add it to $L$ as well as all nodes not connected by a path with $Z$ in the subgraph of $G$ induced by $U \setminus Y$ and attempt another split. This separation of nodes allows us, since we previously had $nb_G(L) = Y$ and $Y$ now have changed sets, to say that $sp_G(U) = Y$ must hold and hence that constraint 3 cannot fail. However, if constraint 1 or 2
fails we know there exists a node $W$ st $W \rightarrow Z \rightarrow Y \rightarrow X$ is a subgraph of $G$ but where $W \notin \text{adj}_G(Y)$, and $Z \notin \text{adj}_G(X)$ and $W \notin \text{adj}_G(X)$ by definition of the initial split, which implies a contradictory induced subgraph. Hence constraint 1 cannot fail in the initial split.

Case 2. If constraint 2 or 3 fails in the initial split we know there exists two nodes $V_1$ and $P_i$ st $P_i \rightarrow Y \leftarrow V_1$ exists in $G$ but where $V_1 \notin \text{adj}_G(P_i)$ (note that $V_1$ might be $X$). Now let $L$ consist of every node connected by a path to $Y$ in the subgraph of $G$ induced by $C \setminus V_1$ and the nodes $C \setminus L$ belong to $U$. This separation of nodes allows us to know that $sp_G(L)$ only contains $V_1$. If constraint 1 fails when performing a split with these sets it is clear from case 1 that a contradiction occurs. If constraint 2 or 3 fails we know there exists two new nodes $V_2$ and $P_2$ st $P_2 \rightarrow V_1 \leftarrow V_2$ exists in $G$ but where $P_2 \notin \text{adj}_G(V_2)$. Note that $V_2$ or $P_2$ cannot be $P_1$ since $P_1 \notin \text{adj}_G(P_i)$. We now get that $V_2$ cannot be $Y$ or an induced subgraph like that in Figure 2 occurs. $V_2 \notin \text{adj}(Y)$ and $P_2 \notin \text{adj}(Y)$ must also hold or the induced subgraph $V_2$ (resp. $P_2$) occurs. By replacing $V_1$ with $V_2$, setting the proper $U$ and $L$ as described above we can now repeat this procedure iteratively. Moreover, for every repetition $i$ we must have that $V_i$ and $P_i$ must be adjacent of every $V_j (j < i)$ as well as $Y$ or a contradiction occurs. This means that any nodes $V_i$ and $P_i$ already used in a previous repetition cannot be used in a later one, or both $P_i \notin \text{adj}(V_i)$ and $P_i \notin \text{adj}(V_i)$ would have to hold. This in turn means that the number of repetitions is bounded since $|C|$ is finite and hence we have a contradiction that condition 2 or 3 can fail.

This means that all three conditions in Definition 3 must hold and hence a split must be feasible if the induced subgraph shown in Figure 2 does not occur.

\[ \square \]

**Lemma 8.** If a CG $G$ of the MVR interpretation contains an induced subgraph of the form shown in Figure 2 then $G$ cannot be translated into a CG $H$ of the LWF interpretation.

**Proof.** Assume to the contrary that there exists a CG $H$, of the LWF interpretation, with the same independence model as $G$ while $G$ contains an induced subgraph of the form shown in Figure 2. Clearly $H$ and $G$ must contain the same nodes and adjacencies or some separations or non-separations must exist in $G$ but not in $H$.

From Figure 2 we can read that $A \perp_G D \mid pa_G(D)$ and $C \perp_G B \mid pa_G(C)$ hold. For $A \perp_G D \mid pa_G(D)$ to hold in $H$ $C$ must be a collider between $A$ and $D$ and hence $H$ must contain the induced subgraph $A \rightarrow C \leftarrow D$. Similarly $C \perp_G B \mid pa_G(C)$ gives that $H$ must contain the induced subgraph $C \rightarrow D \rightarrow B$ and hence we have a contradiction. \[ \square \]
4.4 Translation of LWF CGs to MVR CGs

Theorem 6. Given a LWF CG $G$ there exists a CG $H$ st $I_{LWF}(G) = I_{MVR}(H)$ iff $(G_{d(K)})^m$ is chordal for all $K \in \mathcal{CC}(G)$.

Proof. To prove the “if” part, note that if $(G_{d(K)})^m$ is chordal for all $K \in \mathcal{CC}(G)$, then there is a DAG $D$ st $I_{LWF}(G) = I_{BN}(D)$ [1, Proposition 4.2] and, thus, it suffices to take $H = D$.

To prove the “only if” part, assume to the contrary that $V_1 \cdots V_n$ is a chordless undirected cycle in $(G_{d(K)})^m$ for some $K \in \mathcal{CC}(G)$. Note that $H$ has the same adjacencies as $G$. Therefore, $V_{i-1} \leftarrow V_i$ and/or $V_i \rightarrow V_{i+1}$ must be in $H$ because, otherwise, $V_{i-1} \perp_{G} V_{i+1} | Z \in I_{LWF}(G)$ for some $Z \in \mathcal{Z}$ st $V_i \in Z$ whereas $V_{i-1} \perp_{H} V_{i+1} | Z \in I_{MVR}(H)$, which contradicts that $I_{LWF}(G) = I_{MVR}(H)$. Assume without loss of generality that $V_i \rightarrow V_{i+1}$ is in $H$. Then, $V_{i+1} \rightarrow V_{i+2}$ must be in $H$ too, by an argument similar to the previous one. Repeated application of this reasoning implies that $H$ has a semi-directed cycle, which contradicts the definition of CG.
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Abstract We apply MCMC sampling to approximately calculate some quantities, and discuss their implications for learning directed and acyclic graphs (DAGs) from data. Specifically, we calculate the approximate ratio of essential graphs (EGs) to DAGs for up to 31 nodes. Our ratios suggest that the average Markov equivalence class is small. We show that a large majority of the classes seem to have a size that is close to the average size. This suggests that one should not expect more than a moderate gain in efficiency when searching the space of EGs instead of the space of DAGs. We also calculate the approximate ratio of connected EGs to connected DAGs, of connected EGs to EGs, and of connected DAGs to DAGs. These new ratios are interesting because, as we will see, they suggest that some conjectures that appear in the literature do not hold. Furthermore, we prove that the latter ratio is asymptotically 1.

Finally, we calculate the approximate ratio of EGs to largest chain graphs for up to 25 nodes. Our ratios suggest that Lauritzen-Wermuth-Frydenberg chain graphs are considerably more expressive than DAGs. We also report similar approximate ratios and conclusions for multivariate regression chain graphs.
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1 Introduction

It is well-known that different directed and acyclic graphs (DAGs), also known as Bayesian networks, can represent the same independence model. All such DAGs are said to form a Markov equivalence class. Probably the most common approach to learning DAGs from data is that of performing a search in the space of either DAGs or Markov equivalence classes. In the latter case, the classes are typically represented as essential graphs (EGs).
Knowing the ratio of EGs to DAGs for a given number of nodes is a valuable piece of information when deciding which space to search. For instance, if the ratio is low, then one may prefer to search the space of EGs rather than the space of DAGs, though the latter is usually considered easier to traverse. Unfortunately, while the number of DAGs can be computed without enumerating them all [20, Equation 8], the only method for counting EGs that we are aware of is enumeration. Specifically, Gillispie and Perlman enumerated all the EGs for up to 10 nodes by means of a computer program [10]. They showed that the ratio is around 0.27 for 7-10 nodes. They also conjectured a similar ratio for more than 10 nodes by extrapolating the exact ratios for up to 10 nodes.

Enumerating EGs for more than 10 nodes seems challenging: To enumerate all the EGs over 10 nodes, the computer program in [10] needed 2253 hours in a "mid-1990s-era, midrange minicomputer". We obviously prefer to know the exact ratio of EGs to DAGs for a given number of nodes rather than an approximation to it. However, an approximate ratio may be easier to obtain and serve as well as the exact one to decide which space to search. In [17], a Markov chain Monte Carlo (MCMC) approach was proposed to approximately calculate the ratio while avoiding enumerating EGs. The approach consisted of the following steps. First, the author constructed a Markov chain (MC) whose stationary distribution was uniform over the space of EGs for the given number of nodes. Then, the author sampled this fraction into the desired approximate ratio of EGs to DAGs as follows:

Since \( \frac{\#\text{EGs}}{\#\text{DAGs}} \) can be expressed as \( \frac{\#\text{EDAGs}}{\#\text{DAGs}} \frac{\#\text{EGs}}{\#\text{EDAGs}} \), then we can approximate it by \( \frac{\#\text{EDAGs}}{\#\text{DAGs}} \) where \( \#\text{DAGs} \) and \( \#\text{EDAGs} \) can be computed via [20, Equation 8] and [23, p. 270], respectively. The author reported the so-obtained approximate ratio for up to 20 nodes. The approximate ratios agreed well with the exact ones available in the literature and suggested that the exact ratios are not very low (the approximate ratios were 0.26-0.27 for 7-20 nodes). This suggests that one should not expect more than a moderate gain in efficiency when searching the space of EGs instead of the space of DAGs. Of course, this is a bit of a bold claim since the gain is dictated by the average ratio over the EGs visited during the search and not by the average ratio over all the EGs in the search space. For instance, the gain is not the same if we visit the empty EG, whose ratio is 1, or the complete EG, whose ratio is \( 1/n! \) for \( n \) nodes.\(^4\) Unfortunately, it is impossible to know beforehand which EGs will be visited during the search. Therefore, the best we can do is to draw (bold) conclusions based on the average ratio over all

\(^{3}\)We use the symbol \# followed by a class of graphs to denote the cardinality of the class.

\(^{4}\)In the latter case, note that there are \( n! \) orderings of the nodes in the EG and, thus, there are \( n! \) orientations of all the undirected edges in the EG, one per ordering, and none of them has directed cycles.
In this paper, we extend the work in [17] in three directions. First, we report the approximate ratio of EGs to DAGs for up to 31 nodes. Our ratios are always greater than 0.26, which suggests that the average Markov equivalence class is small. Second, we show that a large majority of the classes seem to have a size that is close to the average size. Third, we report some new approximate ratios. Specifically, we report the approximate ratio of connected EGs to connected DAGs, of connected EGs to EGs, and of connected DAGs to DAGs. These new ratios are interesting because, as we will see, they suggest that some conjectures that appear in the literature do not hold.

In [17], the following question is also addressed. Chain graphs (CGs) are graphs with possibly directed and undirected edges, and no semidirected cycle. Then, CGs extend DAGs and, thus, they can represent at least as many independence models as DAGs. However, unlike DAGs whose interpretation is unique, there are three interpretations of CGs as independence models: The Lauritzen-Wermuth-Frydenberg (LWF) interpretation [15], the multivariate regression (MVR) interpretation [7], and the Andersson-Madigan-Perlman (AMP) interpretation [3]. It should be mentioned that no interpretation subsumes any other, i.e., any interpretation can represent independence models that cannot be represented by the other two interpretations [22]. For any of the three interpretations, knowing the ratio of independence models that can be represented by DAGs to independence models that can be represented by CGs is a valuable piece of information when deciding which class of graphical models to use. For instance, if the ratio is low, then one may prefer to use CGs rather than DAGs, though the latter are easier to manipulate and reason with. Unfortunately, the only method for computing the fraction that we are aware of is by enumerating all the independence models that can be represented by CGs. This is what Volf and Studený did for LWF CGs by means of a computer program [24]. Specifically, it is well-known that different LWF CGs can represent the same independence model. All such CGs are said to form a Markov equivalence class, which is typically represented by the largest CG (LCG) in the class. The computer program in [24] enumerated all the LCGs for up to 5 nodes, which enabled the authors to show the ratio of EGs to LCGs is 1 for 2-3 nodes, 0.93 for 4 nodes, and 0.76 for 5 nodes.

That Volf and Studený ran their computer program only up to 5 nodes indicates that enumerating LCGs is challenging. In [17], a MCMC approach was proposed to approximately calculate the ratio of EGs to LCGs without having to enumerate LCGs. The approach consisted of the following steps. First, the author constructed a MC whose stationary distribution is uniform over the space of LCGs for the given number of nodes. Then, the author sampled this stationary distribution and computed the fraction of the inde-
pendence models represented by the LCGs in the sample that could also be represented by a DAG. The author reported the so-obtained approximate fraction for up to 13 nodes. The approximate fractions agreed well with the exact ones available in the literature and suggested that the ratio of EGs to LCGs is considerably low (the approximate ratio was 0.04 for 13 nodes). This suggests that one should use CGs instead of DAGs because they are considerably more expressive.

In this paper, we extend the work in [17] in two directions. First, we report the approximate ratio of EGs to LCGs for up to 25 nodes. Second, we report similar approximate ratios for MVR CGs. Our results suggest that both LWF CGs and MVR CGs are considerably more expressive than DAGs.

The rest of the paper is organized as follows. Section 2 presents our results for DAGs. Section 3 presents our results for LWF CGs and MVR CGs. Finally, Section 4 recalls our findings and discusses future work. The paper ends with three appendices devoted to technical details.

2 Directed and Acyclic Graphs

2.1 Average Markov Equivalence Class Size

In this section, we report the approximate average Markov equivalence class size for 2-31 nodes. To be exact, we report the approximate ratio of EGs to DAGs for 2-31 nodes and, thus, the average class size corresponds to the inverse of the ratio. To obtain the ratios, we run the same computer program implementing the MCMC approach described above as in [17]. The program is written in C++ and compiled in Microsoft Visual C++ 2010 Express. The program is run on an AMD Athlon 64 X2 Dual Core Processor 5000+ 2.6 GHz, 4 GB RAM and Windows Vista Business. The compiler and the computer used in [17] were Microsoft Visual C++ 2008 Express and a Pentium 2.4 GHz, 512 MB RAM and Windows 2000. The experimental settings is the same as in [17] for up to 30 nodes, i.e. each approximate ratio reported is based on a sample of 1e+4 EGs, each obtained as the state of the MC after performing 1e+6 transitions with the empty EG as initial state. For 31 nodes though, each EG sampled is obtained as the state of the MC after performing 2e+6 transitions with the empty EG as initial state. We elaborate later on why we double the length of the MCs for 31 nodes.

Table 1 presents our new approximate ratios \#E_Gs, \#DAGs, and \#EDAGs, together with the old approximate ones and the exact ones available in the literature. The first conclusion that we draw from the table is that the new ratios are very close to the exact ones, as well as to the old ones. This makes us confident on the accuracy of the ratios for 11-31 nodes, where no exact ratios are available in the literature due to the high computational cost involved in calculating them. Another conclusion that we draw from the table is that the ratios seem to be 0.26-0.28 for 11-31 nodes. This agrees well
Table 1: Exact and approximate $\#\text{EGs}$ and $\#\text{EDAGs}$. 

<table>
<thead>
<tr>
<th>NODES</th>
<th>EXACT $#\text{EGs}$</th>
<th>OLD APPROXIMATE $#\text{EGs}$</th>
<th>NEW APPROXIMATE $#\text{EGs}$</th>
<th>OLD $#\text{DAGs}$</th>
<th>NEW $#\text{DAGs}$</th>
<th>Hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.66667</td>
<td>0.66007</td>
<td>0.67654</td>
<td>0.50000</td>
<td>0.50500</td>
<td>3.5</td>
</tr>
<tr>
<td>3</td>
<td>0.44000</td>
<td>0.43704</td>
<td>0.44705</td>
<td>0.36364</td>
<td>0.36610</td>
<td>5.2</td>
</tr>
<tr>
<td>4</td>
<td>0.34070</td>
<td>0.33913</td>
<td>0.33671</td>
<td>0.31892</td>
<td>0.32040</td>
<td>6.8</td>
</tr>
<tr>
<td>5</td>
<td>0.29992</td>
<td>0.30132</td>
<td>0.30132</td>
<td>0.29788</td>
<td>0.29650</td>
<td>8.0</td>
</tr>
<tr>
<td>6</td>
<td>0.28238</td>
<td>0.28118</td>
<td>0.28118</td>
<td>0.28667</td>
<td>0.28790</td>
<td>9.4</td>
</tr>
<tr>
<td>7</td>
<td>0.27443</td>
<td>0.27228</td>
<td>0.27777</td>
<td>0.28068</td>
<td>0.28290</td>
<td>12.4</td>
</tr>
<tr>
<td>8</td>
<td>0.27088</td>
<td>0.27754</td>
<td>0.26677</td>
<td>0.27550</td>
<td>0.27840</td>
<td>13.8</td>
</tr>
<tr>
<td>9</td>
<td>0.26888</td>
<td>0.27124</td>
<td>0.26690</td>
<td>0.27300</td>
<td>0.27620</td>
<td>16.5</td>
</tr>
<tr>
<td>10</td>
<td>0.26700</td>
<td>0.26960</td>
<td>0.26412</td>
<td>0.27510</td>
<td>0.27910</td>
<td>18.8</td>
</tr>
<tr>
<td>11</td>
<td>0.26790</td>
<td>0.26790</td>
<td>0.26179</td>
<td>0.27070</td>
<td>0.27500</td>
<td>20.4</td>
</tr>
<tr>
<td>12</td>
<td>0.26135</td>
<td>0.25925</td>
<td>0.25781</td>
<td>0.26950</td>
<td>0.27550</td>
<td>23.7</td>
</tr>
<tr>
<td>13</td>
<td>0.26098</td>
<td>0.25985</td>
<td>0.25800</td>
<td>0.26290</td>
<td>0.26900</td>
<td>25.3</td>
</tr>
<tr>
<td>14</td>
<td>0.26500</td>
<td>0.26700</td>
<td>0.26700</td>
<td>0.27200</td>
<td>0.28090</td>
<td>27.2</td>
</tr>
<tr>
<td>15</td>
<td>0.27125</td>
<td>0.27080</td>
<td>0.27230</td>
<td>0.27910</td>
<td>0.28090</td>
<td>28.6</td>
</tr>
<tr>
<td>16</td>
<td>0.25777</td>
<td>0.25841</td>
<td>0.26777</td>
<td>0.27470</td>
<td>0.27910</td>
<td>29.9</td>
</tr>
<tr>
<td>17</td>
<td>0.26667</td>
<td>0.26942</td>
<td>0.26667</td>
<td>0.27510</td>
<td>0.27910</td>
<td>32.4</td>
</tr>
<tr>
<td>18</td>
<td>0.25993</td>
<td>0.26040</td>
<td>0.25993</td>
<td>0.26900</td>
<td>0.26700</td>
<td>34.4</td>
</tr>
<tr>
<td>19</td>
<td>0.25981</td>
<td>0.25981</td>
<td>0.26120</td>
<td>0.26800</td>
<td>0.27300</td>
<td>36.3</td>
</tr>
<tr>
<td>20</td>
<td>0.27120</td>
<td>0.27120</td>
<td>0.26734</td>
<td>0.27400</td>
<td>0.27910</td>
<td>40.3</td>
</tr>
<tr>
<td>21</td>
<td>0.26463</td>
<td>0.26463</td>
<td>0.26463</td>
<td>0.26780</td>
<td>0.27090</td>
<td>41.3</td>
</tr>
<tr>
<td>22</td>
<td>0.25659</td>
<td>0.25659</td>
<td>0.25659</td>
<td>0.26000</td>
<td>0.26300</td>
<td>43.3</td>
</tr>
<tr>
<td>23</td>
<td>0.27038</td>
<td>0.27038</td>
<td>0.27038</td>
<td>0.27300</td>
<td>0.27600</td>
<td>44.1</td>
</tr>
<tr>
<td>24</td>
<td>0.26637</td>
<td>0.26637</td>
<td>0.26637</td>
<td>0.27140</td>
<td>0.27400</td>
<td>45.1</td>
</tr>
<tr>
<td>25</td>
<td>0.26724</td>
<td>0.26724</td>
<td>0.26724</td>
<td>0.27210</td>
<td>0.27400</td>
<td>46.4</td>
</tr>
<tr>
<td>26</td>
<td>0.26950</td>
<td>0.26950</td>
<td>0.26950</td>
<td>0.27410</td>
<td>0.27550</td>
<td>47.8</td>
</tr>
<tr>
<td>27</td>
<td>0.26933</td>
<td>0.26933</td>
<td>0.26933</td>
<td>0.26900</td>
<td>0.27140</td>
<td>50.0</td>
</tr>
<tr>
<td>28</td>
<td>0.26892</td>
<td>0.26892</td>
<td>0.26892</td>
<td>0.26950</td>
<td>0.26900</td>
<td>52.1</td>
</tr>
<tr>
<td>29</td>
<td>0.26912</td>
<td>0.26912</td>
<td>0.26912</td>
<td>0.27090</td>
<td>0.27230</td>
<td>54.3</td>
</tr>
<tr>
<td>30</td>
<td>0.27424</td>
<td>0.27424</td>
<td>0.27424</td>
<td>0.27600</td>
<td>0.27750</td>
<td>56.6</td>
</tr>
<tr>
<td>31</td>
<td>0.27500</td>
<td>0.27500</td>
<td>0.27500</td>
<td>0.27800</td>
<td>0.27910</td>
<td>58.9</td>
</tr>
</tbody>
</table>

Note that we can approximate the number of EGs for up to 31 nodes as $\#\text{EGs} / \#\text{DAGs}$, where $\#\text{EGs}$ comes from Table 1 and $\#\text{DAGs}$ comes from [20, Equation 8]. Alternatively, we can approximate it as $\#\text{EGs} / \#\text{EDAGs}$, where $\#\text{EGs}$ comes from Table 1 and $\#\text{EDAGs}$ can be computed by [23, p. 270].
2.2 Variability of the Markov Equivalence Class Size

In the previous section, we have shown that $\frac{\#EDAGs}{\#EGs}$ is approximately 0.26-0.28 for 6-31 nodes. This means that the Markov equivalence class size is approximately 3.6-3.9 on average for 6-31 nodes. In this section, we report on the variability of the class size for 10-32 nodes. Recall that, for $n$ nodes, the class size can vary between 1 and $n!$. However, it has been shown in [10] by enumerating all the DAGs in all the classes for up to 10 nodes, that a
large majority of the classes for a given number of nodes have size \( \leq 4 \). In this section, we provide evidence that that result may hold for 10-32 nodes too. Therefore, for any number of nodes in the range 2-32, a large majority of the classes seem to have a size relatively close to the average size of 3.6-3.9 and, thus, this average value may be a reasonable estimate of the size of a randomly chosen class.

To arrive at the conclusion above, we ran the same computer program as in the previous section to sample \( 2^{e+4} \) EGs, each obtained as the state of the MC after performing \( 2^{e+6} \) transitions with the empty EG as initial state. The only reason why we doubled parameters as compared to the previous section is because time permitted it. However, time did not permit to compute the sizes of all the classes represented by all the EGs sampled by enumerating all the DAGs in the classes. Therefore, we decided to bound the class sizes instead. A lower bound can be obtained by first finding the largest clique in each connectivity component of the EG and, then, taking the product of the factorials of the sizes of these cliques. An upper bound can be obtained as the product of the factorials of all the cliques in all the connectivity components in the EG. To see how we arrived at these bounds, note that all the connectivity components of an EG are chordal [4, Theorem 4.1]. Then, we can use the algorithm in [14, Theorem 4.13] to orient the undirected edges in each connectivity component such that neither immoralities nor directed cycles appear in any former connectivity component. This together with the fact proven in [4, Theorem 4.1] that an EG is a CG that has no induced subgraph of the form \( A \rightarrow B \leftarrow C \) ensure that neither new immoralities nor directed cycles appear in the resulting directed graph. Then, the resulting directed graph is a DAG that belongs to the class represented by the EG. Specifically, the algorithm arranges all the cliques in a connectivity component in a tree, chooses any of them as the root of the tree, and then orients all the undirected edges in any way that respects the following constraint: \( A \leftarrow B \) cannot get oriented as \( A \rightarrow B \) if \( B \) belongs to a clique that is closer to the root than the clique \( A \) belongs to. Therefore, if we choose the largest clique as the root of the clique tree, then we arrive at our lower bound. On the other hand, if we disregard the constraint mentioned when orienting the undirected edges, then we arrive at our upper bound. Our bounds are probably rather loose but, on the other hand, they are easy to compute and, as we will see, tight enough for our purpose.

For each of the \( 2^{e+4} \) EGs sampled, we computed the following statistics: Minimum, maximum, and first, second and third quartiles \((Q_1, Q_2, Q_3)\) of the number of directed edges (arrows), undirected edges (lines), and lower and upper bounds. The results for 10, 15, 20, 25, 30 and 32 nodes can be seen Table 2. The results for the rest of the numbers of nodes considered are very similar to the ones in the table and, thus, we decided to omit them. The first conclusion that we can draw from the table is that whereas \( Q_1, Q_2, Q_3 \) for the number of arrows grow with the number of nodes, \( Q_1, Q_2, Q_3 \) for the number of lines remain low and constant as the number of
nodes grows. This implies that, as we can see in the table, $Q_1$, $Q_2$ and $Q_3$ for the lower and upper bounds do not vary substantially with the number of nodes. Recall that all the DAGs in a class only differ in the orientation of some of the lines in the corresponding EG. So, if the EG has few lines, then the class must be small. Note however that the maxima of the lower and upper bounds do vary substantially with the number of nodes, specially between 25 and 30 nodes. We interpret this, again, as an indication that 30 nodes might be the limit of our experimental setting. The second conclusion that we can draw is that $Q_1$ for the lower and upper bounds is 1. Therefore, at least 25% of the classes sampled have size 1. This is not a surprise because, as shown in the previous section, $\frac{\#EDAGs}{\#EGs}$ which represents the fraction of classes of size 1 is 0.26-0.28 for 7-31 nodes. The third conclusion that we can draw is that $Q_2$ for the lower and upper bounds is 2. Therefore, at least 50% of the classes sampled have size $\leq 2$ and, thus, they are smaller than the average size of 3.6-3.9. The fourth conclusion that we can draw is that $Q_3$ for the upper bound is 8. Therefore, at least 75% of the classes sampled have size $\leq 8$ and, thus, relatively close to the average size of 3.6-3.9. It is worth mentioning that the last three conclusions agree well with the class size distributions reported in [10] for up to 10 nodes. In summary, despite the class size can vary between 1 and $n!$ for $n$ nodes, our results suggest that a large majority of the classes have a size relatively close to the average size of 3.6-3.9 and, thus, this average value may be a reasonable estimate of the size of a randomly chosen class.

2.3 Disproof of Some Conjectures

In this section, we report the approximate ratio of connected EGs (CEGs) to connected DAGs (CDAGs), of CEGs to EGs, and of CDAGs to DAGs. These ratios are interesting because, as we will see, they suggest that some conjectures that appear in the literature do not hold. The approximate ratio of CEGs to CDAGs is computed from the sample obtained in Section 2.1 as follows. First, we compute the ratio $R'$ of EDAGs to CEGs in the sample. Second, we transform this approximate ratio into the desired approximate ratio of CEGs to CDAGs as follows: Since $\frac{\#CEGs}{\#CDAGs}$ can be expressed as $\frac{\#EDAGs}{\#CDAGs} \times \frac{\#CEGs}{\#EDAGs}$, then we can approximate it by $\frac{\#EDAGs}{\#CDAGs} \frac{1}{R'}$ where $\#EDAGs$ can be computed by [23, p. 270] and $\#CDAGs$ can be computed as shown in Appendix A. The approximate ratio of CEGs to EGs is computed directly from the sample. The approximate ratio of CDAGs to DAGs is computed with the help of Appendix A and [20, Equation 8].

In [10, p. 153], it is stated that "the variables chosen for inclusion in a multivariate data set are not chosen at random but rather because they occur in a common real-world context, and hence are likely to be correlated to some degree”. This implies that the EG learnt from some given data is likely to be connected. We agree with this observation, because we believe that humans are good at detecting sets of mutually uncorrelated variables so
that the original learning problem can be divided into smaller independent learning problems, each of which results in a CEG. Therefore, although we still cannot say which EGs will be visited during the search, we can say that some of them will most likely be connected and some others disconnected. This raises the question of whether \( \#\text{CEGs} / \#\text{CDAGs} \approx \#\text{DEGs} / \#\text{DDAGs} \) where DEGs and DDAGs stand for disconnected EGs and disconnected DAGs. In [10, p. 154], it is also said that a consequence of the learnt EG being connected is "that a substantial number of undirected edges are likely to be present in the representative essential graph, which in turn makes it likely that the corresponding equivalence class size will be relatively large". In other words, they conjecture that the equivalence classes represented by CEGs are relatively large. We interpret the term "relatively large" as having a ratio smaller than \( \#\text{CEGs} / \#\text{EGs} \approx 0.95-1 \) for 6-31 nodes, as can be seen in the table. A problem of this ratio being so

### Table 3: Approximate \( \#\text{CEGs} / \#\text{CDAGs} \), \( \#\text{CEGs} / \#\text{EGs} \) and \( \#\text{CDAGs} / \#\text{DAGs} \).

<table>
<thead>
<tr>
<th>NODES</th>
<th>NEW APPROXIMATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.51482 0.50730 0.66667</td>
</tr>
<tr>
<td>3</td>
<td>0.39334 0.63350 0.72000</td>
</tr>
<tr>
<td>4</td>
<td>0.32295 0.78780 0.82136</td>
</tr>
<tr>
<td>5</td>
<td>0.29471 0.90040 0.90263</td>
</tr>
<tr>
<td>6</td>
<td>0.28033 0.94530 0.95115</td>
</tr>
<tr>
<td>7</td>
<td>0.27799 0.97680 0.97605</td>
</tr>
<tr>
<td>8</td>
<td>0.26688 0.98860 0.98821</td>
</tr>
<tr>
<td>9</td>
<td>0.26413 0.99710 0.99706</td>
</tr>
<tr>
<td>10</td>
<td>0.26170 0.99980 0.99854</td>
</tr>
<tr>
<td>11</td>
<td>0.26029 0.99990 0.99990</td>
</tr>
<tr>
<td>12</td>
<td>0.26027 0.99990 0.99990</td>
</tr>
<tr>
<td>13</td>
<td>0.26497 0.99990 0.99990</td>
</tr>
<tr>
<td>14</td>
<td>0.26783 0.99990 0.99990</td>
</tr>
<tr>
<td>15</td>
<td>0.26213 1.00000 0.99999</td>
</tr>
<tr>
<td>16</td>
<td>0.26944 0.99990 0.99995</td>
</tr>
<tr>
<td>17</td>
<td>0.26947 1.00000 0.99998</td>
</tr>
<tr>
<td>18</td>
<td>0.27041 1.00000 0.99999</td>
</tr>
<tr>
<td>19</td>
<td>0.27130 1.00000 0.99999</td>
</tr>
<tr>
<td>20</td>
<td>0.27134 1.00000 1.00000</td>
</tr>
<tr>
<td>21</td>
<td>0.26463 1.00000 1.00000</td>
</tr>
<tr>
<td>22</td>
<td>0.26652 1.00000 1.00000</td>
</tr>
<tr>
<td>23</td>
<td>0.26669 1.00000 1.00000</td>
</tr>
<tr>
<td>24</td>
<td>0.27030 1.00000 1.00000</td>
</tr>
<tr>
<td>25</td>
<td>0.26637 1.00000 1.00000</td>
</tr>
<tr>
<td>26</td>
<td>0.26324 1.00000 1.00000</td>
</tr>
<tr>
<td>27</td>
<td>0.26590 1.00000 1.00000</td>
</tr>
<tr>
<td>28</td>
<td>0.27183 1.00000 1.00000</td>
</tr>
<tr>
<td>29</td>
<td>0.27177 1.00000 1.00000</td>
</tr>
<tr>
<td>30</td>
<td>0.28012 1.00000 1.00000</td>
</tr>
<tr>
<td>31</td>
<td>0.27424 1.00000 1.00000</td>
</tr>
<tr>
<td>∞</td>
<td>0.95 1 1</td>
</tr>
</tbody>
</table>
close to 1 is that sampling a DEG is so unlikely that we cannot answer the question of whether \( \#\text{CEGs} / \#\text{CDAGs} \approx \#\text{DEGs} / \#\text{DDAGs} \) with our sampling scheme. Therefore, we have to content with having learnt that \( \#\text{CEGs} / \#\text{CDAGs} \approx \#\text{EGs} / \#\text{DAGs} \). It is worth mentioning that this result is somehow conjectured by Kočka when he states in a personal communication to Gillispie that "large equivalence classes are merely composed of independent classes of smaller sizes that combine to make a single larger class" [9, p. 1411]. Again, we interpret the term "large" as having a ratio smaller than \( \#\text{EGs} / \#\text{DAGs} \). Again, we cannot check Kočka’s conjecture because sampling a DEG is very unlikely. However, we believe that the conjecture holds, because we expect the ratios for those EGs with \( k \) connected components to be around \( 0.27^k \), i.e. we expect the ratios of the components to be almost independent one of another. Gillispie goes on saying that "an equivalence class encountered at any single step of the iterative [learning] process, a step which may involve altering only a small number of edges (typically only one), might be quite small" [9, p. 1411]. Note that the equivalence classes that he suggests that are quite small must correspond to CEGs, because he suggested before that large equivalence classes correspond to DEGs. We interpret the term "quite small" as having a ratio greater than \( \#\text{EGs} / \#\text{DAGs} \). Again, this conjecture does not seem to hold according to the approximate ratios presented in Table 3. There, we can see that

\[
\frac{\#\text{CEGs}}{\#\text{CDAGs}} \approx 0.26-0.28 \text{ for 6-31 nodes and, thus, } \frac{\#\text{CEGs}}{\#\text{CDAGs}} \approx \frac{\#\text{EGs}}{\#\text{DAGs}}.
\]

From the results in Tables 1 and 3, it seems that the asymptotic values for \( \frac{\#\text{DEGs}}{\#\text{DAGs}}, \frac{\#\text{EGs}}{\#\text{DAGs}}, \frac{\#\text{CEGs}}{\#\text{CDAGs}} \) should be around 0.27, 0.27, 0.27 and 1, respectively. It would be nice to have a formal proof of these results. In this paper, we have proven a related result, namely that the ratio of CDAGs to DAGs is asymptotically 1. The proof can be found in Appendix B. Note from Table 3 that the asymptotic value is almost achieved for 6-7 nodes already. Our result adds to the list of similar results in the literature, e.g. the ratio of labeled connected graphs to labeled graphs is asymptotically 1 [12, p. 205].

Note that we can approximate the number of CEGs for up to 31 nodes as \( \frac{\#\text{CEGs}}{\#\text{EGs}} \approx \frac{\#\text{EGs}}{\#\text{EGs}} \), where \( \frac{\#\text{CEGs}}{\#\text{EGs}} \) comes from Table 3 and \( \#\text{EGs} \) can be computed as shown in the previous section. Alternatively, we can approximate it as \( \frac{\#\text{CEGs}}{\#\text{CDAGs}} \approx \frac{\#\text{EGs}}{\#\text{CDAGs}} \), where \( \#\text{CDAGs} \) comes from Table 3 and \( \#\text{CDAGs} \) can be computed as shown in Appendix A.

### 3 Chain Graphs

Chain graphs (CGs) is a class of graphical models containing two types of edges, directed edges and a secondary type of edge. The secondary type of edge is then used to create components in the graph that are connected by directed edges similarly as the nodes in a DAG. This allows CGs to represent a much larger set of independence models compared to DAGs, while still keeping some of the simplicity that makes DAGs so useful.
As noted in the introduction, there exist three interpretations of how to read independencies from a CG. However, the three coincide when the CG has only directed edges. Hence, DAGs are a subclass of the three CG interpretations. It should also be noted that CGs of the LWF interpretation (LWF CGs) and AMP interpretations (AMP CGs) are typically represented with directed and undirected edges, while CGs of the MVR interpretation (MVR CGs) are typically represented with directed and bidirected edges. LWF CGs and AMP CGs containing only undirected edges are also called Markov networks (MNs), whereas MVR CGs containing only bidirected edges are also called covariance graphs (covGs).

In this work, we have chosen to focus on the LWF and MVR interpretations of CGs. More specifically, we study the ratio of independence models that can be represented by MNs and DAGs (resp. covGs and DAGs) to the independence models that can be represented by LWF CGs (resp. MVR CGs). Hereinafter, these ratios are denoted as $R_{LWF\to MNs}$, $R_{LWF\to DAGs}$, $R_{MVR\to CovGs}$ and $R_{MVR\to DAGs}$. Knowing these ratios is a valuable piece of information when deciding which class of graphical models to use. If a ratio is large (close to 1) then the gain of using the more complex CGs is small compared to using the simpler subclass, while if it is small then one might prefer to using CGs instead of the simpler subclass.

As mentioned in the introduction, the ratios described above have previously been approximated for LWF CGs for up to 13 nodes [17]. Specifically, the author used a MCMC sampling scheme to sample the space of largest chain graphs (LCGs), because each LCG represents one and only one of the independence models that can be represented by LWF CGs (resp. MVR CGs). Hereinafter, these ratios are denoted as $R_{LWF\to MNs}$, $R_{LWF\to DAGs}$, $R_{MVR\to CovGs}$ and $R_{MVR\to DAGs}$. Knowing these ratios is a valuable piece of information when deciding which class of graphical models to use. If a ratio is large (close to 1) then the gain of using the more complex CGs is small compared to using the simpler subclass, while if it is small then one might prefer to using CGs instead of the simpler subclass.

As mentioned in the introduction, the ratios described above have previously been approximated for LWF CGs for up to 13 nodes [17]. Specifically, the author used a MCMC sampling scheme to sample the space of largest chain graphs (LCGs), because each LCG represents one and only one of the independence models that can be represented by LWF CGs. To our knowledge, we are the first to propose a similar scheme to sample the space of independence models that can be represented by MVR CGs. To do so, we had to overcome some major problems. First of all, there existed no unique representative for each independence model that can be represented by MVR CGs. Hence, one such representative, called essential MVR CGs, had to be defined and characterized. Secondly, no operations for creating a Markov chain (MC) over essential MVR CGs existed. This meant that such a set of operations had to be defined so that it could be proven that the stationary distribution of the MC was the uniform distribution. Hence the major contributions in this section, apart from the calculated ratios and their implications, are the essential MVR CGs and the corresponding MC operators.

The rest of the section is structured as follows. First, we define essential MVR CGs and the corresponding MC operators. Then, we move on to the results with a short discussion. Finally, we also discuss some open questions. We have chosen to move theoretical proofs and some additional material for essential MVR CGs to Appendix C.
3.1 Essential MVR CGs

As with DAGs and LWF CGs, different MVR CGs can represent the same independence model. All such MVR CGs are said to form a Markov equivalence class. As we have discussed, EGs were introduced to represent Markov equivalence classes of DAGs. EGs were then extended by Ali et al. to represent Markov equivalence classes of so-called ancestral graphs [2]. Since ancestral graphs are a superset of MVR CGs, we know on the one hand that all results presented by Ali et al. also holds for MVR CGs, and hence the extended EGs can be used to represent Markov equivalence classes of MVR CGs. On the other hand, we also know that more restrictions and characteristics might be (and is) possible to assert on the structure of the extended EGs if we only consider MVR CGs rather than ancestral graphs. That is why we define an essential MVR CG as follows.

**Definition 1.** A graph $G^*$ is said to be the essential MVR CG of a MVR CG $G$ if it has the same skeleton as $G$ and contains all and only the arrowheads common to every MVR CG in the Markov equivalence class of $G$.

From this definition it is clear that an essential MVR CG is an unique representation of a Markov equivalence class of MVR CGs. Note that an essential MVR CG is not actually a MVR CG but might contain undirected edges as well. Each undirected edge implies that there exists two MVR CGs in the Markov equivalence class that have a directed edge between the same two nodes but in opposite directions. Hence, essential MVR CGs contain components containing only undirected edges (undirected components) as well as components containing only bidirected edges (bidirected components). It can be also be shown that no node can be an endnode of both an undirected edge and a bidirected edge and hence these components are connected to each other with directed edges similarly as the components of any other CG.

Using the separation criterion defined in Appendix C, we can state the following theorem.

**Theorem 1.** An essential MVR CG $G^*$ represents the same independence model as every MVR CG $G$ it is the essential for.

Finally, if we define an indifferent arrowhead on an edge as that any graph not containing the arrowhead on that edge would represent another independence model or not fulfill the other criteria for being an essential MVR CG, then we can give a characterization of essential MVR CGs.

**Theorem 2.** A graph $G$ containing bidirected edges, directed edges and/or undirected edges is an essential MVR CG if (1) it contains no semi-directed cycles, (2) all arrowheads are indifferent, (3) all undirected components are chordal, and (4) all nodes in the same undirected component share the same parents but have no spouses.
Finally, we can state the following lemmas.

**Lemma 1.** There exists a DAG representing the same independence model as an essential MVR CG $G^*$ iff $G^*$ contains no bidirected edges. Moreover, the essential MVR CG is then an EG.

**Lemma 2.** There exists a covG representing the same independence model as an essential MVR CG $G^*$ iff every non-collider in $G^*$ is shielded.

The definitions of the terms and the proofs of these theorems as well as an algorithm for finding the essential MVR CG of a certain MVR CG can be found in Appendix C.

### 3.2 MC operations

In this section, we propose eight operators that can be used to create a MC whose stationary distribution is the uniform distribution over the space of essential MVR CGs for a given number of nodes. Let $G_i$ be the essential MVR CG before the operation and $G_{i+1}$ the essential MVR CG after the operation. The operators are the following ones.

**Definition 2.** **MC Operators**

1. **Add Undirected Edge** Choose two nodes $X$ and $Y$ in $G_i$ uniformly and with replacement. If the two nodes are non-adjacent in $G_i$ and the graph resulting from adding an undirected edge between them is an essential MVR CG, then let $G_{i+1} = G_i \cup \{X-Y\}$, otherwise let $G_{i+1} = G_i$.

2. **Remove Undirected Edge** Choose two nodes $X$ and $Y$ in $G_i$ uniformly and with replacement. If the two nodes are neighbours in $G_i$ and the graph resulting from removing the undirected edge between them is an essential MVR CG, then let $G_{i+1} = G_i \setminus \{X-Y\}$, otherwise let $G_{i+1} = G_i$.

3. **Add Directed Edge** Choose two nodes $X$ and $Y$ in $G_i$ uniformly and with replacement. If the two nodes are non-adjacent in $G_i$ and the graph resulting from adding a directed edge from $X$ to $Y$ is an essential MVR CG, then let $G_{i+1} = G_i \cup \{X \rightarrow Y\}$, otherwise let $G_{i+1} = G_i$.

4. **Remove Directed Edge** Choose two nodes $X$ and $Y$ in $G_i$ uniformly and with replacement. If there exist a directed edge $X \rightarrow Y$ between them in $G_i$ and the graph resulting from removing the directed edge between them is an essential MVR CG, then let $G_{i+1} = G_i \setminus \{X \rightarrow Y\}$, otherwise let $G_{i+1} = G_i$.

5. **Add Bidirected Edge** Choose two nodes $X$ and $Y$ in $G_i$ uniformly and with replacement. If the two nodes are non-adjacent in $G_i$ and the graph resulting from adding a bidirected edge between them is an essential MVR CG, then let $G_{i+1} = G_i \cup \{X \leftrightarrow Y\}$, otherwise let $G_{i+1} = G_i$. 

---
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Finally, we can state the following lemmas.

**Lemma 1.** There exists a DAG representing the same independence model as an essential MVR CG $G^*$ iff $G^*$ contains no bidirected edges. Moreover, the essential MVR CG is then an EG.

**Lemma 2.** There exists a covG representing the same independence model as an essential MVR CG $G^*$ iff every non-collider in $G^*$ is shielded.

The definitions of the terms and the proofs of these theorems as well as an algorithm for finding the essential MVR CG of a certain MVR CG can be found in Appendix C.

### 3.2 MC operations

In this section, we propose eight operators that can be used to create a MC whose stationary distribution is the uniform distribution over the space of essential MVR CGs for a given number of nodes. Let $G_i$ be the essential MVR CG before the operation and $G_{i+1}$ the essential MVR CG after the operation. The operators are the following ones.
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1. **Add Undirected Edge** Choose two nodes $X$ and $Y$ in $G_i$ uniformly and with replacement. If the two nodes are non-adjacent in $G_i$ and the graph resulting from adding an undirected edge between them is an essential MVR CG, then let $G_{i+1} = G_i \cup \{X-Y\}$, otherwise let $G_{i+1} = G_i$.

2. **Remove Undirected Edge** Choose two nodes $X$ and $Y$ in $G_i$ uniformly and with replacement. If the two nodes are neighbours in $G_i$ and the graph resulting from removing the undirected edge between them is an essential MVR CG, then let $G_{i+1} = G_i \setminus \{X-Y\}$, otherwise let $G_{i+1} = G_i$.

3. **Add Directed Edge** Choose two nodes $X$ and $Y$ in $G_i$ uniformly and with replacement. If the two nodes are non-adjacent in $G_i$ and the graph resulting from adding a directed edge from $X$ to $Y$ is an essential MVR CG, then let $G_{i+1} = G_i \cup \{X \rightarrow Y\}$, otherwise let $G_{i+1} = G_i$.

4. **Remove Directed Edge** Choose two nodes $X$ and $Y$ in $G_i$ uniformly and with replacement. If there exist a directed edge $X \rightarrow Y$ between them in $G_i$ and the graph resulting from removing the directed edge between them is an essential MVR CG, then let $G_{i+1} = G_i \setminus \{X \rightarrow Y\}$, otherwise let $G_{i+1} = G_i$.

5. **Add Bidirected Edge** Choose two nodes $X$ and $Y$ in $G_i$ uniformly and with replacement. If the two nodes are non-adjacent in $G_i$ and the graph resulting from adding a bidirected edge between them is an essential MVR CG, then let $G_{i+1} = G_i \cup \{X \leftrightarrow Y\}$, otherwise let $G_{i+1} = G_i$. 
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Finally, we can state the following lemmas.

**Lemma 1.** There exists a DAG representing the same independence model as an essential MVR CG $G^*$ iff $G^*$ contains no bidirected edges. Moreover, the essential MVR CG is then an EG.

**Lemma 2.** There exists a covG representing the same independence model as an essential MVR CG $G^*$ iff every non-collider in $G^*$ is shielded.

The definitions of the terms and the proofs of these theorems as well as an algorithm for finding the essential MVR CG of a certain MVR CG can be found in Appendix C.
6. **Remove Bidirected Edge** Choose two nodes $X$ and $Y$ in $G_i$ uniformly and with replacement. If the two nodes are spouses in $G_i$ and the graph resulting from removing the bidirected edge between them is an essential MVR CG, then let $G_{i+1} = G_i \setminus \{X-Y\}$, otherwise let $G_{i+1} = G_i$.

7. **Add V-collider** Choose a node $X$ in $G_i$ uniformly. If $|\text{adj}_G(X)| \geq 2$ let $k = \text{rand}(1,|\text{adj}_G(X)|)$ and let $V_k$ be $k$ nodes taken uniformly from $\text{adj}_G(X)$ with replacement. If all edge-endings towards $X$ from every node in $V_k$ are non-arrows, and the graph resulting from replacing these edge-endings with arrows is an essential MVR CG, then let $G_{i+1}$ be such a graph. Otherwise let $G_{i+1} = G_i$.

8. **Remove V-collider** Choose a node $X$ in $G_i$ uniformly. If $|\text{adj}_G(X)| \geq 2$, let $k = \text{rand}(1,|\text{adj}_G(X)|)$ and let $V_k$ be $k$ nodes taken uniformly from $\text{adj}_G(X)$ with replacement. If all edge-endings towards $X$ from every node in $V_k$ are arrows, and the graph resulting from replacing these edge-endings with non-arrows is an essential MVR CG, then let $G_{i+1}$ be such a graph. Otherwise let $G_{i+1} = G_i$.

**Theorem 3.** The MC created from the operators in Definition 2 reaches the uniform distribution over the space of essential MVR CGs for the given number of nodes when the number of transitions goes to infinity.

### 3.3 Results

Using the MC operations described in [17] and those described above, LCGs and essential MVR CGs were sampled and the above described ratios calculated. Specifically, $1e+5$ LCGs and $1e+5$ essential MVR CGs were sampled with $1e+5$ transitions between each sample. The sampling was performed on a standard desktop computer (Intel core I5 2,8Gh with 4 GB memory) and took approximately 11 hours for 25 nodes. To check if the independence model represented by a LCG could be represented by a DAG or MN, we made use of the results in [5, Propositions 4.1 and 4.2]. To check if the independence model represented by an essential MVR CG could be represented by a DAG or covG, we made use of Lemma 1 and Lemma 2.

The calculated approximate ratios can be found in Tables 4 and 5. In addition to these, we also present the exact ratios found through enumeration for up to 5 nodes. Finally we have also added a third ratio, $R_{LWFpureCGs}$ resp. $R_{MVPureCGs}$, describing the ratio of pure LCGs resp. pure essential MVR CGs to all independence models representable by the corresponding interpretation. A pure LCG resp. essential MVR CG represents an independence model that cannot be represented by any DAG or MN resp. DAG or covG. Note that this is not equal to all the independence models that can be represented by LWF CGs minus those that can be represented by DAGs or MNs, since some models can be represented by both DAGs and MNs (and similarly for MVR CGs).

---

6With $\text{adj}_G(X)$, we mean the nodes adjacent to $X$ in the graph $G_i$. 

---
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Table 4: Exact and approximate $R_{LWFtoDAGs}$, $R_{LWFtoMNs}$ and $R_{LWFpureCGs}$ (in this order).

<table>
<thead>
<tr>
<th>NODES</th>
<th>EXACT</th>
<th>APPROXIMATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.00000</td>
<td>1.00000 0.00000</td>
</tr>
<tr>
<td>3</td>
<td>0.72727</td>
<td>1.00000 0.00000</td>
</tr>
<tr>
<td>4</td>
<td>0.32000</td>
<td>0.92500 0.06000</td>
</tr>
<tr>
<td>5</td>
<td>0.08000</td>
<td>0.76239 0.22861</td>
</tr>
<tr>
<td>6</td>
<td>0.01650</td>
<td>0.58293 0.40972</td>
</tr>
<tr>
<td>7</td>
<td>0.00321</td>
<td>0.41793 0.57975</td>
</tr>
<tr>
<td>8</td>
<td>0.00028</td>
<td>0.28602 0.71396</td>
</tr>
<tr>
<td>9</td>
<td>0.00018</td>
<td>0.19236 0.80764</td>
</tr>
<tr>
<td>10</td>
<td>0.00001</td>
<td>0.12862 0.87137</td>
</tr>
<tr>
<td>11</td>
<td>0.00000</td>
<td>0.08309 0.91691</td>
</tr>
<tr>
<td>12</td>
<td>0.00000</td>
<td>0.05544 0.94546</td>
</tr>
<tr>
<td>13</td>
<td>0.00000</td>
<td>0.03488 0.96512</td>
</tr>
<tr>
<td>14</td>
<td>0.00000</td>
<td>0.02371 0.97629</td>
</tr>
<tr>
<td>15</td>
<td>0.00000</td>
<td>0.01518 0.98482</td>
</tr>
<tr>
<td>16</td>
<td>0.00000</td>
<td>0.00963 0.99037</td>
</tr>
<tr>
<td>17</td>
<td>0.00000</td>
<td>0.00616 0.99384</td>
</tr>
<tr>
<td>18</td>
<td>0.00000</td>
<td>0.00382 0.99733</td>
</tr>
<tr>
<td>19</td>
<td>0.00000</td>
<td>0.00267 0.99991</td>
</tr>
<tr>
<td>20</td>
<td>0.00000</td>
<td>0.00166 0.99999</td>
</tr>
<tr>
<td>21</td>
<td>0.00000</td>
<td>0.00105 0.99999</td>
</tr>
<tr>
<td>22</td>
<td>0.00000</td>
<td>0.00079 0.99999</td>
</tr>
<tr>
<td>23</td>
<td>0.00000</td>
<td>0.00035 0.99999</td>
</tr>
<tr>
<td>24</td>
<td>0.00000</td>
<td>0.00014 0.99999</td>
</tr>
<tr>
<td>25</td>
<td>0.00000</td>
<td>0.00001 0.99999</td>
</tr>
</tbody>
</table>

Regarding the accuracy of the approximations, we can see that in both tables the approximations agree well with the exact values. Moreover, plotting the approximated values results in smooth curves, indicating that the LCGs and essential MVR CGs were sampled from an almost uniform distribution. This is further supported by plots of the average number of directed edges, undirected edges or bidirected edges. We omit this results for brevity. For more than 25 nodes, we could however notice inconsistencies in the approximations indicating that not enough MC transitions were performed.

Regarding the approximate ratios themselves, we can see that $R_{LWFtoDAGs}$ and $R_{MVRtoDAGs}$ decrease exponentially when the number of nodes grows. This agrees well with previous results. However, we are the first to identify this trend. Specifically, for more than three nodes, the approximate (and exact) $R_{LWFtoDAGs}$ resp. $R_{MVRtoDAGs}$ almost perfectly follows the curve $9.379 \times 0.6512^n$ resp. $5.352 \times 0.6614^n$ where $n$ is the number of nodes. Moreover, as $R_{LWFtoMNs}$ and $R_{MVRtoCovGs}$ suggest, MNs and covGs can only represent a very small set of the independence models that CGs and also DAGs can represent. Already for 10 nodes the ratios are $\leq 1e^{-5}$ and hence, since only $1e+5$ graphs were sampled, they are unreliable. Finally, we can see that $R_{LWFpureCGs}$ and $R_{MVRpureCGs}$ grow very fast so that they are $\geq 0.99$ for already 15 nodes. Hence, this indicates that there is a large gain in using the more advanced class of CGs compared to DAGs, MNs or covGs.

Note that we can obtain approximate numbers of LCGs and essential
MVR CGs for up to 25 nodes by just multiplying the inverse of \( R_{LWFtoMN} \) and \( R_{MVRtoCovGs} \) by the corresponding number of independence models that can be represented by MNs and covGs, which is \( 2^{n(n-1)/2} \) for \( n \) nodes. Alternatively, we can multiply the inverse of \( R_{LWFtoDAG} \) and \( R_{MVRtoDAGs} \) by the numbers of EGs, which are known exactly for up to 10 nodes or can be estimated for up to 31 nodes as we have described in Section 2.1.

### 4 Discussion

In [10], it is shown that \( \frac{\#EGs}{\#DAGs} \approx 0.27 \) for 7-10 nodes. We have shown in this paper that \( \frac{\#EGs}{\#DAGs} \approx 0.26-0.28 \) for 11-31 nodes. These results indicate that the average Markov equivalence class size is 3.6-3.9 and, thus, one should not expect more than a moderate gain in efficiency when searching the space of EGs instead of the space of DAGs. We have also shown that a large majority of the classes have a size relatively close to the average size of 3.6-3.9 and, thus, this average value may be a reasonable estimate of the size of a randomly chosen class. We have also shown that \( \frac{\#CEGs}{\#CDAGs} \approx 0.26-0.28 \) for 6-31 nodes and, thus, \( \frac{\#CEGs}{\#CDAGs} \approx \frac{\#EGs}{\#DAGs} \). Therefore, when searching the space of EGs, the fact that some of the EGs visited will most likely be connected does not seem to imply any additional gain in efficiency beyond that due to searching the space of EGs instead of the space of DAGs.

Some questions that remain open and that we would like to address in

Table 5: Exact and approximate \( R_{MVRtoDAGs} \), \( R_{MVRtoCovGs} \) and \( R_{MVRpureCGs} \) (in this order).

<table>
<thead>
<tr>
<th>NODES</th>
<th>EXACT</th>
<th>APPROXIMATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.00000 1.00000 0.00000</td>
<td>1.00000 1.00000 0.00000</td>
</tr>
<tr>
<td>3</td>
<td>0.54545 1.00000 0.00000</td>
<td>0.72547 1.00000 0.00000</td>
</tr>
<tr>
<td>4</td>
<td>0.10714 0.82589 0.10714</td>
<td>0.28550 0.82345 0.10855</td>
</tr>
<tr>
<td>5</td>
<td>0.00807 0.59674 0.36762</td>
<td>0.00967 0.59000 0.36787</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>0.01241 0.03985 0.95921</td>
</tr>
<tr>
<td>7</td>
<td>0.00187 0.28875 0.71145</td>
<td>0.00260 0.19507 0.80455</td>
</tr>
<tr>
<td>8</td>
<td>0.00002 0.13986 0.80369</td>
<td>0.00002 0.13968 0.80369</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>0.00000 0.08663 0.91327</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>0.00000 0.05653 0.94347</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>0.00000 0.03771 0.96229</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>0.00000 0.02385 0.96715</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>0.00000 0.01592 0.98408</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td>0.00000 0.00983 0.99017</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td></td>
<td>0.00000 0.00644 0.99356</td>
</tr>
<tr>
<td>17</td>
<td>0.00000 0.00485 0.99515</td>
<td>0.00000 0.00267 0.99733</td>
</tr>
<tr>
<td>18</td>
<td>0.00000 0.00191 0.99869</td>
<td>0.00000 0.00083 0.99917</td>
</tr>
<tr>
<td>19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>0.00000 0.00112 0.99988</td>
</tr>
<tr>
<td>21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>0.00000 0.00053 0.99922</td>
<td>0.00000 0.00048 0.99952</td>
</tr>
<tr>
<td>23</td>
<td>0.00000 0.00003 0.99965</td>
<td>0.00000 0.00017 0.99965</td>
</tr>
<tr>
<td>24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.00000 0.00001 0.99986</td>
<td></td>
</tr>
</tbody>
</table>
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the future are checking whether $\frac{\#\text{CEGs}}{\#\text{CDAGs}} \approx \frac{\#\text{DEGs}}{\#\text{DDAGs}}$, and computing the asymptotic ratios of EGs to DAGs, EDAGs to EGs, CEGs to CDAGs, and of CEGs to EGs. Recall that in this paper we have proven that the asymptotic ratio of CDAGs to DAG is 1. Another topic for further research, already mentioned in [17], would be improving the graphical modifications that determine the MC transitions, because they rather often produce a graph that is not an EG. Specifically, the MC transitions are determined by choosing uniformly one out of seven modifications to perform on the current EG. Actually, one of the modifications leaves the current EG unchanged. Therefore, around 14% of the modifications cannot change the current EG and, thus, 86% of the modifications can change the current EG. In our experiments, however, only 6-8% of the modifications change the current EG. The rest up to the mentioned 86% produce a graph that is not an EG and, thus, they leave the current EG unchanged. This problem has been previously pointed out in [18]. Furthermore, he presents a set of more complex modifications that are claimed to alleviate the problem just described. Unfortunately, no evidence supporting this claim is provided. More recently, He et al. have proposed an alternative set of modifications having a series of desirable features that ensure that applying the modifications to an EG results in a different EG [13]. Although these modifications are more complex than those in [17], the authors show that their MCMC approach is thousands of times faster for 3, 4 and 6 nodes [13, pp. 17-18]. However, they also mention that it is unfair to compare these two approaches: Whereas $1e+4$ MCs of $1e+6$ transitions each are run in [17] to obtain a sample, they only run one MC of between $1e+4$ and $1e+5$ transitions. Therefore, it is not clear how their MCMC approach scales to 10-30 nodes as compared to the one in [17]. The point of developing modifications that are more effective than ours at producing EGs is to make a better use of the running time by minimizing the number of graphs that have to be discarded. However, this improvement in effectiveness has to be weighed against the computational cost of the modifications, so that the MCMC approach still scales to the number of nodes of interest.

In this paper, we have also studied the LWF and MVR interpretations of CGs and shown that only a very small portion of the independence models represented by these can be represented by DAGs, MNs or covGs. More specifically, we have identified that this ratio decreases exponentially when the number of nodes grows. During the process to obtain this results, we have defined and characterized a unique representative for each independence model representable by MVR CGs similar to LCGs for LWF CGs and EGs for DAGs. This allows for future research in what independence models MVR CGs can represent as well how the number of members varies in the different Markov equivalence classes of MVR CGs. In the future, it would also be interesting to look further on how the results for these two interpretations relate to similar results for the AMP interpretation of CGs. Apart from these topics, a future follow-up work could of course consider...
larger number of nodes. For the MC operations described here for CGs, only about 8\% of the MC transitions were successful, similarly as noted for DAGs. In our experiments, we also observed that the majority of the runtime was spent on checking whether the modified graphs were LCGs or essential MVR CGs. Both these checks can however be done in polynomial time but they can of course be improved, e.g. it may be the case that the check can be done locally depending on the operation applied. One problem with increasing the number of nodes in the experiments is however that $R_{\text{LWFtoDAGs}}$ and $R_{\text{MVRtoDAGs}}$ decrease exponentially with the number of nodes. Hence, to get good approximations, the number of graphs sampled would also have to be increased exponentially. For instance, according to the equations fitted to the approximate ratios reported, we can estimate that $R_{\text{MVRtoDAGs}}$ is approximately 2e-5 for 30 nodes, and hence only two essential MVR CGs whose independence models could be represented by a DAGs would be sampled for a sample size of 1e + 5.

Appendix A: Counting CDAGs

Let $A(x)$ denote the exponential generating function for DAGs. That is,

$$A(x) = \sum_{k=1}^{\infty} \frac{A_k}{k!} x^k$$

where $A_k$ denotes the number of DAGs of order $k$. Likewise, let $a(x)$ denote the exponential generating function for CDAGs. That is,

$$a(x) = \sum_{k=1}^{\infty} \frac{a_k}{k!} x^k$$

where $a_k$ denotes the number of CDAGs of order $k$. Note that $A_k$ can be computed without having to resort to enumeration by [20, Equation 8]. However, we do not know of any formula to compute $a_k$ without enumeration. Luckily, $a_k$ can be computed from $A_k$ as follows. First, note that

$$1 + A(x) = e^{a(x)}$$

as shown by [12, pp. 8-9]. Now, let us define $A_0 = 1$ and redefine $A(x)$ as

$$A(x) = \sum_{k=0}^{\infty} \frac{A_k}{k!} x^k,$$

i.e. the summation starts with $k = 0$. Then,

$$A(x) = e^{a(x)}.$$

Consequently,

$$\frac{a_n}{n!} = \frac{A_n}{n!} - (\sum_{k=1}^{n-1} \frac{a_k}{k!} \frac{A_{n-k}}{(n-k)!})/n$$
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as shown by [12, pp. 8-9], and thus

\[ a_n = A_n - \left( \sum_{k=1}^{n-1} \binom{n}{k} a_k A_{n-k} \right) / n. \]

See also [6, pp. 38-39]. Moreover, according to [1, Sequence A082402], the result in this appendix has previously been reported in [19]. However, we could not gain access to that paper to confirm it.

Appendix B: Asymptotic Behavior of CDAGs

**Theorem 4.** The ratio of CDAGs of order \( n \) to DAGs of order \( n \) tends to 1 as \( n \) tends to infinity.

**Proof.** Let \( A_n \) and \( a_n \) denote the numbers of DAGs and CDAGs of order \( n \), respectively. Specifically, we prove that \( (A_n/n!)/(a_n/n!) \to 1 \) as \( n \to \infty \). By [26, Theorem 6], this holds if the following three conditions are met:

(i) \( \log((A_n/n!)/(A_{n-1}/(n-1)!)) \to \infty \) as \( n \to \infty \),

(ii) \( \log((A_{n+1}/(n+1)!)/(A_n/n!)) \geq \log((A_n/n!)/(A_{n-1}/(n-1)!)) \) for all large enough \( n \), and

(iii) \( \sum_{k=1}^{\infty} (A_k/k!)^2/(2A_k/(2k)!)) \) converges.

We start by proving that the condition (i) is met. Note that from every DAG \( G \) over the nodes \( \{v_1, \ldots, v_{n-1}\} \) we can construct \( 2^{n-1} \) different DAGs \( H \) over \( \{v_1, \ldots, v_n\} \) as follows: Copy all the arrows from \( G \) to \( H \) and make \( v_n \) a child in \( H \) of each of the \( 2^{n-1} \) subsets of \( \{v_1, \ldots, v_{n-1}\} \). Therefore,

\[ \log((A_n/n!)/(A_{n-1}/(n-1)!)) \geq \log(2^{n-1}/n) \]

which clearly tends to infinity as \( n \) tends to infinity.

We continue by proving that the condition (ii) is met. Every DAG over the nodes \( V \cup \{w\} \) can be constructed from a DAG \( G \) over \( V \) by adding the node \( w \) to \( G \) and making it a child of a subset \( P_a \) of \( V \). If a DAG can be so constructed from several DAGs, we simply consider it as constructed from one of them. Let \( H_1, \ldots, H_m \) represent all the DAGs so constructed from \( G \). Moreover, let \( P_{a_i} \) denote the subset of \( V \) used to construct \( H_i \) from \( G \). From each \( P_{a_i} \), we can now construct \( 2m \) DAGs over \( V \cup \{w\} \) as follows: (i) Add the node \( u \) to \( H_i \) and make it a child of each subset \( P_{a_j} \cup \{w\} \) with \( 1 \leq j \leq m \), and (ii) add the node \( u \) to \( H_i \) and make it a parent of each subset \( P_{a_j} \cup \{w\} \) with \( 1 \leq j \leq m \). Therefore, \( A_{n+1}/A_n \geq 2A_n/A_{n-1} \) and thus

\[ \log((A_{n+1}/(n+1)!)/(A_n/n!)) = \log(A_{n+1}/A_n) - \log(n+1) \]

\[ \geq \log(2A_n/A_{n-1}) - \log(n+1) \geq \log(2A_n/A_{n-1}) - \log(2n) = \log(A_n/A_{n-1}) - \log n \]

\[ = \log((A_n/n!)/(A_{n-1}/(n-1)!)). \]
Finally, we prove that the condition (iii) is met. Let $G$ and $G'$ denote two (not necessarily distinct) DAGs of order $k$. Let $V = \{v_1, \ldots, v_k\}$ and $V' = \{v'_1, \ldots, v'_k\}$ denote the nodes in $G$ and $G'$, respectively. Consider the DAG $H$ over $V \cup V'$ that has the union of the arrows in $G$ and $G'$. Let $w$ and $w'$ denote two nodes in $V$ and $V'$, respectively. Let $S$ be a subset of size $k-1$ of $V \cup V' \setminus \{w, w'\}$. Now, make $w$ a parent in $H$ of all the nodes in $S \cap V'$, and make $w'$ a child in $H$ of all the nodes in $S \cap V$. Note that the resulting $H$ is a DAG of order $2k$. Note that there are $k^2$ different pairs of nodes $w$ and $w'$. Note that there are $\binom{2k-2}{k-1}$ different subsets of size $k-1$ of $V \cup V' \setminus \{w, w'\}$. Note that every choice of DAGs $G$ and $G'$, nodes $w$ and $w'$, and subset $S$ gives rise to a different DAG $H$. Therefore, $A_{2k}/A_{k}^2 \geq k^2 \binom{2k-2}{k-1}$ and thus

$$\sum_{k=1}^{\infty} \frac{(A_{2k}/k!)^2}{(A_{2k}/(2k)!)} = \sum_{k=1}^{\infty} \frac{A_{k}^2(2k)!}{(A_{2k}k!)^2} \leq \sum_{k=1}^{\infty} \frac{(k-1)!(k-1)!(2k)!}{(k^2(2k-2)!k!)^2} = \sum_{k=1}^{\infty} \frac{4k-2}{k^3}$$

which clearly converges.

\[ \square \]

Appendix C: Proof for Section 3

In this appendix we give the proofs for the theorems defined in Section 3. These proofs do however require some more notation to be defined. Hence this section will start with a notation subsection. This is then followed by the proofs for essential MVR CGs and finally the proof of Theorem 3 is given.

Notation

All graphs are defined over a finite set of variables $V$. If a graph $G$ contains an edge between two nodes $V_1$ and $V_2$, we denote with $V_1 \rightarrow V_2$ a directed edge, with $V_1 \leftrightarrow V_2$ a bidirected edge and with $V_1 \leftarrow V_2$ an undirected edge. By $V_1 \leftrightarrow V_2$ we mean that either $V_1 \rightarrow V_2$ or $V_1 \leftarrow V_2$ is in $G$. By $V_1 \rightarrow V_2$ we mean that either $V_1 \rightarrow V_2$ or $V_1 \leftarrow V_2$ is in $G$. By $V_1 \leftrightarrow V_2$ we mean that there exists an edge between $V_1$ and $V_2$ in $G$. A set of nodes is said to be complete if there exist edges between all pairs of nodes in the set. Moreover we say that the edge $V_1 \leftarrow V_2$ has an arrowhead towards $V_1$ and a non-arrowhead towards $V_2$.

The \textit{parents} of a set of nodes $X$ of $G$ is the set $\text{pa}_G(X) = \{V_i | V_1 \rightarrow V_2$ is in $G, V_1 \notin X$ and $V_2 \in X\}$. The \textit{children} of $X$ is the set $\text{ch}_G(X) = \{V_i | V_2 \rightarrow V_1$ is in $G, V_1 \notin X$ and $V_2 \in X\}$. The \textit{spouses} of $X$ is the set $\text{sp}_{G}(X) = \{V_i | V_1 \leftrightarrow V_2$ is in $G, V_1 \notin X$ and $V_2 \in X\}$. The \textit{neighbours} of $X$ is the set $\text{nb}_{G}(X) = \{V_i | V_1 \rightarrow V_2$ is in $G, V_1 \notin X$ and $V_2 \in X\}$. The \textit{boundary} of $X$ is the set $\text{bd}_G(X) = \text{pa}_G(X) \cup \text{nb}_G(X) \cup \text{sp}_{G}(X)$. The \textit{adjacents} of $X$
is the set \( \text{ad}_G(X) = \{ V_1 | V_1 \rightarrow V_2, V_1 \leftarrow V_2, V_1 \leftrightarrow V_2 \text{ or } V_1 - V_2 \text{ is in } G, V_1 \notin X \text{ and } V_2 \in X \} \).

A route from a node \( V_1 \) to a node \( V_n \) in \( G \) is a sequence of nodes \( V_1, \ldots, V_n \) such that \( V_i \in \text{ad}_G(V_{i+1}) \) for all \( 1 \leq i < n \). A path is a route containing only distinct nodes. The length of a path is the number of edges in the path. A path is called a cycle if \( V_n = V_1 \). A path is descending if \( V_i \in \text{pa}_G(V_{i+1}) \cup \text{sp}_G(V_{i+1}) \cup \text{nb}_G(V_{i+1}) \) for all \( 1 \leq i < n \). A path \( \pi = V_1, \ldots, V_n \) is minimal if there exists no other path \( \pi_2 \) between \( V_1 \) and \( V_n \) st \( \pi_2 \subset \pi \) holds. The descendants of a set of nodes \( X \) of \( G \) is the set \( \text{de}_G(X) = \{ V_n \mid \text{there is a descending path from } V_1 \text{ to } V_n \text{ in } G, V_1 \in X \text{ and } V_n \notin X \} \). A path is strictly descending if \( V_i \in \text{pa}_G(V_{i+1}) \) for all \( 1 \leq i < n \). The strict descendants of a set of nodes \( X \) of \( G \) is the set \( \text{sd}_{de}(X) = \{ V_n \mid \text{there is a strict descending path from } V_1 \text{ to } V_n \text{ in } G, V_1 \in X \text{ and } V_n \notin X \} \). The ancestors (resp. strict ancestors) of \( X \) is the set \( \text{an}_G(X) = \{ V_i | V_i \in \text{de}_G(V_1), V_1 \notin X, V_i \in X \} \) (resp. \( \text{sanc}_G(X) = \{ V_i | V_i \in \text{sd}_{de}(V_1), V_1 \notin X, V_i \in X \} \)). A cycle is called a semi-directed cycle if it is descending and \( V_i \rightarrow V_{i+1} \) is in \( G \) for some \( 1 \leq i < n \).

An undirected (resp. bidirected) component \( C \) of a graph is a maximal (wrt set inclusion) set of nodes such that there exists a path between every pair of nodes in \( C \) containing only undirected edges (resp. bidirected edges). If the type (undirected resp. bidirected) is not specified we mean either type of component. We denote the set of all connectivity components in a graph \( G \) by \( \text{cc}(G) \) and the component to which a set of nodes \( X \) belong in \( G \) by \( \text{cc}_{G}(X) \). A subgraph of \( G \) is a subset of nodes and edges in \( G \). A subgraph of \( G \) induced by a set of its nodes \( X \) is the graph over \( X \) that has all and only the edges in \( G \) whose both ends are in \( X \).

In this appendix we deal with three classes of graphs: directed acyclic graphs (DAGs), multivariate regression chain graphs (MVR CGs) and joined chain graphs (JCGs). A DAG contains only directed edges and no semi-directed cycles. A MVR CG is a graph containing only directed and bidirected edges but no semi-directed cycles. JCGs are a subclass of joined graphs that were introduced by Ali et al. in 2005 [2]. Ali et al. define joined graphs to be graphs created by joining ancestral graphs. JCGs have a similar definition with the exception that the graphs joined must be MVR CGs of the same Markov equivalence class. Hence we can define JCGs as:

**Definition 3.** Joined Chain Graph If \( G_1 \) and \( G_2 \) are two MVR CGs belonging to the same Markov equivalence class then define the joined chain graph \( G = G_1 \lor G_2 \) to be the graph with the same adjacencies such that, on an edge between \( X \) and \( Y \),

1. there is an arrowhead towards \( X \) in \( G \) only if there is an arrowhead towards \( X \) in both \( G_1 \) and \( G_2 \),
2. there is a no arrowhead towards \( X \) in \( G \) if there is no arrowhead in towards \( X \) in either \( G_1 \) or \( G_2 \).

Let \( X, Y \) and \( Z \) denote three disjoint subsets of \( V \). We say that \( X \)
a path is said to be d-connecting iff (1) every non-collider on the path is not in Z, (2) every collider on the path is in Z or san_G(Z) and (3) no arrowheads meet any undirected edges. A node B is said to be a collider in a JCG, MVR CG or DAG G between two nodes A and C on a path if one of following configuration exists in G: A B C while for any other configuration (A B C or A B C) is considered a non-collider. Note that the definition simplifies somewhat for example MVR CGs since they cannot contain any undirected edges. We also say that a collider resp. non-collider is shielded if A and C is adjacent, otherwise we say that it is unshielded.

The independence model M induced by a graph G, denoted as I(G) or I_{PGM-class}(G), is the set of separation statements X⊥_G Y/Z that hold in G according to the interpretation to which G belongs or the subscripted PGM-class. We say that two graphs G and H are Markov equivalent (under the same interpretation) or that they are in the same Markov equivalence class iff I(G) = I(H). If an arrowhead occurs on an edge between the same nodes in all graphs of a Markov equivalence class we say that it is indifferent, otherwise we say that it is not indifferent. Moreover we also say that an edge is indifferent if it exists in every graph of a Markov equivalence class. Finally we do also define the skeleton of a graph G as a graph with the same structure as G with the exception that all edges have been replaced by undirected edges.

**Essential MVR CGs**

As noted in section 3.1 an essential MVR CG G* of a MVR CG G if it has the same skeleton as G and contain all and only the arrowheads that are shared by all MVR CGs in the Markov equivalence class of G. Hence another definition can be that the essential MVR CG G* of a MVR CG G is the JCG created when all MVR CGs in the Markov equivalence class of G are joined.

We can now go on to prove Theorem 1:

**Proof.** From [25, Theorem 1] we know that any other MVR CG G' in the same Markov equivalence class as G must contain the same adjacencies as well as the same unshielded colliders. Since a collider over a node Y between two nodes X and Z is a subgraph of the form X Y Z with arrowheads towards Y we know that these arrowheads must be in every MVR CG G' in the same Markov equivalence class as G. Hence we know that the collider also must be in G*. Since the definition of d-separation is the same for the JCGs and MVR CGs, and no new colliders can be created or removed when graphs of the same Markov equivalence class are joined, we know that the theorem must hold.
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For the proofs for the remainder of the theorems in subsection 3.1 we do however need to show how an essential MVR CG $G^*$ can be found from a MVR CG $G$. In their work of presenting essential graphs for AGs Ali et al. defines an algorithm for transforming an ancestral graph into its essential graph. Since MVR CGs are a subclass of AGs this algorithm do of course also work for creating the essential MVR CG of some MVR CG. However, just like for the characteristics some simplifications (and optimizations) can be made if one only considers the more restricted MVR CGs. The goal of the algorithm is to find all indifferent arrowheads in a graph, i.e. all the arrowheads that must exist in all graphs of that Markov equivalent class. This is exactly what is done in (parts of) the PC-algorithm and hence the MVR CG PC-algorithm [21] can be used to transform a MVR CG into its essential graph. If one studies the algorithm given by Ali et al. it can in fact also be seen that if it is simplified to only work for MVR CGs it becomes similar to the MVR CG PC-algorithm. We have here added the MVR-PC-algorithm (row 2 to 9) slightly modified to find the essential graph:

**Transformation Algorithm**

Given a MVR CG $G$ the algorithm learns a joined graph $G^*$ that is the essential graph of $G$

1. Let $G^*$ be the skeleton of $G$.
2. Orient any induced subgraph $X \leftrightarrow Y \rightarrow Z$ in $G^*$ to $X \rightarrow Y \leftarrow Z$ if $X$ and $Z$ form an unshielded collider over $Y$ in $G$.
3. Apply the rules in Figure 1 onto $G^*$ until no further arrowheads are added.

**Algorithm 1:** Transformation algorithm

**Theorem 5.** The transformation algorithm given in Algorithm 1 is correct and always learns the essential MVR CG $G^*$ given an MVR CG $G$ as input.

**Proof.** To see that the transformation algorithm is correct we have to show two things. First, that the algorithm given in Algorithm 1 gives the same result as the first 9 lines of the PC-algorithm for MVR CGs [21] when we have a MVR CG $G$ instead of a probability distribution $p$ faithful to $G$ as input. Here we know that line 1 to 7 in the MVR CG PC-algorithm finds the skeleton of $G$, and hence, since we already have the skeleton of $G$, can be replaced by line 1 in the transformation algorithm shown here. We can also replace rule 0 in line 8 in the MVR CG PC-algorithm by line 2 in the transformation algorithm since we know that any node $B$ for which rule 0 can be applicable must be an unshielded collider in $G$. Finally line 9 in the MVR CG PC-algorithm can be replaced by line 3 here since we know that all unshielded colliders are found and orientated in $G^*$ in line 2 in the transformation algorithm. Hence for any triplet of nodes $A, B, C$, st the induced subgraph $A \leftrightarrow B \rightarrow$ exists in $G^*$, $B$ must be in the separator of $A$ and $C$ if it reaches line 3. Hence this prerequisite can be removed from the rules, which are otherwise the same as for the MVR CG PC-algorithm.
Secondly, we must show that first 9 lines of the MVR-PC algorithms gives the essential graph. This follows directly from that all the rules are sound [21, Lemma 3] and that any node can be chosen to be node of order 0 when orientating the remaining undirected edges in line 10 to 14. That the rules are sound means that the arrowheads introduced must exist in every MVR CG of the Markov equivalence class of $G$. Hence all arrowheads in $G^*$ after line 3 in Algorithm 1 are indifferent in the Markov equivalence class of $G$. That any node can be chosen to have order 0 means that any remaining undirected edge can be orientated as a directed edge in either direction and the resulting MVR CG can still belong to the same Markov equivalence class if the rest of the undirected edges are oriented appropriately. Hence all undirected edges $X \rightarrow Y$ have at least one MVR CG $G_1$ st $I(G_1) = I(G)$ where the edge $X \rightarrow Y$ exists in $G_1$ and one MVR CG $G_2$ st $I(G_2) = I(G)$ where the edge $X \leftarrow Y$ exists in $G_2$.

Having this transformation algorithm we can now define some characteristics of essential MVR CGs:

**Lemma 3.** For any essential MVR CG $G^*$ we know that:

1. All bidirected edges are indifferent in the Markov equivalence class of MVR CGs that $G^*$ is the essential MVR CG for.
2. No undirected edge can share an endnode with a bidirected edge.
3. An induced subgraph of the form $A \rightarrow B \rightarrow C$ cannot exist in an essential MVR CG. Hence all nodes in any undirected component must share the same parents.
4. Any undirected component is chordal.
5. No semi-directed cycles can occur.

Proof. Point 1 follows directly from that all arrowheads are indifferent.
Point 2 follows from [21, Lemma 7].
Point 3 must hold or the first rule in Figure 1 would be applicable which is a contradiction.
Point 4 follows from [21, Lemma 8].
Point 5 must hold since we know that there exist a MVR CG $G$ with the same directed and bidirected edges as $G^*$ but where every undirected edge is made directed st $I(G) = I(G^*)$. Hence we know that no semi-directed cycle can occur in $G^*$ with only directed and bidirected edges since such a semi-directed cycle then would occur in $G$ which is a contradiction. On the other hand, if an undirected edge $X \rightarrow Y$ is part of the semi-directed cycle we know that $\text{pa}_{G^*}(X) = \text{pa}_{G^*}(Y)$ by point 3 above, and hence there must also exist a semi-directed cycle without the undirected edge in $G^*$ because $X$ and $Y$ have no spouses by point 2 above. This reasoning can be repeated for every undirected edge in the semi-directed cycle. This means that if there existed a semi-directed cycle containing undirected edges there also must exist a semi-directed cycle without any undirected edges, which we know cannot be the case. Hence we have a contradiction.

Which finally allows us to prove Theorem 2:

Proof. We will first prove that if any of the conditions are not fulfilled than the graph cannot be an essential MVR CG. Point 1 follows directly from point 5 in Lemma 3. Point 2 follows from the definition of indifferent arrowheads. Point 3 follows from point 4 in Lemma 3 and point 4 follows from point 2 and 3 in Lemma 3.

To show that the graph must be an essential MVR CG it is enough to show that if the conditions are fulfilled then an MVR CG exists in the same Markov equivalence class since we know that all arrowheads in $G$ are indifferent. Hence we need to show that the undirected edges in $G$ can be oriented as directed edges st no new unshielded colliders are added or semi-directed cycles are created. Since the undirected components are chordal we know that there exists a way to orient every edge as a directed edge st no semi-directed cycles or unshielded colliders are added including only the oriented edges [14, Theorem 4.13]. However, we still need to show that no new unshielded colliders or semi-directed cycles are created including the already directed edges in $G$. To see this note that no new unshielded colliders can be created since $\text{pa}_{G^*}(X) = \text{pa}_{G^*}(Y)$ and $\text{sp}_{G^*}(X) = \text{sp}_{G^*}(Y) = \emptyset$ for any two $X$ and $Y$ in the same undirected component. In addition, since all nodes in the same undirected component share the same parents it follows that if a semi-directed cycle, including a directed edge in $G$, would be created when the undirected edges are oriented, then there also must exist a semi-directed cycle in $G$. From point 1 we do however know that this is not the case, and
hence there must exist an MVR CG in the same Markov equivalence class as $G$ for which the undirected edges have been oriented.

We can also prove Lemma 1 given in section 3:

**Proof.** Let $\mathcal{G}$ be the Markov equivalence class of $G^*$. That a DAG $G \in \mathcal{G}$ exists must hold since we know that there exist a MVR CG $G' \in \mathcal{G}$ with the same structure as $G^*$ with the exception that all undirected edges have been replaced by directed edges. Hence $G'$ only contains directed edges and hence is a DAG. That no DAG exists if $G^*$ contains any bidirected edge we simply have to note that DAGs is a subclass of essential MVR CGs and that all arrowheads are indifferent in an essential MVR CG. Hence there can exist no member in the Markov equivalence class not containing the bidirected edge.

To see that $G^*$ is the essential graph we can note the following. For any MVR CG $G' \in \mathcal{G}$ there must exist a DAG $G$ st all arrowheads in $G$ exist in $G'$ since $G'$ only can contain bidirected edges where $G$ contains directed edges. Hence it is enough to join every DAG in $\mathcal{G}$ to get the essential MVR CG $G^*$ and hence, since this is a way the essential graph can be created [4] for DAGs, $G^*$ must be the essential graph of $\mathcal{G}$.

As well as Lemma 2:

**Proof.** Let $\mathcal{G}$ be the Markov equivalence class of $G^*$. We know that a $\text{covG} G \in \mathcal{G}$ must exist if there exists no non-shielded non-colliders in $G^*$ since for all triplets $X,Y$ and $Z$, st $G^*$ the induced subgraph $X \leftrightarrow Y \leftrightarrow Z$, $X$ and $Z$ must form an unshielded collider over $Z$. Hence all edges in $G^*$ can be replaced by bidirected edges to get $G$ st $I(G) = I(G^*)$. To see that no $\text{covG} G \in \mathcal{G}$ can exist if there exist a non-shielded non-collider in $G^*$ let this non-collider be over $Y$ st the induced subgraph $X \leftrightarrow Y \sim Z$ exists in $G^*$ st $X$ is a non-descendant of $Z$. Clearly $G$ must have the same adjacencies as $G^*$ since $\text{covG}$s is a subclass of essential MVR CGs and hence the induced subgraph $X \leftrightarrow Y \sim Z$ must exist in $G$. However, since $G$ only contains bidirected edges this would mean that $X \perp G Z \mid Y \cup \text{pa}_G(Z)$ while $X_{1\ldots G},Z[Y \cup \text{pa}_G(Z)]$ must hold. Hence we have a contradiction.

Finally we also state one more lemma about the structure of JCGs that is used later in the appendix.

**Lemma 4.** The arrowhead on any directed edge that shares an endnode with an indifferent bidirected edge in a JCG must be indifferent itself.

**Proof.** This follows from the fact that a bidirected edge cannot share an endnode with an undirected edge in an essential MVR CG as denoted in point 2 in Lemma 3. This means there can exist no directed edge $X \rightarrow Y$ in a MVR CG $G$ st there exist another MVR CG $G'$ of the same Markov equivalence class containing $X \sim Y$ if $X$ or $Y$ is an endnode of a bidirected edge. Hence the arrowhead must be indifferent.
MCMC operators

The rest of the appendix is devoted to proving Theorem 3. This is performed by first giving the proof of the theorem which then uses lemmas defined later in the appendix. This structure does hopefully allow the reader to get a better understanding why the lemmas are needed and what they will be used for. Hence we first give the proof of Theorem 3:

Proof. Since we know that the possible states are the essential MVR CGs we need to prove two things; first that the Markov chain has a unique stationary distribution and secondly that this is the uniform distribution. The formed is proven if we show that the operators have the properties aperiodicity, i.e. that the Markov chain does not end up in the same state periodically, and irreducibility, i.e. that any state can be reached from any other state. The latter is proven if we can show that the operators have the property reversibility, i.e. that the probability of transition from one state to another is equal to the probability of going to the latter state to the former.[11]

To prove aperiodicity we only need to show that there exists a positive probability of ending up in the same state in two consequent transitions (given that irreducibility holds) [11]. This obviously holds since there must always exist an operation that for a set of certain nodes will result in that $G_{i+1} = G_i$ (i.e. if "Add undirected edge" operation for two nodes $A$ and $B$ is possible, then the "Remove undirected edge" operation for the two nodes $A$ and $B$ cannot be possible).

To prove irreducibility we only need to show that there exists a positive probability of ending up in the same state in two consequent transitions (given that irreducibility holds) [11]. This obviously holds since there must always exist an operation that for a set of certain nodes will result in that $G_{i+1} = G_i$ (i.e. if "Add undirected edge" operation for two nodes $A$ and $B$ is possible, then the "Remove undirected edge" operation for the two nodes $A$ and $B$ cannot be possible).

To prove irreducibility we need to show that we with these operators can reach any essential MVR CG $G'$ from any other essential MVR CG $G''$. It is here enough to show that we from the empty graph $G_\emptyset$ can reach any essential MVR CG since we know that any operation is reversible. To show this we can base our reasoning on the following: let $G^*$ be the essential MVR CG we want to reach through a set of operations. It must then exist another MVR CG $G^*_u$ that has the same structure as $G^*$ with the exception that $G^*_u$ contains no undirected edge that exists in $G^*$. Lemma 5 states that we can remove edge by edge to reach $G^*_u$ from $G^*$ by only removing undirected edges one by one, and due to reversibility we then also know $G^*$ is reachable by adding undirected one by one to $G^*_u$. Hence we now only need to show that $G^*_u$ is reachable from the empty graph $G_\emptyset$. Lemma 7 then states that an essential MVR CG $G_{C_{i+1}}$ is reachable, with the operations described in Definition 2, from another essential MVR CG $G_{C_i}$ if $G_{C_{i+1}}$ and $G_{C_i}$ have the same structure with the exception that $G_{C_{i+1}}$ contains one more bidirected component $C$ st $ch_{G_{C_{i+1}}}(X) = \emptyset$. Hence we know that we can add components one by one st we achieve a set of essential MVR CGs $G_{C_0}, G_{C_1}, \ldots G_{C_n}$ where $G_{C_0} = G_\emptyset$ and $G_{C_n} = G^*_u$ and that all the necessary transformations is possible if the operations in Definition 2 is chosen in the right order. Hence we have irreducibility.

Finally we have reversibility. This must also hold since the probability of choosing an operation $o$ for an essential MVR CG $G_i$ that transforms $G_i$,
to an essential MVR CG $G_{i+1}$ must be equal to choosing an operation $o'$ for $G_{i+1}$ st $o'$ transforms $G_{i+1}$ to $G_i$. To see this note that the probability of choosing any of the first six operators for a certain set of nodes is $\frac{3}{8} + \frac{1}{n^2}$ for any essential MVR CG. Hence the "remove" operator for a certain kind of edge must have an equal probability of being chosen in $G_{i+1}$ as the "add" operator for the same kind of edge in $G_i$ for these operators. For the seventh and eighth operation the probability is harder to state. However, let $G_i$ be the essential MVR CG before a "add V-collider operation" over a node $X$, where $k$ non-arrow edge-endings have been changed to arrows, and $G_{i+1}$ the essential MVR CG after the operation. Then the probability of the "add V-collider operation" in $G_i$ is $\frac{3}{8} + \frac{1}{n^2} \cdot \frac{1}{|ad_{G_i}(X)|^2}$. If we then study the reverse operator "Remove V-collider" in $G_{i+1}$ we can see that the probability of transforming $G_{i+1}$ to $G_i$ is $\frac{3}{8} + \frac{1}{n^2} \cdot \frac{1}{|ad_{G_{i+1}}(X)|^2}$. Since we know that $ad_{G_i}(X) = ad_{G_{i+1}}(X)$ we can deduce that the probability must be equal in both cases. Hence we have reversibility for the set of operations. \(\blacksquare\)

**Lemma 5.** In a chordal undirected graph $G$, with at least one edge, it is always possible to remove one edge so that the resulting graph $G'$ is still chordal.

*Proof.* From Jensen and Nielsen [16, Theorem 4.1] we know that there exists at least two simplicial nodes in $G$ such that, since $G$ contains an edge, have at least one neighbour. A simplicial node is a node st the set of neighbours of the node is complete. Let $X$ be a simplicial node that has a neighbour $Y$. Now assume that removing $X-Y$ from $G$ creates a nonchordal cycle. Then that cycle must be of the form $V_1,...,V_n = V_1$ with $V_3 = X$ st $V_1$ and $V_3$ is not adjacent (or the cycle must also be non-chordal in $G$ which cannot be the case). However, that $V_1$ and $V_3$ is not adjacent is a contradiction since $X$ is simplicial, and hence $G \setminus \{X-Y\}$ must be chordal. \(\blacksquare\)

**Lemma 6.** In an essential MVR CG $G^*$ with a bidirected component $C$ there exists an unshielded collider, between two nodes of which at least one is in $C$ over every node in $C$.

*Proof.* Assume the contrary. This means there exist a node $X \in C$ st no node in $C$ forms an unshielded collider over $X$. This does however mean there exists an essential MVR CG $G'$ with the same structure as $G^*$ with the exception that $X$ is a parent of $C$ instead of in it. This in turn means that $G'$ and $G^*$ represents the same Markov equivalence class but that $G'$ contains less arrowheads than $G^*$ which is a contradiction. \(\blacksquare\)

**Lemma 7.** Let $G^*$ and $G'$ be two essential MVR CGs without any undirected edges st $G^*$ and $G'$ have the same nodes and structure with the exception that $G'$ is missing a component $C$ that exists in $G^*$ st $ch_{G^*}(C) = \emptyset$. The operators in Definition 2 can then transform $G'$ to $G^*$ through a sequence of essential MVR CG $G_1,...,G_n$ by only applying one operator at a time.
Proof. If $|C| = 1$ this follows from 8, otherwise it follows from Lemma 9.

Let $G^*$ and $G'$ be two essential MVR CGs without any undirected edges st $G^*$ and $G'$ have the same nodes and structure with the exception that $G'$ is missing a component $C$ containing only one node $Y$, that exists in $G^*$ st $ch_{G^*}(Y) = \emptyset$. The algorithm below then defines the operations and their order to transform $G'$ into $G^*$ through a sequence of essential MVR CGs $G_1, \ldots, G_n$. Let $G_i$ be the input graph for each line that is transformed into $G_{i+1}$, which then takes the place of $G_i$ in the next executed line:

1. Add $Y$ to $G'$ and denote the new graph $G_1$
2. Repeat until no case is applicable (restart the loop after each change):
   a. If there exist a node $X \in pa_{G'}(Y)$ st $X \notin pa_{G_i}(Y)$ and $sp_{G'}(X) \neq \emptyset$ then let $G_{i+1} = G_i \cup \{X \rightarrow Y\}$.
   b. If there exist a node $X \in pa_{G'}(Y)$ st $X \notin pa_{G_i}(Y)$ and $bd_{G'}(X) \notin pa_{G'}(Y)$ then let $G_{i+1} = G_i \cup \{X \rightarrow Y\}$.
   c. If there exist a node $X \in pa_{G'}(Y)$ st $X \notin pa_{G_i}(Y)$ and $X \notin \{co_{G_i}(X) \cup de_{G_i}(X)\}$ then let $G_{i+1} = G_i \cup \{X \rightarrow Y\}$.
   d. If there exist two nodes $X, Z \in pa_{G'}(Y)$ st $X, Z \notin pa_{G_i}(Y)$ and $X \notin ad_{G'}(Z)$ then let $G_{i+1} = G_i \cup \{X \rightarrow Y, Z \rightarrow Y\}$.

**Algorithm 2**: Procedure for adding edges when $|C| = 1$

**Lemma 8.** All graphs $G_1, \ldots, G_n$ described in Algorithm 2 are essential MVR CGs and the transformation in each step can be achieved through one or more operations described in Definition 2 in which case all intermediate graphs are essential MVR CGs.

**Proof.** Assume the contrary. This means that one of the following statements hold: (1) One of the lines in Algorithm 2 creates a graph $G_{i+1}$ that is not an essential MVR CG when $G_i$ is an essential MVR CG. (2) That $G_i$ is not transformable into $G_{i+1}$ through a sequence of operations described in Definition 2 or (3) that $G_i \neq G^*$ holds for the essential MVR CG $G_i$ that passes line 7. We will first show that (1) and (2) must be false and then finish the proof contradicting that (3) can hold. Note that since $G'$ is an essential MVR CG we know that all edges in the subgraph of $G_i$ induced by $V_{G_i} \setminus Y$ must be indifferent. This follows from the fact that the algorithm only add directed edges oriented towards $Y$ and hence that the cause making any arrowhead indifferent in $G'$ must still be valid in $G_i$. Also note that $G_i$ for any $i$ must be a subgraph of $G^*$ and hence that $ad_{G_i}(Y) = pa_{G_i}(Y)$ $\forall i$.

We will first study $G_{i+1}$ for all lines in algorithm 2. To see that $G_{i+1}$ cannot contain any semi-directed cycle it is enough to note that $G_{i+1}$ is a subgraph of $G^*$ which can not contain any semi-directed cycles. Furthermore
any new arrowhead on a new edge in $G_{i+1}$ (compared to $G_i$) must be and remain indifferent in $G_j$ for all $j \geq i$ for the following reasons: line 3, since a directed edge that share an endnode with a bidirected edge always is indifferent according to Lemma 4. Line 4, since any other orientation of the edge would result in an unshielded collider not in $G^*$. Line 5, since any other orientation of the edge would cause a semi-directed cycle to appear in $G_j$, $j > i$. To see this note that all arrowheads in $G_i$ must be remain indifferent in all $G_j$ $j \geq i$. This can be seen inductively starting with $G_1$ which have the same edges as $G_i \setminus Y$ which must be indifferent for all $G_i$ as noted above. For each iteration $i$ of the algorithm one or more new directed edges is then added with the property that they will remain indifferent for all $j \geq i$. Hence all arrowheads in $G_i$ must remain indifferent for all $j \geq i$ and hence any other orientation of the edge added in line 5 must cause a semi-directed cycle in all $G_j$, $j \geq i$. Line 6, since an unshielded collider that exists in $G^*$ is added and line 7 since $X \rightarrow Y$ and $Z \rightarrow Y$ both are part of an unshielded collider in $G^*$. Hence $G_{i+1}$ must be essential MVR CGs for these lines.

In line 7 we will however have to do two or three operations to reach $G_{i+1}$ from $G_i$ and hence we have to show that all intermediate graphs are essential MVR CGs. Note that if this line is reached then (1) $bd_{G_i}(Y) \subseteq bd_{G_j}(X)$ (resp. $bd_{G_i}(Y) \subseteq bd_{G_j}(Z)$) and $sp_{G_i}(X) = sp_{G_i}(Z) = sp_{G_i}(Y) = \emptyset$ must hold. (1) must hold or line 6 must be applicable since $ad_{G_i}(X) \setminus Y = ad_{G_j}(X) \setminus Y$ (resp. $ad_{G_i}(Z) \setminus Y = ad_{G_j}(Z) \setminus Y$) and (2) must hold since we know that $sp_{G_i}(Y) = \emptyset$ and if $sp_{G_i}(X) \neq \emptyset$ (resp. $sp_{G_i}(Z) \neq \emptyset$) line 3 must be applicable.

We can now have two cases. If $bd_{G_i}(X) \notin bd_{G_i}(Y)$ (resp. $bd_{G_i}(Z) \notin bd_{G_i}(Y)$) then we know that $G_i \cup \{X \rightarrow Y\}$ (resp. $G_i \cup \{Z \rightarrow Y\}$) must be an essential MVR CG. Hence we can first add $X \rightarrow Y$ (resp. $Z \rightarrow Y$) to $G_i$ whereafter we can add $Z \rightarrow Y$ (resp. $X \rightarrow Y$) and then reach $G_{i+1}$. However if both $bd_{G_i}(X) \subseteq bd_{G_i}(Y)$ and $bd_{G_i}(Z) \subseteq bd_{G_i}(Y)$ hold then we know that $bd_{G_i}(X) = bd_{G_i}(Z) = bd_{G_j}(Y)$ must hold. Hence both $G_i \cup \{X \rightarrow Y\}$ and $G_i \cup \{X \rightarrow Y, Y \rightarrow Z\}$ must be essential MVR CGs. We can then perform the "add V-collider" operation to transform the undirected edges to directed edges oriented towards $Y$ in $G_i \cup \{X \rightarrow Y, Y \rightarrow Z\}$ to reach $G_{i+1}$. Hence all intermediate graphs for line 7 must be essential MVR CGs.

The last thing to prove is then that $pa_{G_i}(Y) = pa_{G_j}(Y)$ after line 7. To see this assume the contrary, i.e. that there exist a node $X \in pa_{G_j}(Y)$ but $X \notin pa_{G_i}(Y)$. In addition, let us choose this $X$ st no node $W$ exists for which $W \in (de_{G_i}(X) \setminus cov_{G_i}(X)) \cap pa_{G_i}(Y)$ and $W \not\in pa_{G_i}(Y)$ hold. Obviously $sp_{G_i}(X) = \emptyset$ or line 3 would be applicable. We also know that $pa_{G_j}(X) = pa_{G_i}(X) \subseteq pa_{G_i}(Y)$ or line 4 would be applicable. $bd_{G_i}(Y) \subseteq ad_{G_i}(X)$ must also hold since no unshielded collider can exist between $X$ and some node $Z$ over $Y$ in $G^*$ or line 6 (if $Z \in pa_{G_i}(Y)$) or line 7 (if $Z \not\in pa_{G_i}(Y)$) would be applicable. This means that $pa_{G_j}(X) = pa_{G_i}(Y) \setminus X$. Finally we also know that reversing the orientation of the edge $X \rightarrow Y$ in $G_i$ would cause no semi-
directed cycle to appear or line 5 would be applicable. This does however, since no node $W$ existed and hence that all descendants of $X$ already is added as parents to $Y$, that the orientation of the edge $X \to Y$ also can be reversed in $G^*$ without creating any semi-directed cycle or unshielded collider. This does however contradict that $G^*$ is an essential MVR CG. Hence we have a contradiction that $X$ can exists after line 7. \hfill $\square$

Let $G^*$ and $G'$ be two essential MVR CGs without any undirected edges st $G^*$ and $G'$ have the same nodes and structure with the exception that $G'$ is missing a component $C$, st $|C| \geq 2$, that exists in $G^*$ st $\text{ch}_{G^*}(C) = \emptyset$. The algorithm below then defines the operations and their order to transform $G'$ into $G^*$ through a sequence of essential MVR CGs $G_1, \ldots, G_n$. Let $G_i$ be the input graph for each line that is transformed into $G_{i+1}$, which then takes the place of $G_i$ in the next executed line:

1. Add all the nodes in $C$ to $G'$ and denote the new graph $G_1$.
2. Repeat until until $G_1 = G^*$:
   3. Let $X, Y$ and $Z$ be three nodes in $G_i$ st $X \in C, Y \in C$, $Z \in \text{pa}_{G_i}(C) \cup C$, $X$ and $Z$ form an unshielded collider over $Y$ in $G^*$, $\text{bd}_{G_i}(Y) = \emptyset$ and $\forall W \in \text{ch}_{G_i}(Y)$ st $C_w = \text{ca}_{G_i}(W)$ there $\exists R, P \in C_w$ st $\text{bd}_{G_i}(R) \notin \text{bd}_{G_i}(Y) \cup Y$, $P \in \text{ch}_{G_i}(Y)$ and $\text{bd}_{G_i+j}(Y) \notin \text{bd}_{G_i}(P) \cup P$ hold. Let $G_{i+1} = G_i$ with the exception that all non-arrowheads towards $Y$ are replaced by arrowheads and if $X$ and/or $Z$ is not adjacent of $Y$ in $G_i$ then $X \rightarrow Y$ and/or $Z \rightarrow Y$ is added to $G_{i+1}$.
4. Repeat until $\text{bd}_{G_i}(Y) = \text{bd}_{G^*}(Y)$:
5. Let $Q$ be a node st $Q \in \text{bd}_{G^*}(Y)$ but $Q \notin \text{bd}_{G_i}(Y)$. Then let $G_{i+1} = G_i \cup \{Q \rightarrow Y\}$.

**Algorithm 3:** Procedure for adding edges when $|C| > 1$

**Lemma 9.** All graphs $G_1, \ldots, G_n$ described in Algorithm 3 are essential MVR CGs and the transformation in each step can be achieved through one or more operations described in Definition 2 in which case all intermediate graphs are essential MVR CGs.

**Proof.** Assume the contrary. This means that one of the following statements hold: (1) One of the lines in Algorithm 3 creates a graph $G_{i+1}$ that is not an essential MVR CG when $G_i$ is an essential MVR CG. (2) That $G_i$ is not transformable into $G_{i+1}$ through a set of operations described in Definition 2 or (3) that $G_n$ never becomes $G^*$. We also make two assumptions that have to be proven. Assumption 1 is that when the loop in line 2 restarts we have that $\forall c_j \in C$, st $\text{bd}_{G_i}(c_j) \neq \emptyset$, $\text{bd}_{G_i}(c_j) = \text{bd}_{G^*}(c_j)$ must hold for the current graph $G_i$. We will denote these $c_j$ as being "collided". Assumption 2 is that all bidirected edges in any $G_i$ must be indifferent in all $G_j$ $j \geq i$. 101
The rest of the proof is constructed as follows. In part 1 we will first show that assumption 1 holds. This is then followed by proving that all $G_{i+1}$ are essential MVR CGs for line 3 in part 2. In the end of part 2 we also prove assumption 2. In part 3 we then show that $G_i$ is transformable into $G_{i+1}$ through a set of operations described in Definition 2 and that all intermediate graphs also are essential MVR CGs. In part 4 we show that $G_{i+1}$ must be an essential MVR CG for line 5 and finally in part 5 we show that the algorithm must terminate and hence that $G_i$ becomes $G^*$ after $|C|$ number of iterations of line 2.

First we will however make some observations about the algorithm and $G_i$. Note that only two lines, line 3 and line 5, changes the structure of $G_i$ to $G_{i+1}$. For these lines we can see that a directed edge $X \rightarrow Y$ only is added to $G_{i+1}$ if $X \rightarrow Y$ or $X ⇔ Y$ is in $G^*$. We can also see that a bidirected edge $X ⇔ Y$ only is added to $G_{i+1}$ in line 3 and then only if it also exists in $G^*$ since any $X \in \text{ch}_{G_i}(Y)$ and $Y$ must both be adjacent and in the same bidirected component in $G^*$. We can also note that edges never are removed once they have been added to $G_i$, although directed edges can be replaced by bidirected edges. This means that once an arrowhead is added to $G_{i+1}$ it must exist in all $G_j$, $j > i$. Finally we can also note that edges only are added with arrowheads towards collided nodes, i.e. nodes that has been chosen as $Y$ in line 3.

Part 1:
That $\forall c_j \in C$, st $bd_{G_i}(c_j) \neq \emptyset$, $bd_{G_i}(c_j) = bd_{G^*}(c_j)$ obviously holds for $i = 1$ since $bd_{G_1}(c_j) = \emptyset \ \forall c_j \in C$. Then, for each iteration of line 2, one node $Y$ is selected in line 3 and becomes collided. When a node is chosen as $Y$ in line 3 two things happen: First, in line 3, all already adjacent nodes of $Y$ become spouses of $Y$ when all non-arrowheads towards $Y$ are replaced with arrowheads. Secondly, in line 5, that directed edges are added from all remaining nodes in $bd_{G_i}(Y)$ to $Y$. From this it is clear that once this is done all nodes in $bd_{G^*}(Y)$ also must be in $bd_{G_i}(Y)$.

We can also note that the algorithm never adds any edges oriented towards any other nodes than those chosen as $Y$, nor does it ever remove any arrowheads. This means that all nodes $c_j \in C$, for which $bd_{G_i}(c_j) \neq \emptyset$ holds, must have been chosen as $Y$ in some iteration $k$, and hence we know that $bd_{G_l}(c_j) = bd_{G^*}(c_j)$ must hold $\forall l > k$. Hence it is clear from induction, starting with $i = 1$ that $\forall c_j \in C$, st $bd_{G_i}(c_j) \neq \emptyset$, $bd_{G_i}(c_j) = bd_{G^*}(c_j)$ must hold $\forall G_i$ hence that assumption 1 holds.

Part 2:
In this part we study line 3 and show that all $G_{i+1}$ are essential MVR CGs for line 3 and in the end we also show that assumption 2 holds. Here we have three nodes $X \in C$, $Y \in C$ and $Z \in pa_{G^*}(C) \cup C$ st $X$ and $Z$ forms an unshielded collider over $Y$ in $G^*$. We also know that $bd_{G_i}(Y) = \emptyset$ and $\forall W \in \text{ch}_{G_i}(Y)$ st $C_w = \text{co}_{G_i}(W)$ there $\exists R, P \in C_w$ st $bd_{G_i}(R) \notin bd_{G^*}(Y) \cup Y$, $P \in ch_{G_i}(Y)$ and $bd_{G_i+1}(Y) \notin bd_{G^*}(P) \cup P$ hold.

We can also make some deductions about the structure of $G_i$. Recall
that $ch_{G^*} = \emptyset$ and hence we know, together with assumption 1, that no collided nodes in $C$ can have any children. From assumption 1 we also know that any child of $Y$, as well as any node in $C$ that is endnode of a bidirected edge, must be collided. This in turn means that $\forall c_j \in C \; st \; bd_{G_i}(c_j) \neq \emptyset$, we must have that $ch_{G_i}(c_j) = \emptyset$ which means that $de_{G_i}(c_j) \setminus co_{G_i}(c_j) = \emptyset$ must hold.

Also note that we can have three subcases: Case 1, that both $X,Z \in ch_{G_i}(Y)$, case 2, that $X \in ch_{G_i}(Y)$ but $Z \notin ad_{G_i}(Y)$ and finally case 3, that $X,Z \notin ad_{G_i}(Y)$. If we have case 1 line 3 then consists of replacing all non-arrowhead edge endings towards $Y$ with an arrowheads simultaneously. Hence all children of $Y$ will become spouses of $Y$. In case 2 all non-arrowheads are replaced for $G_{i+1}$ but $Z \rightarrow Y$ is also added. Finally in case 3 both $X \rightarrow Y$ and $Z \rightarrow Y$ is added to $G_{i+1}$ in addition to the replacement of the non-arrowheads.

We can now prove that $G_{i+1}$ cannot contain any semi-directed cycle since we know that $bd_{G_i}(Y) = \emptyset$ and that $\forall c_j \in ch_{G_i}(Y)$ we must have that $de_{G_i}(c_j) \setminus co_{G_i}(c_j) = \emptyset$. If we assume case 1 we know that no new directed edges are added and hence that $\forall c_j \in ch_{G_i}(Y) \; ch_{G_i}(c_j) = ch_{G_{i+1}}(c_j)$. We also know that $ch_{G_{i+1}}(Y) = \emptyset$ and, since $\forall c_j \in co_{G_{i+1}}(Y) \cup Y \; ch_{G_{i+1}}(c_j) = \emptyset$, we obviously cannot have a semi-directed cycle. For case 2 we can note that we can have two cases, either $Z \in C$ or $Z \notin C$. If $Z \in C$ then we know that $Z$ cannot be previously collided or $Z \in ch_{G_i}(Y)$ would have to hold due to assumption 1 and that $Z \in sp_{G_i}(Y)$. Hence we know that $bd_{G_i}(Z) = \emptyset$ and since the only edge containing $Z$ as an endnode that is added in line 3 is $Z \rightarrow Y$ and hence $bd_{G_{i+1}}(Z) = \emptyset$ must hold. This does however contradict that $Z$ is part of any semi-directed cycle. If we on the other hand have that $Z \notin C$ then we know that $\forall c_j \in C \; Z \notin de_{G_i}(c_j)$ and $Z \notin de_{G_{i+1}}(c_j)$ must hold. Hence we cannot have a semi-directed cycle containing $Z$ in $G_{i+1}$ for case 2 and that no semi-directed cycle can exist not containing $Z$ follows similarly as for case 1. For case 3 we can see that no semi-directed cycle can exist in $G_{i+1}$ and contain $Z$ or $X$ similarly as we saw in case 2 since $X$ must be in $C$. It also follows similarly as for case 1 that no semi-directed cycle can exist in $G_{i+1}$ containing neither $X$ nor $Z$. Hence no semi-directed cycle can exist in $G_{i+1}$.

Now assume that a not indifferent arrowhead is created in $G_{i+1}$ when the non-arrowheads are replaced by arrowheads. We know that the edge $X \rightarrow Y$ (resp. $Z \rightarrow Y$) for case 2 or 3 (resp. case 3) must be part of an unshielded collider over $Y$ and hence be indifferent. This means that the not indifferent arrowhead must be on one of the bidirected edges created containing $Y$ as an endnode. Let $S$ be the node for which either the arrowhead towards $Y$ or towards $S$, or both, on the edge $S \leftrightarrow Y$ is not indifferent in $G_{i+1}$. We can then note that $S$, as well as all nodes in $C_S = co_{G_i}(S)$, must be collided previously since $Y \rightarrow S$ is in $G_i$ due to assumption 1. From the prerequisite of choosing $Y$ in line 3 we know that there $3c_n,d_m \in C_S \; st \; bd_{G_i}(c_n) \notin bd_{G^*}(Y) \cup Y$, $d_m \in ch_{G_i}(Y)$ and $bd_{G_{i+1}}(Y) \notin bd_{G^*}(d_m) \cup d_m$
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to be made not indifferent it must cease to be part of an unshielded collider. This means that we can, without losing generality, assume a directed edge with an endnode \( M \) cease to be part of an unshielded collider when \( X \rightarrow Y \) is added to \( G_i \). Then we know that \( X \rightarrow M \) and \( Y \rightarrow M \) also must exist in \( G_i \) since \( X \) and \( Y \) must form an unshielded collider over \( M \) in \( G_i \) but neither \( X \) nor \( Y \) have been collided previously. This does however mean that \( Y \leftrightarrow M \) must exist in \( G_{i+1} \) which together with Lemma 4 contradicts that any adjacent directed edge can be not indifferent. Hence we have a contradiction and all arrowheads in \( G_{i+1} \) must be indifferent which means that \( G_{i+1} \) is an essential MVR CG for line 3.

Part 3

It is easy to see that \( G_i \) is transformable into \( G_{i+1} \) in line 5 since the transformation only consists of adding a directed edge and hence that operation can be used. For line 3 it is however more difficult. In part 2 three subcases, case 1, 2 and 3, were identified. If we have case 1 then it is easy to see that the transformation from \( G_i \) to \( G_{i+1} \) can be achieved by the "add V-collider" operation.

For case 2 we can note three things; first that \( bd_{G_i}(Y) = \emptyset \), secondly that \( X \) is collided and hence that \( Y \rightarrow X \) is in \( G_i \). Thirdly we can note that we can have two major sub-cases, either \( bd_{G_i}(Z) = \emptyset \) or \( bd_{G_i}(Z) \neq \emptyset \). First assume that \( bd_{G_i}(Z) = \emptyset \) holds. We can then add an undirected edge between \( Z \) and \( Y \). The resulting graph \( G_i \cup \{ Z \rightarrow Y \} \) must be an essential MVR CGs since \( bd_{G_i}(Y) = bd_{G_i}(Z) = \emptyset \) and since \( G_i \) did not contain any undirected edges the created undirected component is chordal. To see that no indifferent arrowheads are made not indifferent assume the contrary. Then there must exist a third node \( M \) st \( Y \rightarrow M \) and \( Z \rightarrow M \) are in \( G_i \) for which either the arrowhead on \( Z \rightarrow M \) or \( Y \rightarrow M \) is made indifferent similarly as we saw in part 2. From assumption 1 we know that \( bd_{G_i}(M) = bd_{G_i}(M) \) and from Lemma 6 we know that there must exist an unshielded collider over \( M \). Hence we know that an unshielded collider exists over \( M \) in \( G_i \). Note that \( Z \) and \( Y \) cannot be the two nodes forming the unshielded collider over \( M \) since \( Z \) is adjacent of \( Y \) in \( G^* \). Let \( U \) be one of the nodes in \( bd_{G_i}(M) \setminus \{ Z \cup Y \} \) forming such an unshielded collider. If \( U \in pa_{G_i}(C) \) or if \( U \in C \) but has not been collided previously then there can exist no edge between \( U \) and \( Y \) since \( bd_{G_i}(Y) = \emptyset \) and \( bd_{G_i}(U) = \emptyset \). Hence \( Y \rightarrow M \) must form an unshielded collider with \( U \) over \( M \) in \( G_{i+1} \) which gives us a contradiction. If \( U \in C \) and \( U \) has been collided we know that \( U \leftrightarrow M \) must be in \( G_i \) and from Lemma 4 we then have that any directed edge sharing an endnode \( M \) with an indifferent bidirected edge must be indifferent. Hence we have a contradiction and \( G_i \cup \{ Z \rightarrow Y \} \) must be an essential MVR CG. From \( G_i \cup \{ Z \rightarrow Y \} \) we can then perform the "add V-collider" operation to reach \( G_{i+1} \).

If on the other hand \( bd_{G_i}(Z) \neq \emptyset \) we know that \( Z \) cannot be in \( C \) or \( Y \rightarrow Z \) would exist in \( G_i \) according to assumption 1. We also know that \( G_i \cup \{ Z \rightarrow Y \} \) must be an essential MVR CG since reversing the edge
would cause the graph to have a different set of unshielded colliders. To see this note that $bd_{G_i}(Y) = \emptyset$ and that $nb_{G_i}(Z) = \emptyset$. Hence the edge $Y \rightarrow Z$ would cause $Y$ to form unshielded colliders over $Z$ with all nodes in $bd_{G_i}(Z)$ and hence the edge $Z \rightarrow Y$ must be indifferent. Also note that adding $Z \rightarrow Y$ cannot cause some already existing arrowhead in $G_i$ to become not indifferent according to the same reasoning as for $Z \rightarrow Y$ above. Hence $G_i \cup \{Z \rightarrow Y\}$ must be an essential MVR CG.

For case 3 we can follow the same reasoning. In this case we do however that $X$ cannot have been collided previously and hence that $bd_{G_i}(X) = \emptyset$ must hold due to assumption 1. First assume that $bd_{G_i}(Z) = \emptyset$ holds. We can then add undirected edges, first between $X$ and $Y$ and then between $Z$ and $Y$. The resulting graphs $G_i \cup \{X \rightarrow Y\}$ and $G_i \cup \{X \rightarrow Y, Z \rightarrow Y\}$ must be essential MVR CGs since $bd_{G_i}(X) = bd_{G_i}(Y) = bd_{G_i}(Z) = \emptyset$ and since $G_i$ did not contain any undirected edges the created undirected component must be chordal. That no indifferent arrowheads are made not indifferent follows as for case 2 above. From $G_i \cup \{Z \rightarrow Y \cup X \rightarrow Y\}$ the "add V-collider" operation can then be performed to reach $G_{i+1}$.

If on the other hand $bd_{G_i}(Z) \neq \emptyset$ it follows similarly as for case 2 that $G_i \cup \{Z \rightarrow Y\}$ is an essential MVR CG. From this graph the edge $X \rightarrow Y$ can then be added which now will form an unshielded collider, since $bd_{G_i}(X) = \emptyset$, with $Z$ over $Y$ and hence $G_i \cup \{Z \rightarrow Y \cup X \rightarrow Y\}$ must be an essential MVR CG. Note that adding $Z \rightarrow Y$ (resp. $X \rightarrow Y$) cannot cause some already existing arrowhead in $G_i$ to become not indifferent according to the same reasoning as for $X \rightarrow Y$ above.

This gives us that $G_i$ is transformable into $G_{i+1}$ using the operators in Definition 2 for all lines in Algorithm 3 and that all intermediate graphs are essential MVR CGs.

Part 4
In this part we will show that $G_{i+1}$ in line 5 must be an essential MVR CG if $G_i$ is an essential MVR CG for the same line. Line 5 add a directed edge $Q \rightarrow Y$ to $G_i$ for which we know that $\forall c_k \in co_{G_i}(Y)$ $c_k$ must be collided, due to assumption 1, and hence that $ch_{G_i}(c_k) = \emptyset$ similarly as we saw in part 2. Hence we know that $de_{G_i}(Y) \setminus co_{G_i}(Y) = de_{G_{i+1}}(Y) \setminus co_{G_{i+1}}(Y) = \emptyset$. From this it directly follows that $G_{i+1}$ can contain no semi-directed cycle since $G_i$ contains no semi-directed cycle.

Now assume that the arrowhead on the edge $Q \rightarrow Y$ is not indifferent in $G_{i+1}$. We know there exists a node $X$ as described in line 3 in the algorithm st $X \in bd_{G_i}(Y) \cap C$. Since $Y \leftrightarrow Q$ is not in $G_i$ we must also have that either $Q \notin C$ holds or that $Q$ has not been collided previously. In either case we know that $Q \notin ch_{G_i}(X)$ must hold. First assume that $X$ has not been collided previously. Then, since $bd_{G_i}(X) = \emptyset$, $X$ and $Q$ cannot be adjacent and therefore must form an unshielded collider over $Y$ hence the arrowhead on the edge $Q \rightarrow Y$ must be indifferent in $G_{i+1}$. If $X$ on the other hand has been collided previously we know that both $G_i$ and $G_{i+1}$ must contain the bidirected edge $X \leftrightarrow Y$. From Lemma 4 we then get that
any directed edge with \( X \) or \( Y \) as an endnode also must be indifferent and hence we have a contradiction that \( Q \rightarrow Y \) is not indifferent in \( G_{i+1} \).

Secondly assume that the edge \( Q \rightarrow Y \) causes some other previously indifferent arrowhead to become not indifferent in \( G_{i+1} \). Similarly as we saw in the last paragraph of part 2 we know that this must include a third node \( M \in ad_{G_i}(Q) \cap ad_{G_i}(Y) \) st there is either the edge between \( Q \) and \( M \) or \( Y \) and \( M \) that is made not indifferent. We can from this note that the edge between \( Y \) and \( M \) cannot be bidirected since Lemma 4, together with assumption 2, then states that all directed edges containing \( M \) as an endnode must be indifferent. Hence either \( Y \rightarrow M \) or \( M \rightarrow Y \) must exist in \( G_i \). However, since only directed edges oriented towards \( Y \) is added after line 3, and every child of \( Y \) is made a spouse of \( Y \) in line 3, we can see that the edge \( Y \rightarrow M \) cannot exist in \( G_i \) in line 5. Hence \( M \rightarrow Y \) must exist in \( G_i \). From this it follows that, since \( Y \) and \( X \) cannot form an unshielded collider over \( M \) in \( G_i \) when \( M \rightarrow Y \) is in \( G_i \), it must be the edge \( M \rightarrow Y \) that is made not indifferent when \( Q \rightarrow Y \) is added. However, just like in the last paragraph we can note that a node \( X \) must exist, and that if \( X \) is collided then \( M \rightarrow Y \) must be indifferent due to the bidirected edge, while if it is not collided, then \( M \) and \( X \) must form an unshielded collider over \( Y \) in \( G_{i+1} \). Hence the edge \( M \rightarrow Y \) must be indifferent in \( G_{i+1} \) and we have a contradiction which means that \( G_{i+1} \) for line 5 must be an essential MVR CG if \( G_i \) is an essential MVR CG.

Part 5

The last thing to prove is that the algorithm must terminate and hence that \( G_i \) becomes \( G^* \) after \(|C| \) number of iterations of line 2.

To show this assume the contrary, i.e. that there exist no node in \( G_i \) for which line 3 is applicable but where there exist a node \( Y \) that has not yet been collided and hence \( bd_{G_i}(Y) \neq bd_{G^*}(Y) \). From Lemma 6 we know that an unshielded collider must exist over \( Y \) in \( G^* \) for which at least one of the boundary nodes are in \( C \). From assumption 1 we also know that \( \forall c_j \in C \) s.t. \( bd_{G_i}(c_j) \neq \emptyset \), \( bd_{G_i}(c_j) = bd_{G^*}(c_j) \) must hold for \( G_i \) and hence that \( bd_{G_i}(Y) \neq \emptyset \) must hold. It is now easy to see that \( ch_{G_i}(Y) \neq \emptyset \) must hold or line 3 would be applicable. In general this also means that for all non-collided nodes \( c_j \in C \) we must have that \( ch_{G_i}(c_j) \neq \emptyset \) or line 3 would be applicable for that node.

Before we continue we will note two things (1) First that for every connected set of nodes \( A \subset C \), i.e. every \( A \subset C \) for which there exist a path between any pair of nodes in the subgraph of \( G^* \) induced by \( A \), we must have that there \( 3a_i \in A \) st \( 3R \in sp_{G_i}(a_i) \) and \( bd_{G_i}(a_i) \notin bd_{G_i}(R) \cup R \). If this would not be the case there would exist no unshielded collider over \( A \). Hence there would exist a MVR CG \( G' \), st \( I(G') = I(G^*) \), where \( G' \) has the same structure as \( G^* \) with the exception that \( A \) is a parent component of \( C \setminus A \) in \( G' \) instead of in the same component as \( C \setminus A \) as in \( G^* \). This is of course a contradiction since \( G' \) would contain less arrowheads than \( G^* \) and hence \( G^* \) cannot be an essential MVR CG. Similarly we can note (2)
that \( \exists a_m \in A \) st \( \exists P \in sp_{G^*}(a_m) \) and \( \text{bd}_{G^*}(P) \not\subseteq \text{bd}_{G^*}(a_m) \cup a_m \) or \( A \) could be a child component of \( C \) and the graph would still represent the same independence model.

Let \( B \subset C \subset B \) forms a component in \( G_i \). Obviously such a \( B \) must exist or \( C \) would form one large component and hence \( G_i = G^* \). From (2) we know there exists at least one node \( b_r \in B \) st there \( \exists T \in \text{pa}_{G_i}(b_r) \cap C \) st \( \text{bd}_{G^*}(T) \not\subseteq \text{bd}_{G^*}(b_r) \cup b_r \). To see this let \( A \) in (2) take the form of \( B \). Then we know there exists a node \( a_m \in A \) st \( \exists P \in sp_{G^*}(a_m) \) st \( \text{bd}_{G^*}(P) \not\subseteq \text{bd}_{G^*}(a_m) \cup a_m \). Obviously \( P \in sp_{G_i}(a_m) \) cannot hold, since \( P \) then would belong to \( B \), but since we know that \( \forall b_k \in B \text{bd}_{G_i}(b_k) = \text{bd}_{G_i}(b_k) \) by assumption 1, and that \( P \in \text{bd}_{G^*}(a_m) \), we can deduce that \( P \in \text{pa}_{G_i}(a_m) \cup \text{nb}_{G_i}(a_m) \) must hold.

This together with the fact that \( G_i \) does not contain any undirected edges means that \( P \in \text{pa}_{G_i}(a_m) \). Hence there must exist a \( b_r \) taking the form of \( a_m \) and \( T \) taking the form of \( P \). Also note that if different nodes in \( ch_{G_i}(T) \) belong to different components in \( G_i \), then there must exist a node with the same properties as \( b_r \) in all components. To see this note that \( ch_{G_i}(T) \subseteq sp_{G^*}(T) \) and that all nodes in \( ch_{G_i}(T) \) must have been collided according to assumption 1. For the prerequisites of line 3 not to be fulfilled we know that for some component \( D \) that contains a child of \( T \) we must have that \( \forall d_k \in D \text{bd}_{G_i}(d_k) \subseteq \text{bd}_{G^*}(T) \cup T \) must hold. Moreover, since \( d_k \) must be collided we must also have that \( \text{bd}_{G^*}(d_k) = \text{bd}_{G^*}(d_k) \) and hence that \( \text{bd}_{G^*}(d_k) \subseteq \text{bd}_{G^*}(T) \cup T \) must hold. This in turn also means that \( \forall d_k \in D \text{bd}_{G_i}(d_k) \subseteq \text{bd}_{G_i}(T) \) must hold. If we let \( E = \text{pa}_{G_i}(D) \cap C \) and \( F \) consist of all nodes \( e_m \in E \) st \( \exists d_k \in D \text{bd}_{G_i}(e_m) \not\subseteq \text{bd}_{G^*}(d_k) \cup d_k \) we can note that \( \forall f_m \in F \) we must have that \( \forall d_k \in D \text{bd}_{G_i}(d_k) \subseteq \text{bd}_{G^*}(f_m) \cup f_m \) and \( d_k \in ch_{G_i}(f_m) \) or the prerequisite for line 3 must be fulfilled for a node \( f_m \). In addition, since \( d_k \) must be collided in \( G_i \) we must have that \( \text{bd}_{G^*}(d_k) \subseteq \text{bd}_{G^*}(f_m) \cup f_m \) holds. This does however mean that \( F \) is complete and that \( \forall f_m \in F \text{bd}_{G^*}(D \cup (E \times F)) \subseteq \text{ad}_{G^*}(f_m) \) and \( \text{ad}_{G^*}(D \cup (E \times F)) \subseteq \text{ad}_{G^*}(f_m) \). This means that there exists no colliders towards any node in \( D \cup (E \times F) \) from any other node in \( C \). Hence we have a contradiction with (1) since there then would exist an essential MVR CG \( G^* \) with the same structure as \( G^* \) with the exception that \( D \cup (E \times F) \) are parents of \( C \) instead of in \( C \) which contradicts that \( G^* \) is an essential MVR CG. Hence at least one of the nodes in \( F \) must be possible to collide which contradicts the assumption.
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Abstract This paper deals with multivariate regression chain graphs, which were introduced by Cox and Wermuth (1993, 1996) to represent linear causal models with correlated errors. Specifically, we present a constraint based algorithm for learning a chain graph a given probability distribution is faithful to. We also show that for each Markov equivalence class of multivariate regression chain graphs there exists a set of chain graphs with a unique minimal set of lines. Finally, we show that this set of lines can be identified from any member of the class by repeatedly splitting its connectivity components according to certain conditions.
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1 Introduction

In this paper we deal with multivariate regression chain graphs (CGs) which were introduced by Cox and Wermuth [2, 3]. Graphically Cox and Wermuth represent these CGs with dashed edges to distinguish them from other interpretations, e.g. LWF [6] or AMP [1]. Multivariate regression CGs also coincide with the acyclic directed mixed graphs without semi-directed cycles presented by Richardson [11]. A fourth interpretation of CGs can also be found in Drton (2009). The different interpretations of CGs have different merits, but none of the interpretations subsumes another interpretation [4].

The multivariate regression CG interpretation still misses some fundamental elements found and proven in the LWF and AMP interpretations. In this article we study and describe two of these elements. The first is a learning algorithm for learning a CG from a probability distribution faithful to a multivariate regression CG. Similar algorithms have been presented for the LWF [7, 13] as well as the AMP [10] interpretations. The algorithm presented is constraint based and resembles both Studený’s and Peña’s algorithms. The second element we present is a feasible split operation and a feasible merge operation similar to the ones presented for the LWF and AMP interpretations [14]. These splits and mergings can be used to alter the structure of a multivariate regression CG in such a way that it does not change the CG’s Markov equivalence class. Finally we show that for each Markov equivalence class of multivariate regression CGs there exists a set of
CGs with a unique minimal set of lines. We also show that this set of CGs can be reached by applying feasible splits to any CG in the same Markov equivalence class.

The rest of the paper is organised as follows. Section 2 reviews the concepts used in the rest of the article. Section 3 presents the feasible split and merge operations. Section 4 presents the learning algorithm and proves its correctness. Section 5 closes the article with some discussion.
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2 Preliminaries

In this section, we review some concepts from probabilistic graphical models that are used later in this paper. All the graphs and probability distributions in this paper are defined over a finite set of variables $V$. With $|V|$ we mean the number of variables in the $V$ and with $|V_G|$ the number of variables in the graph $G$. Throughout the paper the intended meaning of CGs is multivariate regression CGs if no other interpretation is mentioned. To allow more readable figures bidirected edges are used instead of dashed or lines. To not confuse the reader these edges will also be denoted bidirected edges throughout the article.

If a graph $G$ contains an edge between two nodes $V_1$ and $V_2$, we write that $V_1 \rightarrow V_2$ is in $G$ for a directed edge, $V_1 \leftrightarrow V_2$ is in $G$ for a bidirected edge, and $V_1 - V_2$ is in $G$ for an undirected edge. With $V_1 \leftrightarrow V_2$ we mean that either $V_1 \rightarrow V_2$ or $V_1 \leftarrow V_2$ is in $G$. With $V_1 \leftarrow V_2$ we mean that either $V_1 \rightarrow V_2$ or $V_1 - V_2$ is in $G$. With $V_1 \leftrightarrow V_2$ we mean that there exists an edge between $V_1$ and $V_2$ in $G$. A set of nodes is said to be complete if there exists edges between all pairs of nodes in the set. A complete set of nodes is said to be a clique if there exists no superset of it that is complete.

The parents of a set of nodes $X$ of $G$ is the set $\text{pa}_G(X) = \{V_i | V_i \rightarrow V_2 \text{ is in } G, V_i \notin X \text{ and } V_2 \in X\}$. The children of $X$ is the set $\text{ch}_G(X) = \{V_i | V_2 \rightarrow V_1 \text{ is in } G, V_1 \notin X \text{ and } V_2 \in X\}$. The spouses of $X$ is the set $\text{sp}_G(X) = \{V_i | V_i \leftrightarrow V_2 \text{ is in } G, V_i \notin X \text{ and } V_2 \in X\}$. The adjacents of $X$ is the set $\text{adj}_G(X) = \{V_i | V_1 \rightarrow V_2, V_1 \leftrightarrow V_2 \text{ or } V_1 \leftarrow V_2 \text{ is in } G, V_i \notin X \text{ and } V_2 \in X\}$. A path from a node $V_1$ to a node $V_n$ in $G$ is a sequence of distinct nodes $V_1, \ldots, V_n$ such that $V_i \in \text{adj}_G(V_{i+1})$ for all $1 \leq i < n$. The length of a path is the number of edges in the path. A path is called a cycle if $V_n = V_1$. A path is called descending if $V_i \in \text{pa}_G(V_{i+1})$ or $\text{sp}_G(V_{i+1})$ for all $1 \leq i < n$. The descendants of a set of nodes $X$ of $G$ is the set $\text{de}_G(X) = \{V_n\}$ there is a descending path from $V_1$ to $V_n$ in $G$, $V_1 \in X$ and $V_n \notin X\}$. A path is called strictly descending if $V_i \in \text{pa}_G(V_{i+1})$ for all $1 \leq i < n$. The strict descendants of a set of nodes $X$ of $G$ is the set $\text{sde}_G(X) = \{V_n\}$ there is a strict descending path from $V_1$ to $V_n$ in $G$, $V_1 \in X$ and $V_n \notin X\}$. The ancestors (resp. strict ancestors) of $X$ is the set $\text{an}_G(X) = \{V_i | V_i \in \text{de}_G(V_{i+1}), V_i \notin X, V_n \in X\}$ (resp. $\text{san}_G(X) = \{V_i | V_i \in \text{sde}_G(V_{i+1}), V_i \notin X, V_n \in X\}$). Note that the definition for strict descendants given here coincides to the definition of descendants given by Richardson (2003). Our definition of descendants is however needed for
A cycle is called a semi-directed cycle if it is descending and $V_i \rightarrow V_{i+1}$ is in $G$ for some $1 \leq i < n$. A CG is a graph containing only directed and bidirected edges with no semi-directed cycles. An undirected graph is said to be chordal if every cycle of length four or more has an edge between two non-consecutive vertices in the cycle. A CG is said to be connected if there exists a path between every pair of nodes in it. A connectivity component $C$ of a CG is a maximal set of nodes (wrt to inclusion) st there exists a path between every pair of nodes in $C$ containing only bidirected edges. The connectivity component of a node $X$ in a CG $G$, denoted $\text{co}_G(X)$, is the connectivity component in $G$ to which $X$ belongs. A subgraph of $G$ is a subset of nodes and edges in $G$. A subgraph of $G$ induced by a set of its nodes $X$ is the graph over $X$ that has all and only the edges in $G$ whose both ends are in $X$.

A node $C$ is a collider between two nodes $A$ and $B$ in a CG $G$ if there exists edges $A \leftarrow / C \leftarrow / B$ in $G$. An unshielded collider is a collider where $A \notin \text{adj}_G(B)$ and we then say that $A$ and $B$ have an unshielded collider over $C$. With a non-collider node $C$ between two nodes $A$ and $B$ we mean that $A \not/ C \not/ B$ is in $G$.

Let $X$, $Y$ and $Z$ denote three disjoint subsets of nodes in a CG $G$. $X$ is said to be separated from $Y$ given $Z$ iff there exists no path between any node in $X$ and any node in $Y$ st: (1) every non-collider on the path is not in $Z$ and (2) every collider on the path is in $Z$ or in $\text{san}_G(Z)$. We denote this by $X_{\perp G} Y | Z$. Likewise, we denote by $X_{\perp p} Y | Z$ that $X$ is independent of $Y$ given $Z$ in a probability distribution $p$. The independence model induced by $G$, denoted as $I(G)$, is the set of separation statements $X_{\perp G} Y | Z$.

We say that a probability distribution $p$ is Markovian with respect to a CG $G$ when $X_{\perp p} Y | Z$ if $X_{\perp G} Y | Z$ for all $X$, $Y$ and $Z$ disjoint subsets of $V$. We say that $p$ is faithful to $G$ when $X_{\perp p} Y | Z$ if $X_{\perp G} Y | Z$ for all $X$, $Y$ and $Z$ disjoint subsets of $V$. We say that two CGs $G$ and $H$ are Markovian equivalent or that they are in the same Markov equivalence class iff $I(G) = I(H)$. If $G$ and $H$ have the same adjacencies and unshielded colliders, then $I(G) = I(H)$ [15, Theorem 1].

### 3 Feasible split and merging

In this section we present the feasible split and feasible merge operations. We also show that there exists a set of CGs with a unique minimal set of bidirected edges for each Markov equivalence class and that these CGs can be reached by repeatedly applying feasible splits to any CG in that Markov equivalence class.

**Lemma 1.** A CG is in the same Markov equivalence class before and after a feasible split.
Definition 1. Feasible Split

Let $C$ denote a connectivity component of $G$ and $U$ and $L$ two disjoint subsets of $C$ st $C = U \cup L$ and the subgraph of $G$ induced by $U$ is connected. A split of $C$, performed by replacing every edge $X \leftrightarrow Y$ with $X \rightarrow Y$ st $X \in U$ and $Y \in L$, is feasible iff:

1. For all $A \in sp_C(U) \cap L$, $U \not\subseteq sp_C(A)$ holds
2. For all $A \in sp_C(U) \cap L$, $pa_C(U) \not\subseteq pa_C(A)$ holds
3. For all $B \in sp_C(L) \cap U$, $sp_C(B) \cap L$ is a complete set

Definition 2. Feasible Merging

Let $U$ and $L$ denote two connectivity components of $G$. A merge between the two components, performed by replacing every edge $X \rightarrow Y$ with $X \leftrightarrow Y$ st $X \in U$ and $Y \in L$, is feasible iff:

1. For all $A \in ch_C(U) \cap L$, $pa_C(U) \cup U \not\subseteq pa_C(A)$ holds
2. For all $B \in pa_C(L) \cap U$, $ch_C(B) \cap L$ is a complete set
3. $de_C(U) \cap pa_C(L) = \emptyset$

Proof. Let $G$ be a CG and $G'$ a graph st $G'$ is $G$ with a feasible split performed upon it. $G$ and $G'$ are in different Markov equivalence classes or $G'$ is not a CG iff (1) $G$ and $G'$ do not have the same adjacencies, (2) $G$ and $G'$ do not have the same unshielded colliders or (3) $G'$ contains a semi-directed cycle.

First it is clear that the adjacencies are the same before and after the split since the split does not change the adjacencies in $G$. Secondly let us assume that $G$ and $G'$ do not have the same unshielded colliders. It is clear that a split does not introduce any new unshielded collider, which means that an unshielded collider is removed during the split. Let us say that this unshielded collider is between two nodes $X$ and $Y$ over $Z$ in $G$ st $X$ and/or $Y$ are in $L$ and $Z \in U$. Without loss of generality, let us say that $X$ is in $L$. $X \leftrightarrow Z$ and $Y \leftrightarrow Z$ must then hold in $G$ but $X \not\in adj_G(Y)$. If $Y \rightarrow Z$ is in $G$ this does not fulfill constraint 2 in definition 1, hence $Y \leftrightarrow Z$ must hold in $G$. Now $Y$ can be either in $U$ or $L$. If $Y \in U$ constraint 1 in definition 1 is violated and if $Y \in L$ constraint 3 in definition 1 is violated. Hence we have a contradiction. Finally let us assume a semi-directed cycle is introduced. This can happen iff we have two nodes $X$ and $Y$ st $X \in de_G(Y)$, $X \in U$ and $Y \in L$. We know no semi-directed cycle existed in $G$ before the split. Then $de_G(Y) \subseteq de_G(Y) \setminus U$ and by definition $X \not\in de_G(Y) \setminus U$. Hence we have a contradiction. \qed
Lemma 2. A CG is in the same Markov equivalence class before and after a feasible merging.

Proof. Let $G$ be a CG and $G'$ a graph st $G'$ is $G$ with a feasible merging performed upon it. $G$ and $G'$ are in different Markov equivalence classes or $G'$ is not a CG iff: (1) $G$ and $G'$ do not have the same adjacencies, (2) $G$ and $G'$ do not have the same unshielded colliders or (3) $G'$ contains a semi-directed cycle.

First it is clear that the adjacencies are the same before and after the merging since the merging does not change the adjacencies in $G$. Secondly let us assume that $G$ and $G'$ do not have the same unshielded colliders. It is clear that a merging does not remove any unshielded colliders which means that there has to exist an unshielded collider between two nodes $X$ and $Y$ over $Z$ in $G'$ that does not exist in $G$. It is clear that the following must hold: $X \notin adj_G(Y)$, $Z \notin U$, $X$ and/or $Y \notin L$. Without loss of generality, let us say that $X \in L$, which gives us that $X \in ch_G(Z)$. If $Y \in U$ we have $Y \in ch_G(Z)$ which contradicts constraint 2 in definition 2. If $Y \notin U$ we have that $Y \in pa_G(Z)$ or $Y \in sp_G(Z)$, either contradicts constraint 1 in definition 2. Hence an unshielded collider can not be removed. Finally let us assume that a semi-directed cycle is introduced. This means that we have three nodes $X, Y$ and $Z$ st $X \in L, Z \in U, Y \notin U \cup L, Z \leftrightarrow X \leftrightarrow Y$ is in $G'$ and $Y \in de_G(Z)$. However, this violates condition 3 in definition 2, because $Y \in pa_G(X)$ and $Y \in de_G(U)$.

We will now show that there exists a set of CGs which have a unique minimal set of bidirected edges for each Markov equivalence class. We also show that this set of edges is shared by all CGs in the class and that the CGs containing no other bidirected edges than the minimal set, can be reached by repeatedly performing feasible splits on any CG in the class.

Theorem 1. For a Markov equivalence class of CGs, there exists a unique minimal (wrt inclusion) set of bidirected edges that is shared by all members of the class.

Proof. Assume to the contrary that there exists two CGs $G$ and $G'$ st $I(G) = I(G')$ and $G$ and $G'$ have two different minimal sets of bidirected edges. Now for all ordered pair of nodes $A$ and $B$ st $A \leftrightarrow B$ is in $G$ but $A \rightarrow B$ is in $G'$, replace $A \leftrightarrow B$ in $G$ with $A \rightarrow B$ and call this new CG $H$. Obviously $H$ has a proper subset of the bidirected edges in $G$. We can also see that $H$ has no semi-directed cycle, because if it had a semi-directed cycle this cycle would also have been in $G$ or $G'$ which contradicts that $G$ and $G'$ are CGs. Finally we can see that $I(H) = I(G)$ because $H$ has the same adjacencies and unshielded colliders as $G$. To see the last, note that it is impossible that an unshielded collider $C \leftrightarrow A \leftrightarrow B$ is in $G$ but not in $H$, because $G'$ has no unshielded collider of $B$ and $C$ over $A$ and $I(G) = I(G')$.

Theorem 2. A CG has the minimal set of bidirected edges for its Markov equivalence class if no feasible split is possible.
Proof. Assume to the contrary there exists a CG $G$ that does not have the minimal set of bidirected edges for its Markov equivalence class and no split is feasible. Hence there must exist a bidirected edge $X \leftrightarrow Y$ in $G$ st $X \rightarrow Y$ exists in a CG $G'$ st $I(G) = I(G')$. Let $C$ be the component of $X$ in $G$ and $U$ and $L$ be two disjoint subsets of $C$ st $C = U \cup L$, $X \in U$, $Y \in L$ and the subgraph of $G$ induced by $U$ is connected. It is trivial to see that such sets of nodes always must exist. If no split is feasible then we must have that one of the conditions in definition 1 fails for $U$ and $L$. Hence one of the following assumptions must be true.

Assume there exists a node $A$ st $A \in sp_{G}(U) \cap L$ for which $U \subseteq sp_{G}(A)$ does not hold. If this is the case there must exist an unshielded collider in $G$ over a node $D$ between $A$ and $E$ st $D \in U, D \in sp_{G}(A), E \in U, E \in sp_{G}(D), E \notin sp_{G}(A)$. This contradicts $I(G) = I(G')$ since $D \rightarrow A$ exists in $G'$.

Assume there exists a node $A$ st $A \in sp_{G}(U) \cap L$ for which $pa_{G}(U) \subseteq pa_{G}(A)$ does not hold. If this is the case there must exist an unshielded collider in $G$ over a node $D$ between $A$ and $E$ st $D \in U, D \in sp_{G}(A), E \in pa_{G}(D), E \notin pa_{G}(A)$. This contradicts $I(G) = I(G')$ since $D \rightarrow A$ exists in $G'$.

Assume there exists a $B \in sp_{G}(L) \cap U$ for which $sp_{G}(B) \cap L$ is not complete. If this is the case there must exist an unshielded collider in $G$ over a node $B$ between $D$ and $E$ st $D \in L \cap sp_{G}(B), E \notin adj_{G}(D)$. This contradicts $I(G) = I(G')$ since $B \rightarrow D$ exists in $G'$.

This shows that if one of the constrains in definition 1 fails we can not have $I(G) = I(G')$ which contradicts the assumption.

Finally, it is worth mentioning that we can guarantee that every member of a Markov equivalence class can be reached from any other member of that class by a sequence of feasible splits and mergings. The proof of this result can be seen at http://www.ida.liu.se/~jospe/pyml2appendix.pdf. This result is not used in this paper but we conjecture that it will play a central role in future work (see section 6).

4 Learning algorithm

In this section we present a constraint based algorithm which learns a CG from a probability distribution faithful to some CG. We then prove that the algorithm is correct and that the returned CG contains exactly the minimal set of bidirected edges for its Markov equivalence class.

The algorithm is very similar to the PC algorithm for directed acyclic graphs [8, 12] and shares the same structure with the learning algorithms presented by both Studený for LWF CGs [13] and Peña for AMP CGs [10]. The algorithm is shown in algorithm 1 and consists of four separate phases. In phase one (line 1-7) the adjacencies of the CG is recovered. In the second phase (line 8) the unshielded colliders are recovered. Phase three (line 9)
then orients some of the remaining edges iff they are oriented in the same direction in all CGs \( G' \) st \( \mathcal{I}(G) = \mathcal{I}(G') \). What remains for phase four (line 10-14) is then to orient the rest of the undirected edges st no new unshielded colliders or semi-directed cycles are introduced. This is done according to an algorithm presented in a proof by Koller and Friedman (2009, Theorem 4.13) and is possible since \( H_u \) is chordal as shown in Lemma 8.

**Learning Algorithm**

Given a probability distribution \( p \) faithful to an unknown CG \( G \), the algorithm learns a CG \( H \) st \( \mathcal{I}(H) = \mathcal{I}(G) \). Moreover, \( H \) has exactly the minimum set of bidirected edges for its equivalence class.

1. Let \( H \) denote the complete undirected graph
2. For \( l = 0 \) to \( l = |V_H| - 2 \)
3. Repeat while possible
4. Select any ordered pair of nodes \( A \) and \( B \) in \( H \) st \( A \in \text{adj}_H(B) \) and \( |\text{adj}(A) \setminus B| \geq l \)
5. If there exists \( S \subseteq (\text{adj}_H(A) \setminus B) \) st \( |S| = l \) and \( A \perp p B \mid S \)
6. Set \( S_{AB} = S_{BA} = S \)
7. Remove the edge \( A - B \) from \( H \)
8. Apply rule 0 while possible
9. Apply rules 1-3 while possible
10. Let \( H_u \) be the subgraph of \( H \) containing only the nodes and the undirected edges in \( H \)
11. Let \( T \) be the clique tree of \( H_u \)
12. Order the cliques \( C_1, ..., C_n \) of \( H_u \) st \( C_1 \) is the root of \( T \) and if \( C_i \) is closer to the root than \( C_j \) in \( T \) then \( C_i < C_j \)
13. Order the nodes st if \( A \in C_i, B \in C_j \) and \( C_i < C_j \) then \( A < B \)
14. Orient the undirected edges in \( H \) according to the ordering obtained in line 13
15. Return \( H \)

**Algorithm 1: Learning algorithm**

The rules used in lines 8-9 in algorithm 1 are shown in figure 4.1. A rule is said to be applicable if the antecedent is satisfied for an induced subgraph of \( H \). When a rule is applicable one of the non-arrow edge endings is then replaced with an arrow while the rest of the endings are kept the same. Which edge ending is orientated is shown in the consequent of each rule.

A rule is sound if the orientation introduced by the rule must be shared by every CG which contains the antecedent as an induced subgraph.

**Lemma 3.** The rules 0 - 3 are sound.

**Proof.** Rule 0: Since \( B \notin S_{AC}, A \in \text{adj}_H(B) \) and \( C \in \text{adj}_H(B) \) but \( A \notin \text{adj}_H(C) \) we know that the following configurations can occur: \( A \rightarrow B \leftarrow C, A \leftrightarrow B \leftrightarrow C, A \rightarrow B \leftrightarrow C \). In any other configuration, \( B \) would be in every separation set of \( A \) and \( C \). In all these configurations we have \( B \leftrightarrow C \), so that edge must exist in \( G \). Rule 1: If the edge was not directed
Figure 4.1: The rules

in this direction we would have an unshielded collider of $A$ and $C$ over $B$ that is not in $G$, because $B \in S_{AC}$. Rule 2: If we did not have the edge oriented in this direction we would have a semi-directed cycle in $G$. Rule 3: If the edge was orientated in the opposite direction, by applying rule 2 we would have an unshielded collider of $B$ and $C$ over $A$ that is not in $G$, because $A \in S_{BC}$.

Lemma 4. $G$ and $H$ have the same adjacencies after line 7.

Proof. Assume to the contrary that there exists an adjacency between two nodes $A$ and $B$ in $G$ st $B \notin dec_G(A)$ that does not exist in $H$ or vice versa. We know that, since $G$ is faithful to $p$, all separation statements in $G$ corresponds to independence statements in $p$ and vice versa. We will first cover the case where the adjacency is in $G$ but not in $H$. This means that there exists no separation set $S$ st $A \perp_B p | S$ since $A \perp_B p | S$ does not hold for any $S$. Hence the prerequisite for line 5 in the algorithm can never be true and so the edge between $A$ and $B$ can never be removed and we have a contradiction.

Secondly we will cover if there is an adjacency in $H$ but not in $G$. If there is no adjacency in $G$ between two nodes $A$ and $B$ we know that there has to exist a separation set $S$ st $A \perp_B B | S$ and that $S \subseteq pa_G(A)$ according to the definition of separation. We know, from the paragraph above, that all adjacencies in $G$ must exist in $H$ which means that $pa_G(A) \subseteq adj_H(A)$. However no such set was found in line 5, hence we have a contradiction.

Lemma 5. $G$ and $H$ have the same unshielded colliders and adjacencies after line 8.

Proof. From Lemma 4 we know that $G$ and $H$ have the same adjacencies. First, assume to the contrary that there exists an unshielded collider in $G$ but not in $H$ after line 8. That means we have an unshielded collider between $A$ and $B$ over $C$ st $C \notin S_{AB}$, $C \in adj_G(A)$ and $C \in adj_G(B)$ but
A \notin adj_G(B). According to Lemma 4 the same adjacencies must also hold in \( H \). We know that if we do not have an unshielded collider in \( H \) we have \( A \leftrightarrow C \rightarrow B \). This does however fulfill the prerequisite for rule 0, and hence it should have been applied and we have a contradiction.

Secondly it follows from Lemma 3 that rule 0 is sound so there can be no unshielded colliders in \( H \) that are not in \( G \) after line 8. This brings us to a contradiction.  

\textbf{Lemma 6.} After line 9, \( H \) cannot have a subgraph of the form \( A \leftrightarrow B \rightarrow C \) without also having the edge \( A \rightarrow C \).

\textit{Proof.} Assume the contrary. First we must have \( A \in \text{adj}_H(C) \) or rule 1 would orient \( B \rightarrow C \). We can see that \( H \) cannot have the edge \( A \leftrightarrow C \) or rule 2 would be applicable for \( B \rightarrow C \). If \( H \) has the edge \( A \rightarrow C \) we are done, which leaves us with \( A \rightarrow C \).

Secondly we will study why \( A \) and \( B \) can have an orientation \( A \rightarrow B \). This can be because of one of four reasons.

Case 1: Edge \( A \rightarrow B \) was orientated using rule 0. This means that there exists a node \( D \) such that \( D \rightarrow B \) and \( D \notin \text{adj}_H(A) \). \( D \in \text{adj}_H(C) \) must hold or rule 1 would orient \( B \rightarrow C \), but then rule 3 is applicable for the edge \( B \rightarrow C \) so this cannot be the reason.

Case 2: Edge \( A \rightarrow B \) was orientated using rule 1. This means that the edge \( D \rightarrow A \) existed when \( A \rightarrow B \) was orientated. \( D \in \text{adj}(C) \) must hold or the edge \( A \rightarrow C \) would be orientated by rule 1\(^1\). Restart the proof with \( D \rightarrow A \rightarrow C \) and it can be seen that this configuration is impossible. Hence this case cannot be the reason.

Case 3: Edge \( A \rightarrow B \) was orientated because of rule 3. This means that we have an unshielded collider of two nodes \( D \) and \( E \) such that \( D \rightarrow B \) and \( E \rightarrow B \). \( A \in \text{adj}_H(D) \), \( A \in \text{adj}_H(E) \) and \( D \notin \text{adj}_H(E) \). Now \( D \in \text{adj}_H(C) \) and \( E \in \text{adj}_H(C) \) must hold or rule 1 would orient \( B \rightarrow C \). We know that there can be no unshielded collider over \( C \) between \( D \) and \( E \), otherwise rule 3 would be applicable on \( A \rightarrow C \). This gives us that we have \( D \rightarrow C \) and/or \( E \rightarrow C \), since if the edge orientated towards \( D \) or \( E \) rule 2 would be applicable. However, with this configuration rule 3 is applicable\(^1\) for edge \( B \rightarrow C \) so this cannot be the reason.

Case 4: Edge \( A \leftrightarrow B \) was directed using rule 2. This means that the edges \( A \rightarrow D \) and \( D \rightarrow B \) existed in \( H \) when \( A \leftrightarrow B \) was orientated. \( D \in \text{adj}_H(C) \), otherwise rule 1 would orient the edge \( B \rightarrow C \). \( D \rightarrow C \) must hold or rule 2 would cause an orientation of \( B \rightarrow C \) or \( A \rightarrow C \). Restart the proof with \( A \leftrightarrow D \rightarrow C \) and it can be seen that this configuration is impossible, hence case 4 cannot be the reason of the orientation.  

\textbf{Lemma 7.} After line 9, \( H \) cannot have a subgraph of the form \( A \leftrightarrow B \rightarrow C \).

\(^1\)Note that if we have \( X \rightarrow Y \rightarrow Z \) in \( H \) and \( X \notin \text{adj}_H(Z) \) we must also have \( Y \in S_{XY} \) or rule 0 would have been applicable in line 8.
Proof. Assume the contrary. Then, according to Lemma 6, $H$ also has the edge $A \rightarrow C$. If this is the case then rule 2 is applicable and we have a contradiction.

Lemma 8. After line 9, removing all directed edges and bidirected edges from $H$ results in a chordal graph.

Proof. Assume to the contrary that there exists a non-chordal cycle $V_1 - V_2 - ... - V_n - V_1$ and $n > 3$. We know that there exists a CG $G$ that is faithful to the probability distribution $p$ and has the same unshielded colliders and adjacencies as $H$ by Lemma 5. From Lemma 3 we also know that the rules are sound, i.e. that the orientations in $H$ are in $G$. Hence we know that there still must exist a valid way to orient the edges in $H$ that remain undirected after line 9.

Now if we would orient an edge in the cycle st $V_1 \leftrightarrow V_2 - ... - V_n - V_1$ it is easy to see that we would have to orient every other edge st $V_i \leftrightarrow V_{i+1}$ or we would have a new unshielded collider over some $V_j$ since $V_{j-1} \notin \text{adj}_H(V_{j+1})$. If we would orient all edges in this direction we would however have a semi-directed cycle and hence there exists no possible orientation that results in a CG.

Lemma 9. In line 14, when undirected edges are orientated, no new unshielded colliders are introduced to $H$.

Proof. It follows directly from Lemma 6 that no undirected edge can be orientated such that it creates an unshielded collider with an edge oriented by rules 0-3. Secondly it is proven [5, Theorem 4.13] that no unshiled colliders are created between different undirected edges with the algorithm presented in lines 10-14.

Lemma 10. No semi-directed cycle exists in $H$ after line 15.

Proof. Assume to the contrary, that a semi-directed cycle exists. If the semi-directed cycle is of length 3 then it could have been be created in one of the following ways:

Case 1: All its edges got orientated by rules 0-3. However, this is a contradiction because rule 2 would be applicable and no semi-directed cycle would remain after applying the rule.

Case 2: All its edges got orientated by line 14. However, this is a contradiction by Theorem 4.13 in Koller and Friedman (2009).

Case 3: Some edges got orientated by rules 0-3 and some by line 14. Then, after applying the rules, the cycle contained the configuration $A \rightarrow B - C$ or $A \leftrightarrow B - C$ for some nodes $A, B, C$ in the cycle. The first one is impossible because, otherwise, $A \rightarrow C$ by Lemma 6 and, thus, there would not be semi-directed cycle of length 3, which contradicts the paragraph above. The latter one is impossible by Lemma 7.
Hence we can have no semi-directed cycle of length 3. Now assume the semi-directed cycle is of length 4. It could have been be created in one of the following ways:

Case 1: All its edges got oriented by rules 0-3. This implies that the semi-directed cycle in $H$ is actually a cycle with only bidirected edges in $G$ because the rules are sound. However, this implies that there is an unshielded collider in $G$ that was not in $H$, which contradicts Lemma 5, or that $H$ had a semi-directed cycle of length 3, which contradicts the paragraph above.

Case 2: All its edges got oriented by line 14. However, this is a contradiction by Theorem 4.13 in Koller and Friedman (2009).

Case 3: Some edges got oriented by rules 0-3 and some by line 14. Then, after applying the rules, the cycle contained the configuration $A \rightarrow B \leftarrow C$ or $A \leftarrow B \rightarrow C$. The first one is impossible because, otherwise, $A \rightarrow C$ by Lemma 6 and there would not be semi-directed cycle. The latter one is impossible by Lemma 7.

Hence $H$ has no semi-directed cycle of length 4. Now, repeating the reasoning for semi-directed cycles of length 5, 6, etc., it is easy to see that no semi-directed cycle can exist since $H$ has a bounded number of nodes.

Theorem 3. After line 15, $H$ is a CG and $I(H) = I(G)$.

Proof. Lemma 3, 5 and 9 gives that $I(H) = I(G)$ after line 14. Lemma 10 then refutes that $H$ can contain a semi-directed cycle. □

Theorem 4. After line 15, $H$ has exactly the unique minimal set of bidirected edges for its Markov equivalence class.

Proof. It is clear that bidirected edges only can be introduced to $H$ by rules 0-3. From Lemma 3 it also follows that the rules are sound meaning that all the orientations in $H$ caused by the rules have to exist in every $G'$ st $I(G') = I(G)$. □

5 Conclusion

In this paper we have presented and proved two fundamental elements for the multivariate regression interpretation of CGs. The first element was an algorithm to learn a multivariate regression CG from a probability distribution faithful to some CG. The second element we have presented is a feasible split and a feasible merging st they alter the structure of a CG but do not change the Markov equivalence class of the CG. We have also shown that there exists a set of CGs with a unique minimal set of bidirected edges for each Markov equivalence class and that these CGs can be reached from any CG in the class using the split operation.
6 Further Work

Many elements are still not presented or proven for the multivariate regression interpretation of CGs. The natural continuation of the work presented here would be to develop a learning algorithm with weaker assumptions than the one presented. This could for example be a learning algorithm which only assumes that the probability distribution fulfills the composition property. A second natural continuation of the work here would be to use the split and merging operations to prove that Meek’s conjecture holds for the multivariate regression interpretation of CGs, similar way to Peña’s work within the LWF interpretation [9]. This could then be used to develop learning algorithms that are correct under the composition property.
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Abstract  This paper presents and proves an extension of Meek’s conjecture to chain graphs under the Lauritzen-Wermuth-Frydenberg interpretation. The proof of the conjecture leads to the development of a structure learning algorithm that finds an inclusion optimal chain graph for any given probability distribution satisfying the composition property. Finally, the new algorithm is experimentally evaluated.
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1 Introduction

This paper deals with chain graphs under the Lauritzen-Wermuth-Frydenberg interpretation. Although these chain graphs were introduced to model independencies fairly early [5], there has been relatively little research on them compared to, for example, Bayesian networks. This has mainly to do with the additional complexity that follows from the fact that chain graphs may have both directed and undirected edges, compared to Bayesian networks that only have directed edges. Lately, however, chain graphs have got renewed interest due to their ability to represent more independence models than Bayesian networks [2, 6, 9–15].

A key component that chain graphs still lack compared to Bayesian networks is an inclusion optimal structure learning algorithm. This has mainly to do with that Meek’s conjecture has been proven for Bayesian networks [1] but not for chain graphs. We will in this article prove it and, then, use it to develop an algorithm that finds an inclusion optimal chain graph for any probability distribution satisfying the composition property. We will also provide an implementation of the algorithm, and experimentally compare it with the earlier published LCD algorithm [6]. This comparison may seem unfair because the LCD algorithm finds a chain graph a given probability distribution is faithful to and, thus, it imposes a stronger requirement on the input compared to our algorithm. However, this is the best we can do given that we are the first to weaken the faithfulness requirement. To avoid biasing the results in our favour, the experiments only involve faithful probability distributions.
CHAPTER 5. OUR CONTRIBUTION

The rest of the article organized as follows. In Section 2, we introduce the notation used in the paper. In Section 3, we prove Meek’s conjecture for chain graphs. In Section 4, we describe an inclusion optimal learning algorithm. We implement and evaluate the algorithm in Section 5. We close in Section 6 with some conclusions.

2 Preliminaries

In this section, we review some concepts from probabilistic graphical models that are used later in this paper. See, for instance, [4] and [12] for further information. All the graphs, independence models, and probability distributions in this paper are defined over a finite set \( V \). All the graphs in this paper are hybrid graphs, i.e. they have (possibly) both directed and undirected edges. We assume throughout the paper that the union and the intersection of sets precede the set difference when evaluating an expression.

If a graph \( G \) has a directed (resp. undirected) edge between two nodes \( X_1 \) and \( X_2 \), then we write that \( X_1 \rightarrow X_2 \) (resp. \( X_1 - X_2 \)) is in \( G \). When there is a directed or undirected edge between two nodes of \( G \), we say that the two nodes are adjacent in \( G \). The parents of a set of nodes \( Y \) of \( G \) is the set \( Pa_G(Y) = \{ X_i | X_i \rightarrow X_2 \text{ is in } G \text{ and } X_2 \in Y \} \). The neighbors of a set of nodes \( Y \) of \( G \) is the set \( Ne_G(Y) = \{ X_i | X_i - X_2 \text{ is in } G \text{ and } X_2 \in Y \} \). The boundary of a node \( X_2 \) of \( G \) is the set \( Bd_G(X_2) = Pa_G(X_2) \cup Ne_G(X_2) \). A route between two nodes \( X_1 \) and \( X_n \) of \( G \) is a sequence of nodes \( X_1, \ldots, X_n \) s.t. \( X_i \) and \( X_{i+1} \) are adjacent in \( G \) for all \( 1 \leq i < n \). The length of a route is the number of (not necessarily distinct) edges in the route. We treat all singletons as routes of length zero. A route in \( G \) is called undirected if \( X_i - X_{i+1} \) is in \( G \) for all \( 1 \leq i < n \). A route in \( G \) is called descending from \( X_1 \) to \( X_n \) if \( X_i - X_{i+1} \) or \( X_i \rightarrow X_{i+1} \) is in \( G \) for all \( 1 \leq i < n \). If there is a descending route from \( X_1 \) to \( X_n \) in \( G \), then \( X_n \) is called a descendant of \( X_1 \). Note that \( X_1 \) is a descendant of itself, since we allow routes of length zero. The descendants of a set of nodes \( Y \) of \( G \) is the union of the descendants of each node of \( Y \) in \( G \) and are denoted \( Dc_G(Y) \). If \( X_n \) is a descendant of \( X_1 \) in \( G \) but \( X_1 \) is not a descendant of \( X_n \) in \( G \), then \( X_n \) is called a strict descendant of \( X_1 \). The strict descendants of a set of nodes \( Y \) of \( G \) is the union of the strict descendants of each node of \( Y \) in \( G \) and are denoted \( Sd_G(Y) \). Given a route \( \rho \) between \( X_1 \) and \( X_n \) in \( G \) and a route \( \rho' \) between \( X_n \) and \( X_m \) in \( G \), \( \rho \cup \rho' \) denotes the route between \( X_1 \) and \( X_m \) in \( G \) resulting from appending \( \rho' \) to \( \rho \).

A chain is a partition of \( V \) into ordered subsets, which we call the blocks of the chain. We say that an element \( X \in V \) is to the left of another element \( Y \in V \) in a chain \( \alpha \) if the block of \( \alpha \) containing \( X \) precedes the block of \( \alpha \) containing \( Y \) in \( \alpha \). Equivalently, we can say that \( Y \) is to the right of \( X \) in \( \alpha \). We say that a graph \( G \) and a chain \( \alpha \) are consistent when (i) for every edge \( X \rightarrow Y \) in \( G \), \( X \) is to the left of \( Y \) in \( \alpha \), and (ii) for every edge \( X - Y \) in \( G \), \( X \) and \( Y \) are in the same block of \( \alpha \). A chain graph (CG) is a graph
that is consistent with a chain. A set of nodes of a CG is connected if there exists an undirected route in the CG between every pair of nodes of the set. A component of a CG is a maximal (wrt set inclusion) connected set of its nodes. A block of a CG is a set of components of the CG s.t. there is no directed edge between their nodes in the CG. Note that a component of a CG is connected, whereas a block of a CG or a block of a chain that is consistent with a CG is not necessarily connected. Given a set $K$ of components of $G$, a component $C \in K$ is called maximal in $G$ if none of its nodes is a descendant of $K \setminus \{C\}$ in $G$. A component $C$ of $G$ is called terminal in $G$ if its descendants in $G$ are exactly $C$. Let a component $C$ of $G$ be partitioned into two non-empty connected subsets $C \setminus L$ and $L$. By splitting $C$ into $C \setminus L$ and $L$ in $G$, we mean replacing every edge $X \to Y$ in $G$ s.t. $X \in C \setminus L$ and $Y \in L$ with an edge $X \to Y$. Moreover, we say that the split is feasible if (i) $X \to Y$ is in $G$ for all $X, Y \in \text{Ne}_G(L) \cap (C \setminus L)$, and (ii) $X \to Y$ is in $G$ for all $X \in \text{Pa}_G(L)$ and $Y \in \text{Ne}_G(L) \cap (C \setminus L)$. Let $L$ and $R$ denote two components of $G$ s.t. $\text{Pa}_G(R) \cap L \neq \emptyset$. By merging $L$ and $R$ in $G$, we mean replacing every edge $X \to Y$ in $G$ s.t. $X \in L$ and $Y \in R$ with an edge $X \to Y$. Moreover, we say that the merging is feasible if (i) $X \to Y$ is in $G$ for all $X, Y \in \text{Pa}_G(R) \cap L$, and (ii) $X \to Y$ is in $G$ for all $X \in \text{Pa}_G(R) \setminus L$ and $Y \in \text{Pa}_G(R) \cap L$.

A section of a route $\rho$ in a CG is a maximal undirected subroute of $\rho$. A section $X_2 \cdots X_n$ of $\rho$ is a collider section of $\rho$ if $X_1 \to X_2 \cdots X_{n-1} \leftarrow X_n$ is a subroute of $\rho$. Moreover, the edges $X_1 \to X_2$ and $X_{n-1} \leftarrow X_n$ are called collider edges. Let $X, Y$ and $Z$ denote three disjoint subsets of $V$. A route $\rho$ in a CG is said to be $Z$-active when (i) every collider section of $\rho$ has a node in $Z$, and (ii) every non-collider section of $\rho$ has no node in $Z$. When there is no route in a CG $G$ between a node of $X$ and a node of $Y$ that is $Z$-active, we say that $X$ is separated from $Y$ given $Z$ in $G$ and denote it as $X \perp_G Y | Z$. We denote by $X \not\perp_G Y | Z$ that $X \perp_G Y | Z$ does not hold.

Let $X$, $Y$, $Z$ and $W$ denote four disjoint subsets of $V$. An independence model $M$ is a set of statements of the form $X \perp_M Y | Z$, meaning that $X$ is independent of $Y$ given $Z$. Given two independence models $M$ and $N$, we denote by $M \subseteq N$ that if $X \perp_M Y | Z$ then $X \perp_N Y | Z$. We say that $M$ is a graphoid if it satisfies the following properties: Symmetry $X \perp_M Y | Z \Rightarrow Y \perp_M X | Z$, decomposition $X \perp_M Y \cup W | Z \Rightarrow X \perp_M Y | Z$, weak union $X \perp_M Y \cup W | Z \Rightarrow X \perp_M Y | Z \cup W$, contraction $X \perp_M Y | Z \cup W \Rightarrow X \perp_M Y \cup W | Z$, and intersection $X \perp_M Y | Z \cup W \Rightarrow X \perp_M Y | Z \cup W$. An independence model $M$ is also said to satisfy the composition property when $X \perp_M Y \cap Z \Rightarrow X \perp_M Y | Z$. The independence model induced by a CG $G$, denoted as $I(G)$, is the set of separation statements $X \perp_G Y | Z$ that holds in $G$. It is known that $I(G)$ is a graphoid [13, Lemma 3.1]. Let $H$ denote the graph resulting from a feasible split or merging in a CG $G$. Then, $H$ is a CG and $I(H) = I(G)$ [14, Lemma 5 and Corollary 9]. Two CGs $H$ and $G$ are said to be in the same
equivalence class if \( I(H) = I(G) \).

A CG \( G \) is an independence (I) map of an independence model \( M \) if \( I(G) \subseteq M \). Moreover, \( G \) is a minimal independence (MI) map of \( M \) if removing any edge from \( G \) makes it cease to be an I map of \( M \). An independence model \( M \) is said to be faithful w.r.t. a CG \( G \) if \( I(G) = M \). We also say that an independence model \( M \) is faithful if it is faithful to some CG \( G \). A CG \( G \) is said to satisfy the local Markov property w.r.t. an independence model \( M \) iff \( X \perp_M V \setminus X \setminus Sd_G(X) \setminus Bd_G(X) | Bd_G(X) \) for all \( X \in V \). Given any chain \( C_1, \ldots, C_n \) that is consistent with \( G \), we say that \( G \) satisfies the pairwise block-recursive Markov property w.r.t. \( M \) if \( X \perp_M Y | \cup_{j=1}^k C_j \setminus \{X, Y\} \) for all non-adjacent nodes \( X \) and \( Y \) of \( G \) and where \( k^* \) is the smallest \( k \) s.t. \( X, Y \in \cup_{j=1}^k C_j \). If \( M \) is a graphoid and \( G \) satisfies the local Markov property or the pairwise block-recursive Markov property w.r.t. \( M \), then \( G \) is an I map of \( M \) [4, Theorem 3.34]. We say that a CG \( G_\alpha \) is a MI map of an independence model \( M \) relative to a chain \( \alpha \) if \( G_\alpha \) is a MI map of \( M \) and \( G_\alpha \) is consistent with \( \alpha \). A CG \( G \) is said to include an independence model \( M \) iff \( I(G) \subseteq M \). \( G \) is also said to be inclusion optimal w.r.t. \( M \) iff \( I(G) \subseteq M \) and there exists no other CG \( H \) such that \( I(G) \subseteq I(H) \subseteq M \).

3 Meek’s conjecture for chain graphs

In this section we extend Meek’s conjecture to chain graphs. This will later be used to prove that the CG structure learning algorithm provided in the next section is inclusion optimal for those probability distributions that satisfy the composition property.

Given two directed and acyclic graphs \( G \) and \( H \) s.t. \( I(H) \subseteq I(G) \), Meek’s conjecture states that we can transform \( G \) into \( H \) by a sequence of directed edge additions and covered edge reversals s.t. after each operation in the sequence \( G \) is a directed and acyclic graph and \( I(H) \subseteq I(G) \) [7]. Meek’s conjecture was proven to be true in [1, Theorem 4] by developing an algorithm that constructs a valid sequence of operations. In this section, we extend Meek’s conjecture from directed and acyclic graphs to CGs, and prove that the extended conjecture is true. Specifically, given two CGs \( G \) and \( H \) s.t. \( I(H) \subseteq I(G) \), we prove that \( G \) can be transformed into \( H \) by a sequence of directed and undirected edge additions and feasible splits and mergings s.t. after each operation in the sequence \( G \) is a CG and \( I(H) \subseteq I(G) \). The proof is constructive in the sense that we give an algorithm that constructs a valid sequence of operations. See Appendix A for an example run of the algorithm.

We start by introducing two new operations on CGs. It is worth mentioning that all the algorithms in this paper use a "by reference" calling convention, meaning that the algorithms can modify the arguments passed to them. Let \( K \) denote a block of a CG \( G \). Let \( L \subseteq K \). By feasible block splitting (fbsplitting) \( K \) into \( K \setminus L \) and \( L \) in \( G \), we mean running the algo-
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Algorithm at the top of Figure 1. The algorithm repeatedly splits a component of $G$ until $L$ becomes a block of $G$. Before the splits, the algorithm adds to $G$ the smallest set of edges so that the splits are feasible. Let $L$ and $R$ denote two blocks of a CG $G$. By feasible block merging (fbmerging) $L$ and $R$ in $G$, we mean running the algorithm at the bottom of Figure 1. The algorithm repeatedly merges two components of $G$ until $L \cup R$ becomes a block of $G$. Before the mergings, the algorithm adds to $G$ the smallest set of edges so that the mergings are feasible. It is worth mentioning that the component $L_j$ in line 6 is guaranteed to be unique by the edges added in lines 3 and 4.

Our proof of the extension of Meek’s conjecture to CGs builds upon an algorithm for efficiently deriving the MI map $G_\alpha$ of the independence model induced by a given CG $G$ relative to a given chain $\alpha$. The pseudocode of the algorithm, called Method B3, can be seen in Figure 2. Method B3 works...
Construct $\beta(G, \alpha, \beta)$

1. Set $\beta = \emptyset$
2. Set $H = G$
3. Let $C$ denote any terminal component of $H$ whose leftmost node in $\alpha$ is rightmost in $\alpha$
4. Add $C$ as the leftmost block of $\beta$
5. Let $R$ denote the right neighbor of $C$ in $\beta$
6. If $R \neq \emptyset$, $Pa_G(R) \cap C = \emptyset$, and the nodes of $C$ are to the right of the nodes of $R$ in $\alpha$ then
   7. Replace $C, R$ with $R, C$ in $\beta$
   8. Go to line 5
9. Remove $C$ and all its incoming edges from $H$
10. If $H \neq \emptyset$ then
    11. Go to line 3

Method B3($G, \alpha$)

1. Construct $\beta(G, \alpha, \beta)$
2. Let $C$ denote the rightmost block of $\alpha$ that has not been considered before
3. Let $K$ be the leftmost block of $\beta$ s.t. $K \cap C \neq \emptyset$
4. Set $L = K \cap C$
5. If $K \setminus L \neq \emptyset$ then
   6. Fbsplit($K, L, G$)
    7. Replace $K$ with $K \setminus L, L$ in $\beta$
8. Let $R$ denote the right neighbor of $L$ in $\beta$
9. If $R \neq \emptyset$ and some node of $R$ is not to the right of the nodes of $L$ in $\alpha$
10. Fbmerge($L, R, G$)
    11. Replace $L, R$ with $L \cup R$ in $\beta$
12. Go to line 3
13. If $\beta \neq \alpha$ then
    14. Go to line 2

Figure 2: Method B3.
iteratively by fbsplitting and fbmerging some blocks of \( G \) until the resulting CG is consistent with \( \alpha \). It is not difficult to see that such a way of working results in a CG that is an I map of \( I(G) \). However, in order to arrive at \( G_\alpha \), the blocks of \( G \) to modify in each iteration must be carefully chosen. For this purpose, Method B3 starts by calling Construct \( \beta \) to derive a chain \( \beta \) that is consistent with \( G \) and as close to \( \alpha \) as possible (see lines 5-8). By \( \beta \) being as close to \( \alpha \) as possible, we mean that the number of blocks Method B3 will later fbsplit and fbmerge is kept at a minimum, because Method B3 will use \( \beta \) to choose the blocks to modify in each iteration. A line of Construct \( \beta \) that is worth explaining is line 3, because it is crucial for the correctness of Method B3 (see Case 3.2.4 in the proof of Lemma 2). This line determines the order in which the components of \( H \) (initially \( H = G \)) are added to \( \beta \) (initially \( \beta = /\text{uni2205} \)). In principle, a component of \( H \) may have nodes from several blocks of \( \alpha \). Line 3 labels each terminal component of \( H \) with its leftmost node in \( \alpha \) and, then, chooses any terminal component whose label node is rightmost in \( \alpha \). This is the next component to add to \( \beta \).

Once \( \beta \) has been constructed, Method B3 proceeds to transform \( G \) into \( G_\alpha \). In particular, Method B3 considers the blocks of \( \alpha \) one by one in the reverse order in which they appear in \( \alpha \). For each block \( C \) of \( \alpha \), Method B3 iterates through the following steps. First, it finds the leftmost block \( K \) of \( \beta \) that has some nodes from \( C \). These nodes, denoted as \( L \), are then moved to the right in \( \beta \) by fbsplitting \( K \) to create a new block \( L \) of \( G \) and \( \beta \). If the nodes of the right neighbor \( R \) of \( L \) in \( \beta \) are to the right of the nodes of \( L \) in \( \alpha \), then Method B3 is done with \( C \). Otherwise, Method B3 moves \( L \) further to the right in \( \beta \) by fbmerging \( L \) and \( R \) in \( G \) and \( \beta \).

The proof of the following important intermediate result can be found in Appendix B.

**Lemma 1.** Let \( M \) denote an independence model, and \( \alpha \) a chain \( C_1, \ldots, C_n \). If \( M \) is a graphoid, then there exists a unique CG \( G_\alpha \) that is an I map of \( M \) relative to \( \alpha \). Specifically, for each node \( X \) of each block \( C_k \) of \( \alpha \), \( Bd_{G_\alpha}(X) \) is the smallest subset \( B \) of \( \bigcup_{j=1}^{k} C_j \setminus \{X\} \) s.t. \( X \perp M \bigcup_{j=1}^{k} C_j \setminus \{X\} \setminus B \setminus B \).

The proof of the following lemma, which guarantees the correctness of Method B3, can be found in Appendix B.

**Lemma 2.** Let \( G_\alpha \) denote the MI map of the independence model induced by a CG \( G \) relative to a chain \( \alpha \). Then, Method B3(\( G, \alpha \)) returns \( G_\alpha \).

We are now ready to prove that the extension of Meek’s conjecture to CGs is true. The proof is constructive in the sense that we give an algorithm that constructs a valid sequence of operations. The pseudocode of our algorithm, called Method G2H, can be seen in Figure 3. The proof of the following theorem, which guarantees the correctness of Method G2H, can be found in Appendix B.

\(^{1}\text{By convention, } X \perp M \cup_{j=1}^{k} C_j \setminus \{X\}.\)
Method G2H(G, H)

1 Let α denote a chain that is consistent with H
2 Method B3(G, α)
3 Add to G the edges that are in H but not in G

Figure 3: Method G2H.

**Theorem 1.** Given two CGs G and H s.t. \( I(H) \subseteq I(G) \), Method G2H(G, H) transforms G into H by a sequence of directed and undirected edge additions and feasible splits and mergings s.t. after each operation in the sequence G is a CG and \( I(H) \subseteq I(G) \).

4 The CKES algorithm

With the extension of Meek’s conjecture proven, we can now present an algorithm which relies upon it to find an inclusion optimal CG structure for a given probability distribution that satisfies the composition property. The algorithm is based on random walks in the equivalence classes and is a generalized version of the KES algorithm used for Bayesian network structure learning [8]. Unlike KES, the CKES algorithm is not score-based but constraint-based. The algorithm is shown in Figure 4. The proof of the theorem below, which guarantees the correctness of the CKES algorithm, can be found in Appendix B.

**Theorem 2.** For any probability distribution \( p \) for which the composition property holds, the CKES algorithm finds a CG that is inclusion optimal w.r.t. \( p \).

It is worth mentioning that it follows from the proof of the theorem above that the four operations in the CKES algorithm are necessary to guarantee its correctness.

Due to the infeasibility to enumerate all CGs in each visited equivalence class and the unavailability of the probability distribution \( p \), some approximations had to be made when implementing the CKES algorithm. There are two major differences between the algorithm described in Figure 4 and its implementation in Figure 5. The first is that we check whether an independence holds in \( p \) by running a hypothesis test on a sample from it, which is what we have access to in practice. Such a test is represented in Figure 5 with the function \( I(X,Y|Z) \), which returns the \( p \)-value of the test. The second major difference is that line 2 in Figure 4 has been replaced by two loops visible in lines 2 and 4 in Figure 5. The loop in line 4 considers \( m \) graphs in the current equivalence class to find the best edge addition or removal for that class. However, unless \( m \to \infty \) it is unclear whether all graphs
CKES algorithm

1. $G$ = Empty graph
2. Repeat until all the CGs in the equivalence class of $G$ have been considered:
3. For every ordered pair of nodes $X$ and $Y$:
4. If $X \rightarrow Y$ is in $G$ but $X \perp_Y Bd_G(Y) \setminus X$ then remove $X \rightarrow Y$ from $G$ and go to line 2
5. If $X \leftarrow Y$ is in $G$ but $X \perp_Y Bd_G(Y) \setminus X$ and $X \perp_Y Bd_G(X) \setminus Y$ then remove $X \leftarrow Y$ from $G$ and go to line 2
6. If $X \rightarrow Y$ is not in $G$ but adding $X \rightarrow Y$ to $G$ results in a CG and $X \not\perp_Y Bd_G(Y)$ then add $X \rightarrow Y$ to $G$ and go to line 2
7. If $X \leftarrow Y$ is not in $G$ but adding $X \leftarrow Y$ to $G$ results in a CG and $X \not\perp_Y Bd_G(Y)$ or $X \not\perp_Y Bd_G(X)$ then add $X \leftarrow Y$ to $G$ and go to line 2
8. Move to another CG in the same equivalence class of $G$ by performing a random number of random feasible merges or feasible splits on $G$ and thereby updating $G$
9. Return $G$

Figure 4: The CKES Algorithm.

in the equivalence class have been considered. This means that not all edge additions and removals may have been considered for the equivalence class and that the edge addition or edge removal with lowest resp. highest $p$-value may not have been found. This can be acceptable if some edge addition or removal is found but not when determining if the equivalence class is an inclusion optimal CG (i.e. when terminating the algorithm). The loop in line 2 has therefore been added to make sure that the final equivalence class is searched extra thoroughly by repeating the inner loop $k$ times. Finally, there is also the $l$ variable in line 10, which controls how many splits or mergings that are performed when moving between graphs in the same equivalence class. All in all this means that large values on $k$, $l$ and $m$ increase the probability that the implementation terminates in an inclusion optimal CG, assuming that the independence hypothesis test does not induce any error. Theoretically, an inclusion optimal CG can only be guaranteed to be found if either $m \rightarrow \infty$ or $k \rightarrow \infty$. Empirical results do however suggest that these conditions can be relaxed considerably and that the parameter values $k = 10$, $l = 4$, $m = 100$ are high enough to find a local optimum for our experiments in the next section.
CKES implementation\((\alpha, k, l, m)\)

1. \( G = \) Empty graph
2. Repeat until \( I(G) \) does not change for \( k \) iterations:
3. \( \rho_r = 0, \rho_a = 1 \)
4. Repeat for \( m \) iterations:
5. For every ordered pair of nodes \( X \) and \( Y \):
6. If \( X \rightarrow Y \) is in \( G \) but
   \[ I(X, Y | Bd_G(Y) \setminus X) > \rho_r, \]
   then set
   \[ \rho_r = I(X, Y | Bd_G(Y) \setminus X) \] and
   \[ G_r = G \setminus \{ X \rightarrow Y \}. \]
7. If \( X - Y \) is in \( G \) but
   \[ \min(I(X, Y | Bd_G(Y) \setminus X), I(X, Y | Bd_G(X) \setminus Y)) > \rho_r, \]
   then set
   \[ \rho_r = \min(I(X, Y | Bd_G(Y) \setminus X), I(X, Y | Bd_G(X) \setminus Y)) \]
   and
   \[ G_r = G \setminus \{ X - Y \}. \]
8. If \( X \rightarrow Y \) is not in \( G \) but adding \( X \rightarrow Y \) to \( G \) results in a CG and
   \[ I(X, Y | Bd_G(Y)) < \rho_a, \]
   then set
   \[ \rho_a = I(X, Y | Bd_G(Y)) \] and
   \[ G_a = G \cup \{ X \rightarrow Y \}. \]
9. If \( X - Y \) is not in \( G \) but adding \( X - Y \) to \( G \) results in a CG and
   \[ \min(I(X, Y | Bd_G(Y)), I(X, Y | Bd_G(X))) < \rho_a, \]
   then set
   \[ \rho_a = \min(I(X, Y | Bd_G(Y)), I(X, Y | Bd_G(X))) \] and
   \[ G_a = G \cup \{ X - Y \}. \]
10. Move to another CG in the same equivalence class of \( G \) by performing \( l \) random feasible
    merges or feasible splits on \( G \) and thereby updating \( G \)
11. If \( \rho_r > \alpha \), then set \( G = G_r \) and go to line 2
12. If \( \rho_a \leq \alpha \), then set \( G = G_a \) and go to line 2
13. Return \( G \)

Figure 5: CKES Implementation.
5 Evaluation

To our knowledge, only two other CG structure learning algorithms have been presented under the Lauritzen-Wermuth-Frydenberg interpretation. These are the LCG recovery algorithm [11] and the LCD algorithm [6]. The SINful approach [3] can also be used to learn a CG structure but only if its components and their order is known in advance. Both the LCG recovery algorithm and the LCD algorithm assume faithfulness. It can be shown that if this assumption does not hold, then these algorithms may find a CG that does not include the probability distribution at hand, even if the algorithms are given perfect information about the independencies that hold in the probability distribution (see Appendix C). In this section we will evaluate our algorithm only against the LCD algorithm, because it is the only that has been presented with an implementation and evaluation.

Recall that for the CKES algorithm to find an inclusion optimal CG of a probability distribution, it suffices that the latter satisfies the composition property. However, the LCD algorithm finds an inclusion optimal CG of a probability distribution only if the latter satisfies the faithfulness assumption. To avoid biasing the experimental results in our favour, we only considered faithful probability distributions in the experiments (see Appendix C for experiments under the composition property assumption). Specifically, we considered CGs with $P=10$, 20 nodes and $N=2$, 5 adjacencies per node on average. For each of these four scenarios, we generated 10 random CG structures with the algorithm described in [6]. Each structure was then parameterized into one binary and one Gaussian probability distribution as proposed by [6]. Then, samples of size $n=100$, 30000 were obtained from these probability distributions. Using these samples and the independence hypothesis tests provided by Ma et al. with significance level

![Figure 6: Multiple Locally Optimal CGs May Exist.](image-url)
The first conclusion that we drew from our experiments is that multiple locally optimal CGs may be found from the same sample. This phenomenon has been previously noted for Bayesian networks [8]. Figure 6 illustrates this phenomenon. Specifically, it plots the recall and precision of CGs obtained by running 100 times the LCD and 100 times the CKES algorithm on the same 30000 samples from a Gaussian probability distribution sampled from a CG with P=10 and N=2. In the case of the LCD implementation this randomization comes from variations in the order in which the variables are considered by the algorithm. The CKES implementation on the other hand contains both the explicit randomness due to lines 4 and 10 in Figure 5 and also the implicit randomness due to the order in which the variables are chosen in line 5 in Figure 5. The explicit randomness can to a large extent be minimized with large enough values on the parameters l and m in the algorithm. Increasing these parameters significantly was however seen to have little impact on the results. Instead, it is the implicit randomness that is most significant.

With the numerous locally optimal CGs found in mind, we then set out to find which of the two algorithms reached the best CG. This was done by running both algorithms 100 times on each sample set in the experiments and, then, selecting the best CGs in terms of recall and precision from those obtained from each sample set. Table 1 presents average recall and precision values over the best CGs obtained from the 10 sample sets created for each scenario in the experiments. In addition to these results, Table 2 presents the following values for each scenario:

- **Best recall**: The number of sample sets on which the CKES (resp. LCD) algorithm learnt a CG with better or equal recall than any of the CGs learnt by the LCD (resp. CKES) algorithm.
- **Best precision**: The number of sample sets on which the CKES (resp. LCD) algorithm learnt a CG with better or equal precision than any of the CGs learnt by the LCD (resp. CKES) algorithm.
- **Best recall and precision**: The number of sample sets on which the CKES (resp. LCD) algorithm learned a CG with better or equal recall
Table 1: Average Results For Categorical Data (Top) And Gaussian Data (Bottom).

<table>
<thead>
<tr>
<th>CG structure</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CKES</td>
<td>LCD</td>
</tr>
<tr>
<td>P=10, N=2, n=100</td>
<td>0.97</td>
<td>0.98</td>
</tr>
<tr>
<td>P=10, N=2, n=30000</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>P=10, N=5, n=100</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>P=10, N=5, n=30000</td>
<td>0.95</td>
<td>0.98</td>
</tr>
<tr>
<td>P=20, N=2, n=100</td>
<td>0.97</td>
<td>0.99</td>
</tr>
<tr>
<td>P=20, N=2, n=30000</td>
<td>0.89</td>
<td>0.95</td>
</tr>
<tr>
<td>P=20, N=5, n=100</td>
<td>0.98</td>
<td>1.00</td>
</tr>
<tr>
<td>P=20, N=5, n=30000</td>
<td>0.71</td>
<td>0.95</td>
</tr>
</tbody>
</table>

and precision than any of the CGs learnt by the LCD (resp. CKES) algorithm.

We can now make the following observations about the results obtained:

1. According to Table 1, none of the algorithms is generally able to recreate the CG sampled since their recall and precision values do not equal 1. This means that the sets of independencies detected by the hypothesis test on the sample sets are not faithful to the CGs that generated the sample sets. As we will see, this leads the two algorithms in the evaluation to behave differently.

2. According to Table 1, the LCD algorithm on average achieves good recall but not so good precision. The reason for this may be that the faithfulness assumption makes the LCD algorithm search for a CG that represents all the independencies that are detected in the sample set. However, such a CG may also represent many other independencies. Therefore, the LCD algorithm trades precision for recall.

3. According to Table 1, the CKES algorithm on average achieves good precision but not so good recall. The reason for this may be that the composition property assumption makes the CKES algorithm search...
Table 2: Best Results For Categorical Data (Top) And Gaussian Data (Bottom).

<table>
<thead>
<tr>
<th>CG structure</th>
<th>Best recall</th>
<th>Best precision</th>
<th>Best recall and precision</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CKES</td>
<td>LCD</td>
<td>CKES</td>
</tr>
<tr>
<td>P=10,N=2,n=100</td>
<td>6 9</td>
<td>6 4</td>
<td>3 3</td>
</tr>
<tr>
<td>P=10,N=2,n=30000</td>
<td>8 5</td>
<td>9 1</td>
<td>8 1</td>
</tr>
<tr>
<td>P=10,N=5,n=100</td>
<td>10 10</td>
<td>9 1</td>
<td>6 1</td>
</tr>
<tr>
<td>P=10,N=5,n=30000</td>
<td>6 10</td>
<td>10 0</td>
<td>6 0</td>
</tr>
<tr>
<td>P=20,N=2,n=100</td>
<td>2 9</td>
<td>8 2</td>
<td>0 2</td>
</tr>
<tr>
<td>P=20,N=2,n=30000</td>
<td>1 9</td>
<td>10 0</td>
<td>1 0</td>
</tr>
<tr>
<td>P=20,N=5,n=100</td>
<td>3 10</td>
<td>9 1</td>
<td>3 1</td>
</tr>
<tr>
<td>P=20,N=5,n=30000</td>
<td>0 10</td>
<td>10 0</td>
<td>0 0</td>
</tr>
</tbody>
</table>

for a CG that only represent independencies that are detected in the sample set. However, such a CG may not represented many of the detected independencies. Therefore, the CKES algorithm trades off recall for precision. This can also be seen in Figure 6 where the CKES algorithm achieves good recall only if it also achieves good precision, which indicates that it considers precision as more important.

In other words, it seems that the faithfulness assumption makes the LCD algorithm overconfident and aggressive, whereas the composition property assumption makes the CKES algorithm cautious and conservative. As we have seen, this implies that in practice the LCD algorithm prioritizes recall and the CKES algorithm precision. In our opinion, the latter behaviour is to be preferred: By achieving better precision, the CGs learnt by the CKES algorithm represent to a greater extent an I map of the probability distribution sampled. And this is the goal in structural learning.

4. The last observation is about which algorithm usually returns the best CG. We can see in Table 2 that the LCD algorithm usually returns the best CG in terms of recall, whereas the CKES algorithm usually returns the best CG in terms of precision. However, note that it is the CKES algorithm which usually returns the best CG in terms of recall and precision jointly.
6 Conclusions

In this article, we have presented and proved an extension of Meek’s conjecture to CGs under the Lauritzen-Wermuth-Frydenberg interpretation. We have also shown how this conjecture can be used to develop a CG structure learning algorithm that is inclusion optimal for those probability distributions that satisfy the composition property. This property is weaker than faithfulness, which has been a prerequisite for all earlier presented algorithms. We think that the extension of Meek’s conjecture proven in this paper is very relevant, since we believe that it will be used by other researchers to propose their own inclusion optimal learning algorithms under the composition property assumption.

In our experiments, we have seen that the CKES algorithm, which only assumes the composition property, produces CGs that can be interpreted as I maps of the probability distribution at hand to a greater extent than the CGs produced by the LCD algorithm, which assumes faithfulness. The reason seems to be that assuming only the composition property induces a more conservative behavior as compared to assuming faithfulness. CGs are aimed at helping discovering independencies and/or performing probabilistic inference faster but accurately. In both of these tasks it is more important that the independencies in the learnt CG are true in the probability distribution at hand than that all the true independencies are in the CG. In other words, precision is more important than recall for these tasks. The CKES algorithm is therefore, in our humble opinion, preferred to the other algorithms available today.

In our experiments, we have also seen that there may, and often do, exist many local optima for a given data set. This holds even if the data are sampled from a faithful probability distribution. Therefore, it is not wise to just run the learning algorithm once. Instead, we propose to run the algorithm a number of times on the same data and return the best CG found. However, there remains a question to answer for this approach to be applicable in practice: How do we know which of the learnt CGs is the best? One option is selecting the CG learnt that has the best recall and/or precision w.r.t. the independencies detected by the hypothesis test in the sample set, rather than w.r.t. the separations in the CG sampled as we did in our experiments. Another option is scoring each learnt CG with a score such as the Bayesian information criterion (BIC). We expect that these scores correlate well with the recall and precision values in our experiments. Using a score inside the CKES algorithm instead of the hypothesis test is considered too time consuming due to the fact that there is no closed-form estimates of the maximum-likelihood parameters of a CG. However, we consider it feasible to use a score to rank the CGs learnt by multiple runs of CKES. We are currently working on these two alternative ways to make our approach to CG structure learning applicable in practice.
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Appendix A: Example run

We show below an example run of the operation Fbsplit(K, L, G) presented in Figure 1 of the main text. Let G be the CG below, K = \{1, 2, 3, 4, 6, 7\}, and L = \{3, 4, 7\}.

\[ \begin{array}{c}
1 \\
| \\
2 \\
| \\
\downarrow \\
3 \\
\downarrow \\
4 \\
\downarrow \\
5 \\
\downarrow \\
6 \\
\downarrow \\
7 \\
\end{array} \]

According to line 1, \( L_1 = \{3, 4\} \) and \( L_2 = \{7\} \). After having executed lines 2-4 for \( i = 1 \), G looks like the CG below.

\[ \begin{array}{c}
1 \\
| \\
2 \\
| \\
\downarrow \\
3 \\
\downarrow \\
4 \\
\downarrow \\
5 \\
\downarrow \\
6 \\
\downarrow \\
7 \\
\end{array} \]

After having executed lines 2-4 for \( i = 2 \), G looks like the CG below.

\[ \begin{array}{c}
1 \\
| \\
2 \\
| \\
\downarrow \\
3 \\
\downarrow \\
4 \\
\downarrow \\
5 \\
\downarrow \\
6 \\
\downarrow \\
7 \\
\end{array} \]

After having executed lines 5-8 for \( i = 1 \), G looks like the CG below. Note that according to line 6, \( K_j = \{1, 2, 3, 4\} \).
After having executed lines 5-8 for $i = 2$, $G$ looks like the CG below. Note that according to line 6, $K_j = \{6, 7\}$.

We show below an example run of the operation $\text{Fbmerge}(L, R, G)$ presented in Figure 1 of the main text. Let $G$ be the CG below, and $L = \{1, 2, 6\}$, and $R = \{3, 4, 7\}$.

According to line 1, $R_1 = \{3, 4\}$ and $R_2 = \{7\}$. After having executed lines 2-4 for $i = 1$, $G$ looks like the CG below.

After having executed lines 2-4 for $i = 2$, $G$ looks like the CG below.
After having executed lines 5-8 for \(i = 1\), \(G\) looks like the CG below. Note that according to line 6, \(L_j = \{1, 2\}\).

We show below an example run of the operation Construct \(\beta(G, \alpha, \beta)\) presented in Figure 2 of the main text. Let \(G\) be the CG below and \(\alpha = (\{1\}, \{5, 6\}, \{3, 4\}, \{2\})\).

Initially, \(H = G\). In the first iteration of the algorithm, \(C = \{5, 6\}\), \(\beta = (\{5, 6\})\), and the nodes \(\{5, 6\}\) get removed from \(H\). The algorithm jumps to line 3. In the second iteration, \(C = \{3, 4\}, \beta = (\{3, 4\}, \{5, 6\})\), and the nodes \(\{3, 4\}\) get removed from \(H\). The algorithm jumps to line 3. In the third iteration, \(C = \{1, 2\}, \beta = (\{1, 2\}, \{3, 4\}, \{5, 6\})\), and the nodes \(\{1, 2\}\) get removed from \(H\). The algorithm halts because \(H = \emptyset\).

We finally show below an example run of the algorithm Method B3(\(G, \alpha, \beta\)) presented in Figure 2 of the main text. Let \(G\) be the CG above and \(\alpha = (\{1\}, \{5, 6\}, \{3, 4\}, \{2\})\). As shown above, \(\beta = (\{1, 2\}, \{3, 4\}, \{5, 6\})\) after having executed line 1. In the first iteration of the algorithm, \(C = \{2\}, K = \{1, 2\}\), \(G\) gets modified into the CG below by line 6 with \(L = \{2\}\).
and \( \beta = ((1), (2), (3, 4), (5, 6)) \) by line 7, \( G \) does not get modified by line 10 but \( \beta = ((1), (2, 3, 4), (5, 6)) \) by line 11. The algorithm jumps to line 3. In the second iteration, \( C = \{2\}, K = \{2, 3, 4\}, G \) does not get modified by line 6 but \( \beta = ((1), (3, 4), (2), (5, 6)) \) by line 7. \( G \) does not get modified by line 10 but \( \beta = ((1), (3, 4), (2, 5, 6)) \) by line 11. The algorithm jumps to line 3. In the third iteration, \( C = \{2\}, K = \{2, 5, 6\}, G \) does not get modified by line 6 but \( \beta = ((1), (3, 4), (5, 6), (2)) \) by line 7. The algorithm jumps to line 2. In the fourth iteration, \( C = \{3, 4\}, K = \{3, 4\}, G \) gets modified into the CG below by line 10 with \( L = \{3, 4\} \) and \( R = \{5, 6\} \)

\[
\begin{array}{ccll}
1 & \rightarrow & 3 & \rightarrow 5 \\
\downarrow & & \downarrow & \\
2 & \rightarrow & 4 & \rightarrow 6
\end{array}
\]

and \( \beta = ((1), (3, 4, 5, 6), (2)) \) by line 11. The algorithm jumps to line 3. In the fifth iteration, \( C = \{3, 4\}, K = \{3, 4, 5, 6\}, G \) gets modified into the CG below by line 6 with \( L = \{3, 4\} \)

\[
\begin{array}{cc}
1 & \rightarrow & 3 & \rightarrow 5 \\
\downarrow & & \downarrow & \\
2 & \rightarrow & 4 & \rightarrow 6
\end{array}
\]

and \( \beta = ((1), (5, 6), (3, 4), (2)) \) by line 7. The algorithm halts because \( \beta = \alpha \).

**Appendix B: Proofs**

**Lemma 1.** Let \( M \) denote an independence model, and \( \alpha \) a chain \( C_1, \ldots, C_n \). If \( M \) is a graphoid, then there exists a unique CG \( G_\alpha \) that is a MI map of \( M \) relative to \( \alpha \). Specifically, for each node \( X \) of each block \( C_k \) of \( \alpha \), \( Bd_{G_\alpha}(X) \) is the smallest subset \( B \) of \( \cup_{j \neq k} C_j \setminus \{X\} \) s.t. \( X \perp_M \cup_{j \neq k} C_j \setminus \{X\} \setminus B \).

**Proof.** Let \( X \) and \( Y \) denote any two non-adjacent nodes of \( G_\alpha \). Let \( k^* \) denote the smallest \( k \) s.t. \( X, Y \in \cup_{j \neq k} C_j \). Assume without loss of generality that \( X \in C_{k^*} \). Then, \( X \perp_M \cup_{j \neq k^*} C_j \setminus \{X\} \setminus Bd_{G_\alpha}(X) \) by construction of \( G_\alpha \) and, thus, \( X \perp_M Y | \cup_{j \neq k^*} C_j \setminus \{X, Y\} \) by weak union. Then, \( G_\alpha \) satisfies the pairwise block-recursive Markov property w.r.t. \( M \) and, thus, \( G_\alpha \) is an I map of \( M \). In fact, \( G_\alpha \) is a MI map of \( M \) by construction of \( Bd_{G_\alpha}(X) \).

Assume to the contrary that there exists another CG \( H_\alpha \) that is a MI map of \( M \) relative to \( \alpha \). Let \( X \) denote any node s.t. \( Bd_{G_\alpha}(X) \neq Bd_{H_\alpha}(X) \). Let \( X \in C_k \). Then, \( X \perp_M \cup_{j \neq k} C_j \setminus \{X\} \setminus Bd_{G_\alpha}(X) \) by construction of \( G_\alpha \) and, thus, \( X \perp_M Y | \cup_{j \neq k} C_j \setminus \{X, Y\} \) by weak union.

\[1\text{ By convention, } X \perp_M \emptyset | \cup_{j \neq k} C_j \setminus \{X\} \text{.} \]
and $X \perp M \cup \bigcup_{j=1}^{k} C_j \setminus \{X\} \setminus Bd_{H_\alpha}(X) \setminus Bd_{H_\alpha}(X)$ because $G_\alpha$ and $H_\alpha$ are MI maps of $M$. Then, $X \perp M \cup \bigcup_{j=1}^{k} C_j \setminus \{X\} \setminus Bd_{H_\alpha}(X) \cap Bd_{H_\alpha}(X) \cap Bd_{H_\alpha}(X)$ by intersection. However, this contradicts the construction of $Bd_{G_\alpha}(X)$, because $Bd_{G_\alpha}(X) \cap Bd_{H_\alpha}(X)$ is smaller than $Bd_{G_\alpha}(X)$.

\□

Lemma 2. Let $G$ and $H$ denote two CGs s.t. $I(H) \subseteq I(G)$. For any component $C$ of $G$, there exists a unique component of $H$ that is maximal in $H$ from the set of components of $H$ that contain a descendant of $C$ in $G$.

Proof. By definition of CG, there exists at least one such component of $H$. Assume to the contrary that there exist two such components of $H$, say $K$ and $K'$. Note that $Pa_H(K) \cap K' = \emptyset$ and $Pa_H(K') \cap K = \emptyset$ by definition of $K$ and $K'$. Note also that no node of $K$ or $Pa_H(K)$ is a descendant of $K'$ in $H$ by definition of $K$. This implies that $K' \perp_H K \cup Pa_H(K) \setminus Pa_H(K')|Pa_H(K')$ and, thus, $K \perp_H Pa_H(K) \cup Pa_H(K')$ by weak union and symmetry.

That $K$ and $K'$ contain some descendants $k$ and $k'$ of $C$ in $G$ implies that there are descending routes from $C$ to $k$ and $k'$ in $G$ s.t. the nodes in the routes are descendant of $C$ in $G$. Thus, there is a route between $k$ and $k'$ in $G$ s.t. the nodes in the route are descendant of $C$ in $G$. Note that no node in this route is in $Pa_H(K)$ or $Pa_H(K')$ by definition of $K$ and $K'$. Then, $K \notin G K'|Pa_H(K) \cup Pa_H(K')$. However, this contradicts the fact that $I(H) \subseteq I(G)$ because, as shown, $K \perp_H K'|Pa_H(K) \cup Pa_H(K')$.

\□

Lemma 3. Let $G$ and $H$ denote two CGs s.t. $I(H) \subseteq I(G)$. Let $\alpha$ denote a chain that is consistent with $H$. If no descendant of a node $X$ in $G$ is to the left of $X$ in $\alpha$, then the descendants of $X$ in $G$ are descendant of $X$ in $H$ too.

Proof. Let $D$ denote the descendants of $X$ in $G$. Let $C$ denote the component of $G$ that contains $X$. Note that the descendants of $C$ in $G$ are exactly the set $D$. Then, there exists a unique component of $H$ that is maximal in $H$ from the set of components of $H$ that contain a node from $D$, by Lemma 2.

Let $K$ denote the component of $H$ that contains $X$. Note that $K$ is a component of $H$ that is maximal in $H$ from the set of components of $H$ that contain a node from $D$, since no node of $D$ is to the left of $X$ in $\alpha$. It follows from the paragraph above that $K$ is the only such component of $H$.

\□

Lemma 4. Let $G_\alpha$ denote the MI map of the independence model induced by a CG $G$ relative to a chain $\alpha$. Then, Method $B3(G, \alpha)$ returns $G_\alpha$.

Proof. We start by proving that Method $B3$ halts at some point. When Method $B3$ is done with the rightmost block of $\alpha$, the rightmost block of $\beta$
contains all and only the nodes of the rightmost block of \( \alpha \). When Method B3 is done with the second rightmost block of \( \alpha \), the rightmost block of \( \beta \) contains all and only the nodes of the rightmost block of \( \alpha \), whereas the second rightmost block of \( \beta \) contains all and only the nodes of the second rightmost block of \( \alpha \). Continuing with this reasoning, one can see that when Method B3 is done with all the blocks of \( \alpha \), \( \beta \) coincides with \( \alpha \) and thus Method B3 halts.

That Method B3 halts at some point implies that it performs a finite sequence of \( m \) modifications to \( G \) due to the fbsplit and fbmerging in lines 6 and 10. Let \( G_t \) denote the CG resulting from the first \( t \) modifications to \( G \), and let \( G_0 = G \). Specifically, Method B3 constructs \( G_{t+1} \) from \( G_t \) by either

- adding an edge \( X - Y \) due to line 3 of Fbsplit or Fbmerge,
- adding an edge \( X \rightarrow Y \) due to line 4 of Fbsplit or Fbmerge,
- performing all the component splits due to lines 5-8 of Fbsplit, or
- performing all the component mergings due to lines 5-8 of Fbmerge.

Note that none of the modifications above introduces new separation statements. This is trivial to see for the first and second modification. To see it for the third and fourth modification, recall that the splits and the mergings are part of a fbsplit and a fbmerging respectively and, thus, they are feasible. Therefore, \( I(G_{t+1}) \subseteq I(G_t) \) for all \( 0 \leq t < m \) and, thus, \( I(G_m) \subseteq I(G_0) \).

We continue by proving that \( G_t \) is consistent with \( \beta \) for all \( 0 \leq t \leq m \). Since this is true for \( G_0 \) due to line 1, it suffices to prove that if it is true for \( G_t \) then it is true for \( G_{t+1} \) for all \( 0 \leq t < m \). We consider the following four cases.

**Case 1** Method B3 constructs \( G_{t+1} \) from \( G_t \) by adding an edge \( X - Y \) due to line 3 of Fbsplit or Fbmerge. It suffices to note that \( X \) and \( Y \) are in the same block of \( G_t \) and \( \beta \).

**Case 2** Method B3 constructs \( G_{t+1} \) from \( G_t \) by adding an edge \( X \rightarrow Y \) due to line 4 of Fbsplit. It suffices to note that \( X \) is to the left of \( Y \) in \( \beta \), because \( G_t \) is consistent with \( \beta \).

**Case 3** Method B3 constructs \( G_{t+1} \) from \( G_t \) by adding an edge \( X \rightarrow Y \) due to line 4 of Fbmerge. Note that \( X \) is to the left of \( R \) in \( \beta \), because \( \beta \) is consistent with \( G_t \). Then, \( X \) is to the left of \( L \) in \( \beta \), because \( L \) is the left neighbor of \( R \) in \( \beta \) and \( X \notin L \). Then, \( X \) is to the left of \( Y \) in \( \beta \), because \( Y \in L \).

**Case 4** Method B3 constructs \( G_{t+1} \) from \( G_t \) by either performing all the component splits due to lines 5-8 of Fbsplit or performing all the component mergings due to lines 5-8 of Fbmerge. Note that the splits
and the mergings are feasible, since they are part of a fbsplit and a fbmerging respectively. Therefore, \( G_{t+1} \) is a CG. Moreover, note that \( \beta \) is modified immediately after the fbsplit and the fbmerging so that it is consistent with \( G_{t+1} \).

Note that \( G_m \) is not only consistent with \( \beta \) but also with \( \alpha \) because, as shown, \( \beta \) coincides with \( \alpha \) when Method B3 halts. In order to prove the lemma, i.e. that \( G_m = G_\alpha \), all that remains to prove is that \( I(G_\alpha) \subseteq I(G_m) \). To see it, note that \( G_m = G_\alpha \) follows from \( I(G_\alpha) \subseteq I(G_m) \), \( I(G_m) \subseteq I(G_0) \), the fact that \( G_m \) is consistent with \( \alpha \), and the fact that \( G_\alpha \) is the unique MI map of \( I(G_0) \) relative to \( \alpha \). Recall that \( G_\alpha \) is guaranteed to be unique by Lemma 1, because \( I(G_0) \) is a graphoid.

The rest of the proof is devoted to prove that \( I(G_\alpha) \subseteq I(G_m) \). Specifically, we prove that if \( I(G_\alpha) \subseteq I(G_t) \) then \( I(G_\alpha) \subseteq I(G_{t+1}) \) for all \( 0 \leq t < m \). Note that this implies that \( I(G_\alpha) \subseteq I(G_m) \) because \( I(G_\alpha) \subseteq I(G_0) \) by definition of MI map. First, we prove it when Method B3 constructs \( G_{t+1} \) from \( G_t \) by either performing all the component splits due to lines 5-8 of Fbsplit or performing all the component mergings due to lines 5-8 of Fbmerge. Note that the splits and the mergings are feasible, since they are part of a fbsplit and a fbmerging respectively. Therefore, \( I(G_{t+1}) = I(G_t) \). Thus, \( I(G_\alpha) \subseteq I(G_{t+1}) \) because \( I(G_\alpha) \subseteq I(G_t) \).

Now, we prove that if \( I(G_\alpha) \subseteq I(G_t) \) then \( I(G_\alpha) \subseteq I(G_{t+1}) \) when Method B3 constructs \( G_{t+1} \) from \( G_t \) by adding a directed or undirected edge due to lines 3 and 4 of Fbsplit and Fbmerge. Specifically, we prove that if there is an \( S \)-active route \( \rho_{t+1}^{AB} \) between two nodes \( A \) and \( B \) in \( G_{t+1} \), then there is an \( S \)-active route between \( A \) and \( B \) in \( G_\alpha \). We prove this result by induction on the number of occurrences of the added edge in \( \rho_{t+1}^{AB} \). We assume without loss of generality that the added edge occurs in \( \rho_{t+1}^{AB} \) as few or fewer times than in any other \( S \)-active route between \( A \) and \( B \) in \( G_{t+1} \). We call this the minimality property of \( \rho_{t+1}^{AB} \). If the number of occurrences of the added edge in \( \rho_{t+1}^{AB} \) is zero, then \( \rho_{t+1}^{AB} \) is an \( S \)-active route between \( A \) and \( B \) in \( G_t \) too and, thus, there is an \( S \)-active route between \( A \) and \( B \) in \( G_\alpha \) since \( I(G_\alpha) \subseteq I(G_t) \). Assume as induction hypothesis that the result holds for up to \( n \) occurrences of the added edge in \( \rho_{t+1}^{AB} \). We now prove it for \( n + 1 \) occurrences. We consider the following four cases.

**Case 1** Method B3 constructs \( G_{t+1} \) from \( G_t \) by adding an edge \( X \rightarrow Y \) due to line 3 of Fbsplit. Note that \( X \rightarrow Y \) occurs in \( \rho_{t+1}^{AB} \). Assume that \( X \rightarrow Y \) occurs in a collider section of \( \rho_{t+1}^{AB} \). Note that \( X \) and \( Y \) must be in the same component of \( G_t \) for line 3 of Fbsplit to add an edge \( X \rightarrow Y \). This component also contains a node \( Z \) that is in \( S \) because, otherwise, \( \rho_{t+1}^{AB} \) would not be \( S \)-active in \( G_{t+1} \). Note that there is a route \( X \rightarrow \ldots \rightarrow Z \rightarrow \ldots \rightarrow Y \) in \( G_t \). Then, we can replace any occurrence of \( X \rightarrow Y \) in a collider section of \( \rho_{t+1}^{AB} \) with \( X \rightarrow \ldots \rightarrow Z \rightarrow \ldots \rightarrow Y \), and thus

\(^2\)Note that maybe \( A = X \) and/or \( Y = B \).

\(^3\)Note that maybe \( Z = X \) or \( Z = Y \).
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construct an S-active route between A and B in \( G_{t+1} \) that violates the minimality property of \( \rho_{AB}^{t+1} \). Since this is a contradiction, \( X - Y \) only occurs in non-collider sections of \( \rho_{AB}^{t+1} \). Let \( \rho_{t+1}^{AB} = \rho_{t+1}^{AX} \cup X - Y \cup \rho_{t+1}^{YB} \). Note that \( X, Y \notin S \) because, otherwise, \( \rho_{AB}^{t+1} \) would not be S-active in \( G_{t+1} \). For the same reason, \( \rho_{t+1}^{AX} \) and \( \rho_{t+1}^{YB} \) are S-active in \( G_{t+1} \). Then, there are S-active routes \( \rho_{\alpha}^{AX} \) and \( \rho_{\alpha}^{YB} \) between \( A \) and \( X \) and between \( Y \) and \( B \) in \( G_\alpha \) by the induction hypothesis.

Let \( X - X' - \ldots - Y' - Y \) be a route in \( G_t \) s.t. the nodes in \( X' - \ldots - Y' \) are in \( L \). Such a route must exist for line 3 of Fbsplit to add an edge \( X - Y \). Note that \( X \) and \( X' \) are adjacent in \( G_\alpha \) since \( I(G_\alpha) \subseteq I(G_t) \). In fact, \( X \to X' \) is in \( G_\alpha \). To see it, recall that Method B3 is currently considering the block \( C \) of \( \alpha \), and that it has previously considered all the blocks of \( \alpha \) to the right of \( C \) in \( \alpha \). Then, \( K \) only contains nodes from \( C \) or from blocks to the left of \( C \) in \( \alpha \). However, \( X \notin C \) because \( X \in K \setminus L \) and \( L = K \cap C \). Then, \( X \) is to the left of \( C \) in \( \alpha \). Thus, \( X \to X' \) is in \( G_\alpha \) because \( X' \in L \subseteq C \). Likewise, \( Y \to Y' \) is in \( G_\alpha \). Note also that \( X' - \ldots - Y' \) is in \( G_\alpha \). To see it, note that the adjacencies in \( X' - \ldots - Y' \) are preserved in \( G_\alpha \) since \( I(G_\alpha) \subseteq I(G_t) \). Moreover, these adjacencies correspond to undirected edges in \( G_\alpha \), because the nodes in \( X' - \ldots - Y' \) are in \( L \) and thus in the same block of \( G_\alpha \), since \( L \subseteq C \). Furthermore, a node in \( X' - \ldots - Y' \) is in \( S \) because, otherwise, \( \rho_{t+1}^{AX} \cup X - X' - \ldots - Y' - Y \cup \rho_{t+1}^{YB} \) would be an S-active route between \( A \) and \( B \) in \( G_{t+1} \) that would violate the minimality property of \( \rho_{AB}^{t+1} \). Then, \( \rho_{\alpha}^{AX} \cup X \to X' - \ldots - Y' \to Y \cup \rho_{\alpha}^{YB} \) is an S-active route between \( A \) and \( B \) in \( G_\alpha \).

Case 2 Method B3 constructs \( G_{t+1} \) from \( G_t \) by adding an edge \( X \to Y \) due to line 4 of Fbsplit. Note that \( X \to Y \) occurs in \( \rho_{AB}^{t+1} \). Assume that \( X \to Y \) occurs as a collider edge in \( \rho_{t+1}^{AB} \), i.e. \( X \to Y \) occurs in a subroute of \( \rho_{t+1}^{AB} \) of the form \( X \to Y - \ldots - Z \leftrightarrow W \). Note that a node in \( Y - \ldots - Z \) is in \( S \) because, otherwise, \( \rho_{t+1}^{AB} \) would not be S-active in \( G_{t+1} \). Let \( X \to X' - \ldots - Y' - Y \) be a route in \( G_t \) s.t. the nodes in \( X' - \ldots - Y' \) are in \( L \). Such a route must exist for line 4 of Fbsplit to add an edge \( X \to Y \). Then, we can replace \( X \to Y - \ldots - Z \leftrightarrow W \) with \( X \to X' - \ldots - Y' - Y - \ldots - Z \leftrightarrow W \) in \( \rho_{AB}^{t+1} \), and thus construct an S-active route between \( A \) and \( B \) in \( G_{t+1} \) that violates the minimality property of \( \rho_{AB}^{t+1} \). Since this is a contradiction, \( X, Y \notin S \) because, otherwise, \( \rho_{AB}^{t+1} \) would not be S-active in \( G_{t+1} \). For the same reason, \( \rho_{t+1}^{AX} \) and \( \rho_{t+1}^{YB} \) are S-active in \( G_{t+1} \). Then, there are S-active routes \( \rho_{\alpha}^{AX} \) and \( \rho_{\alpha}^{YB} \) between \( A \) and \( X \) and between \( Y \) and \( B \) in \( G_\alpha \) by the induction hypothesis.

4Note that maybe \( X' = Y' \).
5Note that maybe \( A = X \) and/or \( Y = B \).
6Note that maybe \( Y = Z \) and/or \( W = X \).
7Note that maybe \( X' = Y' \).
Let $X \rightarrow X' \ldots \rightarrow Y' \rightarrow Y$ denote a route in $G_t$ s.t. the nodes in $X' \ldots \rightarrow Y'$ are in $L$.

Such a route must exist for line 4 of Fbsplit to add an edge $X \rightarrow Y$. Note that $X' \ldots \rightarrow Y'$ is in $G_\alpha$. To see it, note that the adjacencies in $X' \ldots \rightarrow Y'$ are preserved in $G_\alpha$ since $I(G_\alpha) \subseteq I(G_t)$. Moreover, these adjacencies correspond to undirected edges in $G_\alpha$, because the nodes in $X' \ldots \rightarrow Y'$ are in $L$ and thus in the same block of $G_\alpha$, since $L \subseteq C$. Furthermore, a node in $X' \ldots \rightarrow Y'$ is in $S$ because, otherwise, $\rho_{t+1}^{AX} \cup X \rightarrow X' \ldots \rightarrow Y' \rightarrow Y \cup \rho_{t+1}^{WY}$ would be an $S$-active route between $A$ and $B$ in $G_{t+1}$ that would violate the minimality property of $\rho_{t+1}^{AB}$. Moreover, note that $X$ and $Y'$ are adjacent in $G_\alpha$ because, otherwise, $X' = Y'$.  

Note that maybe $X' = X$, $Y' = Y$, $W = Z$ and/or $W = B$.

### 5.6. ARTICLE 5: AN INCLUSION OPTIMAL ALGORITHM FOR CHAIN GRAPH STRUCTURE LEARNING, WITH SUPPLEMENT

**Case 3** Method B3 constructs $G_{t+1}$ from $G_t$ by adding an edge $X \rightarrow Y$ due to line 3 of Fbmerge. Note that $X \rightarrow Y$ occurs in $\rho_{t+1}^{AB}$. We consider two cases.

**Case 3.1** Assume that $X \rightarrow Y$ occurs in a collider section of $\rho_{t+1}^{AB}$. Let $\rho_{t+1}^{AB} = \rho_{t+1}^{AZ} \cup Z \rightarrow X' \ldots \rightarrow X \rightarrow Y \rightarrow Y' \rightarrow W \cup \rho_{t+1}^{WY}$. Note that $Z, W \notin S$ because, otherwise, $\rho_{t+1}^{AB}$ would not be $S$-active in $G_{t+1}$. For the same reason, $\rho_{t+1}^{AZ}$ and $\rho_{t+1}^{WY}$ are $S$-active in $G_{t+1}$. Then, there are $S$-active routes $\rho_{t+1}^{AZ}$ and $\rho_{t+1}^{WY}$ between $A$ and $Z$ and between $W$ and $B$ in $G_\alpha$ by the induction hypothesis.

Let $R_\ell$ denote the component of $G_t$ in $R$ that Fbmerge is processing when the edge $X \rightarrow Y$ gets added. Recall that Method B3 is currently considering the block $C$ of $\alpha$, and that it has previously considered all the blocks of $\alpha$ to the right of $C$ in $\alpha$. Then, $R_\ell$ only contains nodes from $C$ or from blocks to the left of $C$ in $\alpha$. In other words, $R_\ell \subseteq \cup_{j < \ell} C_j \setminus \{X, Y\}$ where $C_\ell \neq C$ (recall that $X, Y \in L \subseteq C$). Therefore, $X \cup_{C_j \setminus \{X, Y\}} Y$ because $X$ and $Y$ must be in $Pa_G(R_\ell)$ for line 3 of Fbmerge to add an edge $X \rightarrow Y$. Then, $X$ and $Y$ are adjacent in $G_\alpha$ because,

---

8Note that maybe $X' \neq Y'$.
9Note that maybe $A = Z$, $X' = X$, $Y' = Y$, $W = Z$ and/or $W = B$. 
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otherwise, \(X \perp_{G \alpha} Y | \cup_{j \neq i} C_j \setminus \{X, Y\}\) which would contradict that \(I(G \alpha) \subseteq I(G t)\). In fact, \(X - Y\) is in \(G \alpha\) because \(X\) and \(Y\) are in the same block of \(\alpha\), since \(X, Y \in L \subseteq C\).

Note that \(X' - \ldots - X\) and \(Y - \ldots - Y'\) are in \(G \alpha\). To see it, note that the adjacencies in \(X' - \ldots - X\) and \(Y - \ldots - Y'\) are preserved in \(G \alpha\) since \(I(G \alpha) \subseteq I(G t)\). Moreover, these adjacencies correspond to undirected edges in \(G \alpha\), because the nodes in \(X' - \ldots - X\) and \(Y - \ldots - Y'\) are in \(L\) since \(X, Y \in L\) and, thus, they are in the same block of \(G \alpha\) since \(L \subseteq C\). Then, \(X' - \ldots - X - Y - \ldots - Y'\) is in \(G \alpha\).

Furthermore, a node in \(X' - \ldots - X - Y - \ldots - Y'\) is in \(S\) because, otherwise, \(\rho_{t+1}^{AB}\) would not be \(S\)-active in \(G_{t+1}\). Note also that \(Z\) and \(X'\) are adjacent in \(G \alpha\) since \(I(G \alpha) \subseteq I(G t)\). In fact, \(Z \rightarrow X'\) is in \(G \alpha\). To see it, recall that Method B3 is currently considering the block \(C\) of \(\alpha\), and that it has previously considered all the blocks of \(\alpha\) to the right of \(C\) in \(\alpha\). Then, no block to the left of \(L\) in \(\beta\) has a node from \(C\) or from a block to the right of \(C\) in \(\alpha\).

Note that \(Z\) is to the left of \(L\) in \(\beta\), because \(\beta\) is consistent with \(G t\). Thus, \(Z \rightarrow X'\) is in \(G \alpha\) since \(X' \in L \subseteq C\). Likewise, \(Y' \leftarrow W\) is in \(G \alpha\). Then, \(\rho_{t}^{AZ} \cup Z \rightarrow X' - \ldots - X - Y - \ldots - Y' \leftarrow W \cup \rho_{\alpha}^{WB}\) is an \(S\)-active route between \(A\) and \(B\) in \(G \alpha\).

Case 3.2 Assume that \(X - Y\) occurs in a non-collider section of \(\rho_{t+1}^{AB}\).

Note that this implies that \(G_{t}\) has a descending route from \(X\) to \(A\) or to a node in \(S\), or from \(Y\) to \(B\) or to a node in \(S\). Assume without loss of generality that \(G t\) has a descending route from \(Y\) to \(B\) or to a node in \(S\).

Let \(R_{i}\) denote the component of \(G_{t}\) in \(R\) that Fmerge is processing when the edge \(X - Y\) gets added. Let \(L_{Y}\) denote the component of \(G_{t}\) that contains the node \(Y\). Let \(D\) denote the component of \(G \alpha\) that is maximal in \(G \alpha\) from the set of components of \(G_{\alpha}\) that contain a descendant of \(L_{Y}\) in \(G t\). Recall that \(D\) is guaranteed to be unique by Lemma 2, because \(I(G \alpha) \subseteq I(G_{t})\).

We now show that some \(d \in D\) is a descendant of \(R_{i}\) in \(G t\). We consider four cases.

Case 3.2.1 Assume that \(D \cap L_{Y} \neq \emptyset\). It suffices to consider any \(d \in R_{i}\). To see it, recall that Method B3 is currently considering the block \(C\) of \(\alpha\), and that it has previously considered all the blocks of \(\alpha\) to the right of \(C\) in \(\alpha\). Then, \(R_{i}\) only contains nodes from \(C\) or from blocks to the left of \(C\) in \(\alpha\). Thus, \(d\) is not to the right of the nodes of \(D \cap L_{Y}\) in \(\alpha\), since \(L_{Y} \subseteq L \subseteq C\). Moreover, \(d\) is not to the left of the nodes of \(D \cap L_{Y}\) in \(\alpha\) because, otherwise, there would be a contradiction with the definition of \(D\). Then, \(d \in D\).

Case 3.2.2 Assume that \(D \cap L_{Y} = \emptyset\) and \(D \cap R_{i} \neq \emptyset\). It suffices to consider any \(d \in D \cap R_{i}\).
Case 3.2.3 Assume that $D \cap L_Y = \emptyset$, $D \cap R_i = \emptyset$, and some $d \in D$ was a descendant of some $r \in R_i$ in $G_0$. Recall that Method B3 is currently considering the block $C$ of $\alpha$, and that it has previously considered all the blocks of $\alpha$ to the right of $C$ in $\alpha$. Then, $R_i$ only contains nodes from $C$ or from blocks to the left of $C$ in $\alpha$. Then, $r$ was not in the blocks of $\alpha$ previously considered, since $r \in R_i$. Therefore, no descendant of $r$ in $G_0$ is currently to the left of $r$ in $\beta$ and, thus, the descendants of $r$ in $G_0$ are descendant of $r$ in $G_t$ by Lemma 3, because $I(G_t) \subseteq I(G_0)$ and $\beta$ is consistent with $G_t$. Then, $d$ is a descendant of $r$ and thus of $R_i$ in $G_t$.

Case 3.2.4 Assume that $D \cap L_Y = \emptyset$, $D \cap R_i = \emptyset$, and no node of $D$ was a descendant of a node of $R_i$ in $G_0$. As shown in Case 3.2.3, the descendants of any node $r \in R_i$ in $G_0$ are descendant of $r$ in $G_t$ too. Therefore, no descendant of $r$ in $G_0$ was to the left of the nodes of $D$ in $\alpha$ because, otherwise, a descendant of $r$ and thus of $L_Y$ in $G_t$ would be to the left of the nodes of $D$ in $\alpha$, which would contradict the definition of $D$. Recall that no descendant of $r$ in $G_0$ was in $D$ either. Note also that the nodes of $D$ are to the left of the nodes of $R_i$ in $\alpha$, by definition of $D$ and the fact that $D \cap R_i = \emptyset$. These observations have two consequences. First, the components of $G$ containing a node from $D$ were still in $H$ when any component of $G$ containing a node from $R_i$ became a terminal component of $H$ in Construct $\beta$. Thus, Construct $\beta$ added the components of $G$ containing a node from $D$ to $\beta$ after having added the components of $G$ containing a node from $R_i$. Second, Construct $\beta$ did not interchange in $\beta$ any component of $G$ containing a node from $D$ with any component of $G$ containing a node from $R_i$.

Recall that Method B3 is currently considering the block $C$ of $\alpha$, and that it has previously considered all the blocks of $\alpha$ to the right of $C$ in $\alpha$. Note that the nodes of $D$ were not in the blocks of $\alpha$ previously considered because, otherwise, $C$ and thus the nodes of $L_Y$ (recall that $L_Y \subseteq L \subseteq C$) would be to the left of $D$ in $\alpha$, which would contradict the definition of $D$. Therefore, the nodes of $D$ are currently still to the left of $R_i$ in $\beta$. Note that the only component to the left of $R_i$ in $\beta$ that contains a descendant of $L_Y$ in $G_t$ is precisely $L_Y$, because $L$ is the left neighbor of $R$ in $\beta$, $L_Y \subseteq L$, and $\beta$ is consistent with $G_t$. However, $D \cap L_Y = \emptyset$. Thus, $D$ contains no descendant of $L_Y$ in $G_t$, which contradicts the definition of $D$. Thus, this case never occurs.

We continue with the proof of Case 3.2. Let $\rho_{t+1}^{AB} = \rho_{t+1}^{AX} \cup X -
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Y ∪ ρYB

t+1 . Note that X, Y ∉ S because, otherwise, ρAB
t+1 would
not be S-active in Gt+1. For the same reason, ρAXt+1 and ρYt+1 are
S-active in Gt+1. Note that X and Y must be in PaGt(Ri) for
line 3 of Fbmerge to add an edge X → Y. Then, no descendant of
Ri in Gt is in S because, otherwise, there would be an S-active
route ρXY between X and Y in Gt and, thus, ρAXt+1 ∪ ρXY ∪ ρYt+1
would be an S-active route between A and B in Gt+1 that would
violate the minimality property of ρABt+1. Then, there is an S-
active descending route ρt+1 from some r ∈ Ri to some d ∈ D in Gt
because, as shown, D contains a descendant of Ri in Gt. Then,
ρXt+1 ∪ X → X′ → . . . → r∪ρd is an S-active route between A and d in
Gt+1. Likewise, ρY t+1 ∪ Y → Y′ → . . . → r∪ρd is an S-active route
between B and d in Gt+1, where ρY t+1 denotes the route resulting
from reversing ρY t+1. Therefore, there are S-active routes ρAd
and ρBd between A and d and between B and d in Gα by the
induction hypothesis.

Recall that we assumed without loss of generality that Gt has a
descending route from Y to a node E s.t. E = B or E ∈ S. Note
that E is a descendant of LY in Gt and, thus, E is a descendant
of d in Gα by definition of D and the fact that d ∈ D. Let ρAd
 denote the descending route from d to E in Gα. Assume without
loss of generality that Gα has no descending route from d to B
or to a node of S that is shorter than ρAd. We now consider two
cases.

Case 3.2.5 Assume that E = B. Note that ρAd is S-active in
Gα by definition and the fact that d ∈ S. To see the latter,
recall that no descendant of Ri in Gt (among which is d) is
in S. Thus, ρAd ∪ ρEd is an S-active route between A and B in
Gα.

Case 3.2.6 Assume that E ∈ S. Let ρAd and ρEd denote the
routes resulting from reversing ρAd and ρEd. Consider the
route ρAd ∪ ρEd between A and B in Gα. If this route is
S-active, then we are done. If it is not S-active in Gα, then
d occurs in a collider section of ρAd ∪ ρEd that has no node
in S. Then, we can replace each such occurrence of d with
ρAd ∪ ρEd and, thus, construct an S-active route between A
and B in Gα.

Case 4 Method B3 constructs Gt+1 from Gt by adding an edge X → Y due
to line 4 of Fbmerge. Note that X → Y occurs in ρABt+1. We consider
two cases.

10Note that maybe A = X and/or Y = B.
11Note that maybe X′ = r.
12Note that maybe Y ′ = r.
Case 4.1 Assume that $X \rightarrow Y$ occurs as a collider edge in $\rho_{t+1}^{AB}$. Let $\rho_{t+1}^{AB} = \rho_{t+1}^{AX} \cup X \rightarrow Y \cup \rho_{t+1}^{YB}$.

13 Note that $X \not\in S$ because, otherwise, $\rho_{t+1}^{AB}$ would not be $S$-active in $G_{t+1}$. For the same reason, $\rho_{t+1}^{AX}$ is $S$-active in $G_{t+1}$. Then, there is an $S$-active route $\rho_{t+1}^{AX}$ between $A$ and $X$ in $G_{t+1}$ by the induction hypothesis.

Let $R_i$ denote the component of $G_t$ in $R$ that Fbmerge is processing when the edge $X \rightarrow Y$ gets added. Recall that Method B3 is currently considering the block $C$ of $\alpha$, and that it has previously considered all the blocks of $\alpha$ to the right of $C$ in $\alpha$.

Then, $R_i$ only contains nodes from $C$ or from blocks to the left of $C$ in $\alpha$. In other words, $R_i \subseteq \cup_{j+1}^{k+1} C_j \setminus \{X,Y\}$ where $k$ is the smallest $k$ s.t. $X,Y \in \cup_{j+1}^{k+1} C_j$ (recall that $Y \in L \subseteq C$). Therefore, $X \not\in G(Y) \cup_{j+1}^{k+1} C_j \setminus \{X,Y\}$ because $X$ and $Y$ must be in $Pa_{G_t}(R_i)$ for line 4 of Fbmerge to add an edge $X \rightarrow Y$. Thus, $X$ and $Y$ are adjacent in $G_{t+1}$ because, otherwise, $X \not\in G(Y) \cup_{j+1}^{k+1} C_j \setminus \{X,Y\}$ which would contradict that $I(G_{t+1}) \subseteq I(G_t)$. In fact, $X \rightarrow Y$ is in $G_{t+1}$.

To see it, recall that Method B3 is currently considering the block $C$ of $\alpha$, and that it has previously considered all the blocks of $\alpha$ to the right of $C$ in $\alpha$. Then, no block to the left of $L$ in $\beta$ has a node from $C$ or from a block to the right of $C$ in $\alpha$. Note that $X$ is to the left of $R$ in $\beta$, because $\beta$ is consistent with $G_t$. Then, $X$ is to the left of $L$ in $\beta$, because $L$ is the left neighbor of $R$ in $\beta$ and $X \not\in L$. Thus, $X \rightarrow Y$ is in $G_{t+1}$ because $Y \in L \subseteq C$. We now consider two cases.

Case 4.1.1 Assume that $\rho_{t+1}^{YB} = Y \ldots Y \leftarrow X \cup \rho_{t+1}^{X B}$. Note that a node in $Y \ldots Y$ is in $S$ because, otherwise, $\rho_{t+1}^{AB}$ would not be $S$-active in $G_{t+1}$. For the same reason, $\rho_{t+1}^{AX}$ is $S$-active in $G_{t+1}$. Then, there is an $S$-active route $\rho_{t+1}^{AX}$ between $X$ and $B$ in $G_{t+1}$ by the induction hypothesis. Note that $Y \ldots Y$ is in $G_{t+1}$. To see it, note that the adjacencies in $Y \ldots Y$ are preserved in $G_{t+1}$ since $I(G_{t+1}) \subseteq I(G_t)$. Moreover, these adjacencies correspond to undirected edges in $G_{t+1}$, because the nodes in $Y \ldots Y$ are in $L$ since $Y \in L$ and, thus, they are in the same block of $G_{t+1}$ since $L \subseteq C$.

Then, $\rho_{t+1}^{AX} \cup X \rightarrow Y \ldots Y \leftarrow X \cup \rho_{t+1}^{X B}$ is an $S$-active route between $A$ and $B$ in $G_{t+1}$.

Case 4.1.2 Assume that $\rho_{t+1}^{YB} = Y \ldots Z \leftarrow W \cup \rho_{t+1}^{WB}$. 14 Note that $W \not\in S$ and a node in $Y \ldots Z$ is in $S$ because, otherwise, $\rho_{t+1}^{AB}$ would not be $S$-active in $G_{t+1}$. For the same reason, $\rho_{t+1}^{WB}$ is $S$-active in $G_{t+1}$. Then, there is an $S$-active route $\rho_{t+1}^{WB}$ between $W$ and $B$ in $G_{t+1}$ by the induction hypothesis.

13 Note that maybe $A = X$ and/or $Y = B$.

14 Note that maybe $Y = Z$, $W = X$ and/or $W = B$. Note that $Y \neq Z$ or $W \neq X$, because the case where $Y = Z$ and $W = X$ is covered by Case 4.1.1.
Note that $Y \ldots Z$ is in $G_\alpha$. To see it, note that the adjacencies in $Y \ldots Z$ are preserved in $G_\alpha$ since $I(G_\alpha) \subseteq I(G)$. Moreover, these adjacencies correspond to undirected edges in $G_\alpha$, because the nodes in $Y \ldots Z$ are in $L$ since $Y \in L$ and, thus, they are in the same block of $G_\alpha$ since $L \subseteq C$. Moreover, note that $Z$ and $W$ are adjacent in $G_\alpha$ since $I(G_\alpha) \subseteq I(G)$. In fact, $Z \leftrightarrow W$ is in $G_\alpha$. To see it, recall that no block to the left of $L$ in $\beta$ has a node from $C$ or from a block to the right of $C$ in $\alpha$. Note that $W$ is to the left of $L$ in $\beta$, because $\beta$ is consistent with $G_t$. Thus, $Z \leftrightarrow W$ is in $G_\alpha$ since $Z \in L \subseteq C$. Then, $\rho^{AX}_\alpha \cup X \rightarrow Y \ldots Z \leftarrow W \cup \rho^{WB}_W$ is an $S$-active route between $A$ and $B$ in $G_\alpha$.

**Case 4.2** Assume that $X \rightarrow Y$ occurs as a non-collider edge in $\rho^{AB}_{t+1}$. The proof of this case is the same as that of Case 3.2, with the only exception that $X \rightarrow Y$ should be replaced by $X \rightarrow Y$.

**Theorem 1.** Given two CGs $G$ and $H$ s.t. $I(H) \subseteq I(G)$, Method $G \rightarrow H(G,H)$ transforms $G$ into $H$ by a sequence of directed and undirected edge additions and feasible splits and mergings s.t. after each operation in the sequence $G$ is a CG and $I(H) \subseteq I(G)$.

**Proof.** Note from line 1 that $\alpha$ denotes a chain that is consistent with $H$. Let $G_\alpha$ denote the MI map of $I(G)$ relative to $\alpha$. Recall that $G_\alpha$ is guaranteed to be unique by Lemma 1, because $I(G)$ is a graphoid. Note that $I(H) \subseteq I(G)$ implies that $G_\alpha$ is a subgraph of $H$. To see it, note that $I(H) \subseteq I(G)$ implies that we can obtain a MI map of $I(G)$ relative to $\alpha$ by just removing edges from $H$. However, $G_\alpha$ is the only MI map of $I(G)$ relative to $\alpha$.

Then, it follows from the proof of Lemma 4 that line 2 transforms $G$ into $G_\alpha$ by a sequence of directed and undirected edge additions and feasible splits and mergings, and that after each operation in the sequence $G$ is a CG and $I(G_\alpha) \subseteq I(G)$. Thus, after each operation in the sequence $I(H) \subseteq I(G)$ because $I(H) \subseteq I(G_\alpha)$ since, as shown, $G_\alpha$ is a subgraph of $H$. Finally, line 3 transforms $G$ from $G_\alpha$ to $H$ by a sequence of edge additions. Of course, after each edge addition $G$ is a CG and $I(H) \subseteq I(G)$ because $G_\alpha$ is a subgraph of $H$.

**Theorem 2.** For any probability distribution $p$ for which the composition property holds, the CKES algorithm finds a CG that is inclusion optimal w.r.t. $p$.

**Proof.** Let $R$, $S$ and $T$ be three random variables. Let $H(R|S)$ denote the conditional entropy of $R$ given $S$. Then, $H(R|S,T) \leq H(R|S)$ and, moreover, $H(R|S,T) = H(R|S)$ iff $R \perp_{p,T} T|S$ [2, Chapter 2]. Therefore,
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Figure 1: CGs In The Experiment.

Table 1: Average Results For Gaussian Data.

<table>
<thead>
<tr>
<th>CG structure</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CKES</td>
<td>LCD</td>
</tr>
<tr>
<td>n=100</td>
<td>0.54</td>
<td>0.61</td>
</tr>
<tr>
<td>n=30000</td>
<td>0.57</td>
<td>0.57</td>
</tr>
</tbody>
</table>

$H(Y|Bd_G(Y))$ stays the same when removing the edge $X \rightarrow Y$ from $G$ in line 4. Likewise, $H(X|Bd_G(X))$ and $H(Y|Bd_G(Y))$ stay the same when removing $X - Y$ from $G$ in line 5. On the other hand, $H(Y|Bd_G(Y))$ decreases when adding the edge $X \rightarrow Y$ to $G$ in line 6. Likewise, $H(X|Bd_G(X))$ or $H(Y|Bd_G(Y))$ decreases when adding the edge $X - Y$ to $G$ in line 7. Let us define the score of a CG $G$ as $\sum_{X \in V} H(X|Bd_G(Y))$. Now, note that the algorithm cannot enter an endless loop, i.e. it cannot perform a sequence of edge additions and removals so that the CGs before and after the sequence coincide. To see it, assume the contrary and note that such a sequence must contain both edge additions and removals. However, such a sequence would imply that the score of the CG after the sequence is smaller than the score of the CG before the sequence, which is a contradiction. If the algorithm cannot enter an endless loop, then the algorithm must reach a CG $G$ such that no edge can be added or removed from it in lines 3-7, because the number of CGGs is finite. Moreover, $I(G) \subseteq I(p)$. To see it, assume the contrary. Then, according to the local Markov property and the composition property, there must exist two nodes $X$ and $Y$ such that $X \notin Sd_G(Y) \cup Bd_G(Y)$, $X \perp Y|Bd_G(Y)$ but $X \perp Y|Bd_G(Y)$. Then, a new edge can be added to $G$ in line 6 or 7, which is a contradiction. Obviously, $I(G) \subseteq I(p)$ still holds after $G$ has been updated in line 8. Therefore, the next execution of lines 3-7 may remove edges from $G$ but it never adds edges to $G$. Consequently, the algorithm must reach a CG $G$ such that no edge can be removed from it, because the number of edges that can be removed is finite. At this point, the algorithm executes line 8 repeatedly. This implies that the algorithm terminates at some point, because any CG can be transformed in any other equivalent CG via a sequence of feasible merges and splits [3, Corollary 7].

Finally, we show that there is no model $G'$ such that $I(G) \subset I(G') \subseteq I(p)$.
when the algorithm has terminated in \( G \). Assume the contrary. Theorem 1 says that there must exist a model \( H \) such that \( I(G) = I(F) \subset I(H) \subset \ldots \subset I(G') \subset I(p) \) and \( H \) can be reached by a single edge removal from a CG \( F \) which is in the equivalence class of \( G \). However this edge must be between two nodes \( X \) and \( Y \) in \( F \) such that \( X \in Bd_F(Y) \) and \( X \perp p Y | Bd_F(Y) \setminus X \) because \( I(H) \subset I(p) \). This now contradicts the assumption since we know that the algorithm only can terminate if there exists no such edge for any CG in the equivalence class of \( G \). Hence, we have a contradiction.

\[ \square \]

Appendix C: Additional experiment

In this experiment, we want to show how the algorithms handle an unfaithful probability distribution that satisfies the composition property. [1] performed a similar experiment and we used the same setup. Specifically, we used the \( w \)-structure seen in Figure 1a as CG structure. From this structure, 10 Gaussian probability distributions were generated and sampled into sample sets in the same way as we did for the experiment in our paper. We then removed the \( H \) variable from the sample sets. This meant that the algorithms tried to model the (in)dependencies in Figure 1a with only \( A, B, C \) and \( D \) as nodes. It can be shown that this is impossible (i.e. that there exists no faithful CG for this probability distribution) and that the inclusion optimal CGs are those seen in Figure 1b [1]. As performance measures, we computed the recall of the separations over \( \{A, B, C, D\} \) in the 5-node CG sampled, and the precision of the separations in the 4-node CGs learnt. This meant that it was impossible to find a CG with perfect precision and recall, but that the best inclusion optimal CG had precision 1 and recall 0.57. The results obtained are shown in Figure 1. The table show average results over the 10 sample sets in the experiment. The results for categorical data are similar and, thus, they are not included here.

Running the example above by hand with perfect information, it can be seen that the CKES algorithm will end up in one of the CGs seen in Figure 1b. The LCD algorithm on the other hand ends up in one of the CGs shown in Figure 1c, which do not include the original independence model. The experimental results obtained with large sample sets (30000 samples) are shown in Figure 1 and coincide with the theoretical results just described. For the smaller sample sets (100 samples), the same trend observed in the experiment in our paper can be seen here (i.e. the CKES algorithm learning a CG with higher precision and the LCD algorithm learning a CG with higher recall). Therefore, we reach here the same conclusion as we did previously: Since the goal of structural learning is to find a model representing an I map of the probability distribution at hand, the CKES algorithm achieves better results than the LCD algorithm.

\[ 15 \text{Note that } H \text{ might be equal to } G' \text{ and } F \text{ might be equal to } G. \]
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