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STABILITY OF TWO DIRECT METHODS FOR BIDIAGONALIZATION AND PARTIAL LEAST SQUARES

AKE BJÖRCK

Dedicated to Michael Saunders on his 70th birthday

Abstract. The partial least squares (PLS) method computes a sequence of approximate solutions \( x_k \in K_k(A^T A, A^T b), k = 1, 2, \ldots \), to the least squares problem \( \min_x \| Ax - b \|_2 \). If carried out to completion, the method always terminates with the pseudoinverse solution \( x^\dagger = A^\dagger b \). Two direct PLS algorithms are analyzed. The first uses the Golub–Kahan Householder algorithm for reducing \( A \) to upper bidiagonal form. The second is the NIPALS PLS algorithm, due to Wold et al., which is based on rank-reducing orthogonal projections. The Householder algorithm is known to be mixed forward-backward stable. Numerical results are given, that support the conjecture that the NIPALS PLS algorithm shares this stability property. We draw attention to a flaw in some descriptions and implementations of this algorithm, related to a similar problem in Gram–Schmidt orthogonalization, that spoils its otherwise excellent stability. For large-scale sparse or structured problems, the iterative algorithm LSQR is an attractive alternative, provided an implementation with reorthogonalization is used.
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1. Introduction. NIPALS (nonlinear iterative partial least squares), due to H. Wold [27], is a method for prediction and cause-effect inference. It originated in statistical applications, specifically economics. Wold et al. [28] developed the related partial least squares (PLS) algorithm, which is used extensively in chemometrics and other applications.

Let \( A \in \mathbb{R}^{m \times n} \) be a given matrix, let \( b \in \mathbb{R}^m \) be a given right-hand side, and consider the least squares problem

\[
\min_x \| Ax - b \|_2.
\]

Recall that the pseudoinverse solution \( x^\dagger = A^\dagger b \) of (1.1) is the unique least squares solution that satisfies \( x \in \mathcal{R}(A^T) \). The PLS approximations to \( x^\dagger \) are orthogonal projections onto certain Krylov subspaces.

Definition 1.1. The PLS approximations \( x_k, k = 1, 2, \ldots \), to problem (1.1) are the solutions to the subproblems

\[
\min_{x_k} \| Ax_k - b \|_2 \quad \text{subject to} \quad x_k \in K_k(A^T A, A^T b), \quad k = 1, 2, \ldots,
\]

where \( K_k(B, y) \) denotes the Krylov subspace \( \text{span}\{y, By, \ldots, B^{k-1}y\} \).

If carried out to completion, PLS terminates with the pseudoinverse solution \( x^\dagger = A^\dagger b \). This is a linear function of \( b \), but intermediate PLS approximations \( x_k \)
depend nonlinearly on \( b \); see Eldén [10]. Therefore, the application of many model-selection criteria is not appropriate for PLS; see Frank and Friedman [11]. Several generalizations of the basic PLS algorithm have been devised; see Wold, Sjöström, and Eriksson [29].

The aim of this paper is to describe and analyze two direct algorithms for PLS. The first is based on an algorithm, due to Golub and Kahan [12], for the reduction of \( A \) to upper bidiagonal form by Householder reflections. Using known results it can be shown that for this algorithm the computed results are very close to the exact results corresponding to small perturbations of the data. Following Higham [13, p. 7], we call this mixed forward-backward stability. The second is the NIPALS PLS algorithm by Wold et al. [28], which is based on rank-reducing orthogonal projections, as in the modified Gram–Schmidt (MGS) QR factorization of \( A \).

It was noticed already by Wold et al. [28] that in exact arithmetic, the sequence of PLS approximations is the same as of those computed by the conjugate gradient (CG) method applied to the normal equation (Stiefel [24]) and the LSQR algorithm (Paige and Saunders [17]). LSQR is based on a Lanczos-type process for computing the lower bidiagonal decomposition of \( A \) called Bidiag1 in [17]. The related upper bidiagonal decomposition due to Golub and Kahan [12] is referred to as Bidiag2. The relationship between PLS, the CG method, and LSQR is also discussed by Manne [14], Phatak and de Hoog [21], and Eldén [10].

The outline of the paper is as follows. In section 2, some properties of the Krylov subspaces used in PLS and their relations to the pseudoinverse solution are given. Section 3 presents the Householder upper bidiagonalization algorithm and its use for computing the PLS approximations. The NIPALS PLS algorithm is presented in section 4. Section 5 analyzes an unfortunate and unnecessary “simplification” made in many descriptions of the NIPALS PLS algorithms, which is shown to destroy its stability. Numerical results are given showing that, properly implemented, the NIPALS PLS algorithm gives results that are as accurate as those from the Golub-Kahan Householder algorithm. In section 6 the stability properties of the two algorithms are studied. The mixed forward-backward stability of the Householder PLS algorithm is shown using known results. It is conjectured that the properly implemented NIPALS PLS algorithm shares this stability property. Section 7 contains some comments on stopping criteria and the rate of convergence of the PLS approximations.

2. Preliminaries. The least squares problem (1.1) has a unique solution \( x^\dagger \) of minimal norm \( \| x \|_2 \). This is called the pseudoinverse solution and can be characterized by the two conditions

\[
A^T b = A^T x^\dagger, \quad x^\dagger \in \mathcal{R}(A^T).
\]

In the following we assume that \( A^T b \neq 0 \), since otherwise the solution trivially equals \( x^\dagger = 0 \). Let \( B \in \mathbb{R}^{n \times n} \) be a given matrix and \( y \in \mathbb{R}^n \) a given vector. Then

\[
K_k(B, y) = \text{span}\{ y, By, \ldots, B^{k-1}y \} \quad (k \geq 1)
\]

is a Krylov subspace and \( K_k = (y, By, \ldots, B^{k-1}y) \in \mathbb{R}^{n \times k} \) a Krylov matrix. The sequence of Krylov subspaces are nested, i.e.,

\[
K_k(B, y) \subseteq K_{k+1}(B, y).
\]

In any Krylov sequence there is a first vector \( y_{p+1}, \ p \leq n \), that can be expressed as a linear combination of the preceding ones. Then, there is a polynomial

\[
\psi(\lambda) = \gamma_1 + \gamma_2 \lambda + \cdots + \gamma_p \lambda^{p-1} + \lambda^p
\]
of degree \( p \) such that \( \psi(B)y = 0 \). This polynomial is said to annihilate \( y \) and to be minimal for \( y \). The grade of \( y \) with respect to \( B \) is said to be \( p \).

We now give a relation between the Krylov vectors \( y_k = (A^TA)^{k-1}A^Tb \in \mathcal{R}(A^T) \), \( k = 1, 2, \ldots \), and a subset of the right singular vectors \( v_i \) of \( A \) that is fundamental for the PLS approximations.

**Lemma 2.1.** Let \( A \) have \( s \) distinct nonzero singular values \( \sigma_1 > \sigma_2 > \cdots > \sigma_s \), \( s \leq \min\{m, n\} \). Let \( c_i \) be the norm of the orthogonal projection of \( b \) onto the left singular subspace corresponding to \( \sigma_i \). Then the grade of \( A^Tb \) with respect to \( A^TA \) is \( p \leq s \), where \( p \) is the number of nonzero coefficients \( c_i \).

**Proof.** Using the SVD of \( A \), the Krylov vectors can be written as

\[
y_k = (A^TA)^{k-1}A^Tb = \sum_{i=1}^{s} c_i \sigma_i^{2k-1}v_i, \quad k \geq 1.
\]

The sum is taken over the \( s \) distinct nonzero singular values. For a simple singular value \( \sigma_i \) with left singular vector \( u_i \), \( c_i = u_i^Tb \). For a multiple singular value the orthonormal basis for the left singular subspace can be chosen so that \( b \) has a nonzero projection on just one unit left singular vector \( u_i \) in the singular subspace. Then, in (2.3) \( c_i = u_i^Tb \) and \( v_i = A^Tu_i/\sigma_i \). Deleting the terms in (2.3) for which \( c_i = 0 \) and renumbering the remaining terms accordingly, it follows that the Krylov vectors \( y_k \), \( k \geq 1 \), are linear combinations of \( p \leq s \) right singular vectors \( v_i \), \( i = 1:p \). Therefore, the grade can be at most \( p \). Further, \( (y_1, y_2, \ldots, y_p) = (z_1, z_2, \ldots, z_p)W \), where

\[
W = \begin{pmatrix}
1 & \sigma_1^2 & \cdots & \sigma_1^{2(p-1)} \\
1 & \sigma_2^2 & \cdots & \sigma_2^{2(p-1)} \\
\vdots & \vdots & \ddots & \vdots \\
1 & \sigma_p^2 & \cdots & \sigma_p^{2(p-1)}
\end{pmatrix} \in \mathbb{R}^{p \times p},
\]

and \( z_i = c_i \sigma_i v_i, \ i = 1:p \), are scaled right singular vectors. Since \( \sigma_i \neq \sigma_j, \ i \neq j \), the Vandermonde matrix \( W \) is nonsingular. It follows that the Krylov vectors are linearly independent for \( k \leq p \) and the grade is \( p \). \( \square \)

The pseudoinverse solution is obtained by setting \( k = 0 \) in (2.3):

\[
x^\dagger = \sum_{i=1}^{s} c_i \sigma_i^{-1}v_i.
\]

Comparing the expansions (2.5) and (2.3), it follows that \( x^\dagger \in \mathcal{K}_p(A^TA, A^Tb) \), where \( p \) is the grade of \( A^Tb \) with respect to \( A^TA \). Hence, if carried out to completion, the PLS approximations terminate with the pseudoinverse solution of (1.1). This is true without any assumptions about \( b \) and the size or rank of \( A \).

**3. Householder bidiagonalization and PLS.** In a seminal paper, Golub and Kahan [12] gave a direct algorithm for the bidiagonal reduction of an arbitrary rectangular matrix \( A \in \mathbb{R}^{m \times n} \):

\[
U^TAV = \begin{pmatrix}
B & 0 \\
0 & 0
\end{pmatrix} \in \mathbb{R}^{m \times n}.
\]

Here \( B \) is upper bidiagonal and \( U \in \mathbb{R}^{m \times m}, V \in \mathbb{R}^{n \times n} \) are chosen as products of Householder matrices

\[
U = G_1G_2 \cdots G_{m-1}, \quad V = H_1H_2 \cdots H_{n-1}.
\]
Householder matrices are elementary orthogonal reflectors
\[ H = I - 2ww^T, \quad ||w||_2 = 1, \]

and satisfy \( H = H^{-1} = H^T \). Premultiplication by a Householder matrix is frequently used to zero out a sequence of entries in a given column vector. The matrix \( H \) does not need to be explicitly formed and only the Householder vector \( w \) needs to be stored.

In the bidiagonalization algorithm \( H_1 \) can be chosen arbitrarily, but as long as no zero element occurs in \( B \), the remaining transformations are uniquely determined. In the PLS algorithm \( H_1 \) is taken to be the (essentially) unique Householder matrix for which
\[ H_1(A^Tb) = \theta_1 e_1, \quad \theta_1 \neq 0. \]
(Here \( e_1 \) denotes the first column of a unit matrix of appropriate dimension.) It follows that \( \theta_1(H_1e_1) = A^Tb \). In the algorithm \( A \) is multiplied alternately from left and right by Householder transformations. Multiplication of \( A \) from the right by \( H_1 \) zeros nothing. Next \( G_1 \) is chosen to zero the last \( m-1 \) elements in the first column of \( AH_1 \) and \( H_2 \) is chosen to zero the last \( n-2 \) elements in the first row of \( G_1AH_1 \). This process can be continued until all rows and columns have been reduced and a bidiagonal matrix remains. We remark that from (3.4) it follows that the process reduces the augmented matrix \((b^TA)\) to lower bidiagonal form.

We now investigate how the PLS approximations can be obtained from the bidiagonal reduction. After applying \( G_k \), the first \( k \) columns of \( A \) are reduced to upper bidiagonal form:
\[ G_k \cdots G_2G_1AV_k = \begin{pmatrix} B_k \\ 0 \end{pmatrix}, \quad V_k = H_1H_2 \cdots H_k \begin{pmatrix} I_k \\ 0 \end{pmatrix}, \]
where
\[ B_k = \begin{pmatrix} \rho_1 & \theta_2 & \theta_3 & \cdots & \theta_{k-1} \\ \rho_2 & \rho_3 & \cdots & \cdots & \theta_k \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ \rho_{k-1} & \theta_{k-1} & \cdots & \cdots & \cdots \\ \rho_k & \rho_{k+1} \end{pmatrix} \in \mathbb{R}^{k \times k} \]
is a leading principal submatrix of the final bidiagonal matrix \( B \). After applying \( H_{k+1} \), the first \( k \) rows in the decomposition of \( A \) are reduced to upper bidiagonal form:
\[ U_k^T A H_1H_2 \cdots H_{k+1} = \begin{pmatrix} \hat{B}_k \\ 0 \end{pmatrix}, \quad U_k = G_k \cdots G_2G_1 \begin{pmatrix} I_k \\ 0 \end{pmatrix}, \]
where \( \hat{B}_k = (B_k \quad \theta_{k+1}e_k) \in \mathbb{R}^{k \times (k+1)} \). From (3.5) and the transpose of (3.7) we get the two fundamental relations
\[ AV_k = U_k B_k, \quad A^T U_k = V_{k+1} \hat{B}_k^T = V_kB_k^T + \theta_{k+1}v_{k+1}e_k^T. \]
Equating the \( k \)th columns in (3.8)–(3.9) yields
\[ \begin{align*} \theta_k v_k &= A^T u_{k-1} - \rho_{k-1}v_{k-1}, \\ \rho_k u_k &= Av_k - \theta_k u_{k-1}. \end{align*} \]
Starting with $\theta_1 v_1 = A^T b$ and $\rho_1 u_1 = A v_1$, these recurrence relations can be used to compute $v_k$ and $u_k$ for $k \geq 2$. The bidiagonal elements $\theta_k$ and $\rho_k$ are obtained from the normalization conditions $\|v_k\|_2 = \|u_k\|_2 = 1$. This Lanczos-type process for computing the upper bidiagonal decomposition is also due to Golub and Kahan [12]. Using the recursions (3.10)–(3.11) the following properties of $V_k$ and $U_k$ can be proved.

**Theorem 3.1.** Provided that no bidiagonal element in $B_k$ is zero the matrices 
$U_k = (u_1, \ldots, u_k)$ and $V_k = (v_1, \ldots, v_k)$ are the unique orthonormal bases for the Krylov subspaces 

\[
(3.12) \quad R(V_k) = K_k(A^T A, A^T b), \quad R(U_k) = K_k(A A^T, A A^T b), \quad k = 1, 2, \ldots .
\]

**Proof.** Since $\theta_1 v_1 = A^T b$ and $\rho_1 u_1 = A v_1 = A A^T b/\theta_1$ the theorem is true for $k = 1$. The proof proceeds by induction in $k$. Using (3.10) and the induction hypothesis it follows that 

\[
\theta_{k+1} v_{k+1} \in (A^T K_k(A A^T, A A^T b)) \cup K_k(A^T A, A^T b) = K_{k+1}(A^T A, A^T b).
\]

Similarly, using (3.11) and the induction hypothesis 

\[
\rho_{k+1} u_{k+1} \in (A K_{k+1}(A^T A, A^T b)) \cup K_k(A A^T, A A^T b) = K_{k+1}(A A^T, A A^T b),
\]

which concludes the induction. The matrices $U_k$ and $V_k$ are orthonormal by construction. The bases can also be obtained by computing the QR decomposition of the corresponding Krylov matrices. The uniqueness of the bases is a consequence of the uniqueness (up to a diagonal scaling with elements $\pm 1$) of the QR factorization of the full-rank Krylov matrix.

From (3.12) it follows that the PLS approximation $x_k$ can be expressed as 

\[
(3.13) \quad x_k = V_k y_k = H_1 \cdots H_k \begin{pmatrix} y_k \\ 0 \end{pmatrix} \in R(V_k).
\]

We now seek $y_k$ so that $\|A x_k - b\|_2$ is minimized. From the orthogonal invariance of the 2-norm 

\[
(3.14) \quad \|A x_k - b\|_2^2 = \|G_k \cdots G_1 (A V_k y_k - b)\|_2^2 = \|B_k y_k - c_k\|_2^2 + \|d_k\|_2^2,
\]

where $c_k$ is obtained from 

\[
(3.15) \quad G_k \cdots G_1 b = \begin{pmatrix} c_k \\ d_k \end{pmatrix} = G_k \begin{pmatrix} c_{k-1} \\ d_{k-1} \end{pmatrix}.
\]

Note that $G_k$ only acts on the vector $d_{k-1} \in R^{n-k+1}$. Hence, the minimum residual norm $\gamma_k = \|d_k\|_2$ is obtained when $y_k$ solves the upper bidiagonal system $B_k y_k = c_k$. Assuming that $B_k$ is nonsingular, $y_k$ can be computed by back substitution: 

\[
(3.16) \quad y_k = c_k/\rho_k, \quad y_i = (c_i - \theta_{i+1} y_{i+1})/\rho_i, \quad i = k - 1, \ldots, 2, 1.
\]

The maximum dimension $p$ of the Krylov subspace $K_k(A^T A, A^T b)$ is determined by the bidiagonalization process.

**Theorem 3.2.** In the PLS algorithm the bidiagonalization process terminates with $\rho_p \neq 0$ and $\theta_{p+1} = 0$, where $p$ is the smallest integer for which 

\[
K_{p+1}(A^T A, A^T b) = K_p(A^T A, A^T b),
\]
i.e., when the grade of $A^T b$ with respect to $A^T A$ is $p$. Then $x_p = V_p y_p$ is the pseudoinverse solution to the least squares problem $\min_x \| Ax - b \|_2$.

Proof. This result follows from the uniqueness of bidiagonal reduction. \[ \square \]

At termination the PLS method has extracted from $Ax = b$ an equivalent bidiagonal system $B_p y_p = c_p$ with nonzero bidiagonal elements. Hence $B_p$ is nonsingular. We now show that its singular values are simple.

**Lemma 3.3.** Assume that $B_p$ has nonzero bidiagonal elements. Then all its singular values are simple.

Proof. The singular values of $B_p$ are the positive square roots of the eigenvalues of the symmetric tridiagonal matrix $T_p = B_p^T B_p$ with off-diagonal elements $\rho_k \theta_{k+1}$. Hence, the matrix $T_p$ is unreduced, i.e., all its off-diagonal elements are nonzero, if and only if $B_p$ has nonzero bidiagonal elements. The lemma now follows from the result that an unreduced symmetric tridiagonal matrix has simple eigenvalues (Parlett [19, Lemma 7.7.1]). \[ \square \]

It follows that $B_p y_p = c_p$ is a minimally dimensioned core problem of $Ax = b$ in the sense of Paige and Strakoš [18]. They obtained a core problem by considering a lower bidiagonal reduction of $A$, for which there are two possible final states. Hence, our approach of using an upper bidiagonal reduction of $A$ is slightly simpler.

In the Householder PLS algorithm the matrices $V_k$ and $U_k$ are kept in product form and never explicitly formed. Since the Householder transformations are orthogonal by construction, there is no loss of orthogonality in floating point arithmetic to worry about. In step $k$ about $8(m - k)(n - k)$ flops are required to apply the Householder transformations to $A$. The flop counts for the additional scalar products and back substitution are negligible in comparison. When $k \leq \min(m,n)$, about $8 m n k$ flops are needed for generating $k$ PLS factors.

### 4. The NIPALS PLS algorithm.

The NIPALS PLS algorithm is frequently used in chemometrics. It uses elementary orthogonal projections to explicitly generate the orthogonal basis vectors for the Krylov subspaces. We set $A_0 = A$, $b_0 = b$, and for $k = 1, 2, \ldots$ we generate (in the terminology used in statistics) score vectors $u_k$ and loading weights vectors $v_k$:

1. \[ v_k = A_{k-1}^T b_{k-1} / \mu_k, \quad \mu_k = \| A_{k-1}^T b_{k-1} \|_2, \]
2. \[ u_k = A_{k-1} v_k / \rho_k, \quad \rho_k = \| A_{k-1} v_k \|_2, \]
3. \[ (A_k, b_k) = (I - u_k u_k^T)(A_{k-1}, b_{k-1}). \]

In (4.3) $A_{k-1}$ and $b_{k-1}$ are deflated by subtracting their orthogonal projections onto $u_k$. This operation uses elementary orthogonal projections,

\[ P = I - uu^T, \quad \| u \|_2 = 1, \]

for which $P = P^T$, $P^2 = P$. The deflation in (4.3) can also be written as

1. \[ A_k = A_{k-1} - u_k p_k^T, \quad p_k = A_{k-1}^T u_k, \]
2. \[ b_k = b_{k-1} - u_k \zeta_k, \quad \zeta_k = b_{k-1}^T u_k, \]

where $p_k$ are loading vectors. The process is terminated when either $\| A_{k-1}^T b_{k-1} \|_2$ or $\| A_{k-1} v_1 \|_2$ is zero. We note that if $u_k^T A_{k-1} v_k \neq 0$, then the rank of the matrix $A_k$ is exactly one less than that of $A_{k-1}$. Thus, (4.5) is a special case of a rank-reduction formula due to Wedderburn [25], further discussed in Chu, Funderlic, and Golub [8].
The mathematical equivalence of the two PLS algorithms follows from the following result.

**Theorem 4.1.** Using exact arithmetic, the vectors \( \{v_1, \ldots, v_k\} \) and \( \{u_1, \ldots, u_k\} \) generated by (4.1)-(4.3) are the unique orthogonal bases for the Krylov subspaces \( K_k(A^TA, A^Tb) \) and \( K_k(AAT, AA^Tb) \), respectively.

**Proof.** See Eldén [10, Proposition 3.1].

The Householder and NIPALS PLS algorithms generate orthonormal bases \( U_k \) and \( V_k \) for the same sequences of Krylov subspaces. The mathematical equivalence of these two PLS algorithms follows from the uniqueness of these bases. In particular, in exact arithmetic, the matrices \( U_k \) and \( V_k \) generated by NIPALS PLS satisfy relations (3.8) and (3.9). Summing (4.5) and (4.6) gives

\[
\begin{align*}
A &= U_k P_k^T + A_k, \\
b &= U_k z_k + b_k,
\end{align*}
\]

where \( U_k = (u_1, \ldots, u_k) \), \( P_k = (p_1, \ldots, p_k) \), and \( z_k = (\zeta_1, \ldots, \zeta_k)^T \). These relations hold to working accuracy and do not rely on orthogonality. The matrix \( U_k P_k^T \) is a rank-k approximation to the data matrix \( A \).

From (4.7) we obtain for the residual \( r_k = b - AV_k y_k = r_{k,1} + r_{k,2} \) the expression

\[
r_{k,1} = U_k (z_k - P_k^T V_k y_k), \quad r_{k,2} = b_k - A_k V_k y_k.
\]

Here \( r_{k,1} \in \mathcal{R}(U_k) \) vanishes if \( y_k \) satisfies

\[
(P_k^T V_k)y_k = z_k.
\]

Assuming the orthogonality of \( U_k \) and using (3.8), we get

\[
A_k V_k = (I - u_k u_k^T) \cdots (I - u_1 u_1^T) A V_k = (I - u_k u_k^T) \cdots (I - u_1 u_1^T) U_k B_k = 0.
\]

Hence, \( r_{k,2} = b_k \perp \mathcal{R}(U_k) \) and independent of \( y_k \). Further, since

\[
p_k^T = u_k^T A k - 1 = u_k^T (I - u_k - 1 u_k - 1^T) \cdots (I - u_1 u_1^T) A = u_k^T A,
\]

we have \( P_k^T = U_k^T A \). From (3.9) and the orthogonality of \( V_k \), we obtain

\[
P_k^T V_k = U_k^T A V_k = \widehat{B}_k V_{k+1}^T V_k = B_k.
\]

Thus, in exact arithmetic the matrix \( P_k^T V_k \) in (4.9) is upper bidiagonal with elements

\[
\theta_k = p_{k-1}^T v_k, \quad \rho_k = p_k^T v_k = \|A_{k-1} v_k\|_2.
\]

The solution \( y_k \) to (4.9) can be computed by back substitution; see (3.16).

Although the Householder and MGS algorithms compute the same approximate solutions \( x_k \), they differ slightly in the way the residual of the data matrix is approximated. In NIPALS PLS the data residuals \( A_k \) are given by

\[
A_k = A - U_k P_k^T = (I - U_k U_k^T) A.
\]

For the Householder version the residual is obtained from the rank-\( k \) approximations \( A \approx U_k B_k V_k^T \). Using \( U_k B_k = AV_k \) we obtain the data residual

\[
E_k = A - (U_k B_k) V_k^T = A - (AV_k) V_k^T = A(I - V_k V_k^T).
\]
incorporates deflation of $b$ of this section we make an empirical study of the consequences of omitting the deflation computation the equality in (5.1) does not hold because of a loss of orthogonality. In algorithm with only a minor reduction in work.

deflation of lack of stability may not be noticed unless the problem is ill-conditioned. If the bidiagonalization is continued so that (4.14) it follows that

$$P_k = V_{k+1} \hat{B}_k^T = H_1 \cdots H_k H_{k+1} \hat{B}_k^T.$$  

If the bidiagonalization is continued so that $\theta_{k+1} e_k$ and $v_{k+1}$ are available, then $P_k$ can be computed from (4.14).

The NIPALS PLS algorithm uses three matrix-vector products and one rank-one deflation, which together require $8mn$ flops per PLS factor. The flop counts for the additional scalar products and final back substitution are negligible in comparison. This is the same number of flops per step as required by the Householder algorithm as long as the number of factors $k \ll \min(m, n)$. The computation of $U_k$ and $P_k$ in the Householder PLS algorithm costs an extra $2(m + n)k^2$ flops.

5. Deflation in NIPALS PLS. In exact arithmetic the orthogonality of the vectors $(u_1, \ldots, u_k)$ implies that

$$u_k^T b = u_k^T \left( b - \sum_{j=1}^{k-1} \zeta_j u_j \right), \quad \zeta_j = u_j^T b_{j-1}.$$  

Hence, in exact arithmetic the deflation of $b$ can be omitted. However, in floating-point computation the equality in (5.1) does not hold because of a loss of orthogonality. In this section we make an empirical study of the consequences of omitting the deflation of $b$ in NIPALS PLS. This is further discussed in section 6.

In the appendix a MATLAB implementation of NIPALS PLS is given, which incorporates deflation of $b$ and treats the matrix $P_k^T V_k$ as a bidiagonal matrix. To study the loss of orthogonality in $V_k$ and $U_k$, this was applied to a problem where $A \in \mathbb{R}^{50 \times 8}$ is a matrix with singular values $\sigma_i = 10^{-i+1}, i = 1:8$. The right-hand side was chosen as $b = Ae$, where $e = (1, \ldots, 1)^T$. Table 5.1 shows the condition number $\kappa_k = \kappa(P_k^T V_k) = \kappa(P_k)$ and the loss of orthogonality in $U_k$ and $V_k$ measured by $\|I_k - U_k^T U_k\|_2$ and $\|I_k - V_k^T V_k\|_2$. Clearly the loss of orthogonality is proportional to $\kappa_k$ in both $U$ and $V$. The norm of the error in the computed solution for $k = 8$ is $1.149 \cdot 10^{-10}$. This is of the same magnitude as the loss of orthogonality in $V_k$ and $U_k$. The corresponding error norm for the Householder algorithm is $2.181 \cdot 10^{-10}$. This strongly suggests that the correctly implemented NIPALS PLS algorithm is forward stable. The columns to the right in Table 5.1 show the effect of omitting the deflation of $b$. Although the loss of orthogonality in $U_k$ is nearly unchanged, the loss of orthogonality in $V_k$ now is proportional to $\kappa_k^2$. The norm of the error in the computed solution, $0.724 \cdot 10^{-1}$, is of the same magnitude. We conclude that omitting the deflation of $b$ will destroy the very good numerical stability of the NIPALS PLS algorithm with only a minor reduction in work. It should be noted, however, that if double precision arithmetic is used, this gives a large safety margin and in practice a lack of stability may not be noticed unless the problem is ill-conditioned.

In view of these results, it is unfortunate that in current practice omitting the deflation of $b$ seems to be the norm rather than an exception. It was recommended by
that the deflation “is superfluous, at least in exact arithmetic.” This practice has spread to several commercial statistical software packages, such as the pls package and MacGregor [9] proposed faster PLS algorithms which omit the deflation of $b$, as do the implementations tested by Andersson [1]. Eldén [10, p. 17] correctly writes that the deflation “is superfluous, at least in exact arithmetic.” This practice has spread to several commercial statistical software packages, such as the pls package in R.

Although the matrix $P^T_k V_k$ is upper bidiagonal in exact arithmetic, many implementations of the NIPALS PLS algorithm solve the linear system (4.9) treating $P^T_k V_k$ as a full matrix, which increases the arithmetic cost of solving the subproblem from $2k$ flops to $2k^3/3$ flops. A third possibility is to use only the upper triangular part of the computed matrix $P^T_k V_k$, which gives an operation count of $2k^2$ flops. The table below shows the norm of the error in $x_k$ for these options, with and without deflation.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$\kappa(P^T_k V_k)$</th>
<th>$\gamma(U_k)$</th>
<th>$\gamma(V_k)$</th>
<th>$\gamma(U_k)$</th>
<th>$\gamma(V_k)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$1.000 \cdot 10^4$</td>
<td>$6.661 \cdot 10^{-16}$</td>
<td>$2.222 \cdot 10^{-16}$</td>
<td>$6.661 \cdot 10^{-16}$</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>$1.000 \cdot 10^4$</td>
<td>$1.256 \cdot 10^{-15}$</td>
<td>$2.222 \cdot 10^{-16}$</td>
<td>$1.254 \cdot 10^{-15}$</td>
<td>$7.200 \cdot 10^{-14}$</td>
</tr>
<tr>
<td>3</td>
<td>$1.000 \cdot 10^2$</td>
<td>$1.258 \cdot 10^{-15}$</td>
<td>$5.562 \cdot 10^{-15}$</td>
<td>$1.255 \cdot 10^{-15}$</td>
<td>$7.187 \cdot 10^{-12}$</td>
</tr>
<tr>
<td>4</td>
<td>$1.000 \cdot 10^4$</td>
<td>$2.746 \cdot 10^{-14}$</td>
<td>$4.576 \cdot 10^{-14}$</td>
<td>$2.772 \cdot 10^{-14}$</td>
<td>$7.186 \cdot 10^{-10}$</td>
</tr>
<tr>
<td>5</td>
<td>$1.000 \cdot 10^4$</td>
<td>$2.746 \cdot 10^{-14}$</td>
<td>$2.871 \cdot 10^{-13}$</td>
<td>$2.772 \cdot 10^{-14}$</td>
<td>$7.186 \cdot 10^{-8}$</td>
</tr>
<tr>
<td>6</td>
<td>$1.000 \cdot 10^4$</td>
<td>$1.667 \cdot 10^{-13}$</td>
<td>$1.024 \cdot 10^{-12}$</td>
<td>$1.674 \cdot 10^{-13}$</td>
<td>$7.186 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>7</td>
<td>$1.000 \cdot 10^4$</td>
<td>$1.775 \cdot 10^{-13}$</td>
<td>$8.975 \cdot 10^{-12}$</td>
<td>$5.172 \cdot 10^{-13}$</td>
<td>$7.186 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>8</td>
<td>$1.000 \cdot 10^7$</td>
<td>$6.000 \cdot 10^{-11}$</td>
<td>$6.541 \cdot 10^{-11}$</td>
<td>$5.158 \cdot 10^{-10}$</td>
<td>$7.167 \cdot 10^{-2}$</td>
</tr>
</tbody>
</table>

Without deflation, treating the matrix as full or upper triangular gives almost a factor of 10 better accuracy, compared to using only the bidiagonal part. With deflation of $b$, the best accuracy is also achieved by using the full matrix, but the differences are much smaller.

6. **Stability analysis.** It is well known that algorithms based on a sequence of orthogonal transformations with Householder matrices (3.3) have very good stability properties; see Higham [13, section 19.3]. Wilkinson [26] showed that the computation of a Householder vector and the application of a Householder matrix to a given matrix are both normwise backward stable.

Byers and Xu [7] use the Golub–Kahan Householder bidiagonalization algorithm for computing the pseudoinverse $A^\dagger$. They compute $A = UBV^H$ and then solve $BY = U^H$ by back substitution, giving $A^\dagger = VY$. Their proof that this algorithm is mixed forward-backward stable applies also to the Householder PLS algorithm. Similar results are shown in Snookstunowicz and Wróbel [23].

**Theorem 6.1 (Byers and Xu [7, Theorem A2]).** Let $\tilde{U} \tilde{B} \tilde{V}^T$ be the computed bidiagonal factorization of $A$. Then $\tilde{U} = U + \Delta U$ and $\tilde{V} = V + \Delta V$, where $U$ and $V$ are orthogonal and $\|\Delta U\|_2 \leq d_1 u$, $\|\Delta V\|_2 \leq d_2 u$. Further,
\[ B = U^T (A + E) V, \quad \| E \|_2 \leq d_3 u \| A \|_2. \]

Here \( d_3 (m, n) \) are modestly sized functions and \( u \) the unit roundoff.

The computed vector \( G_1 \cdots G_1 b \) in (3.15) is the exact result corresponding to a slightly perturbed right-hand side \( b + \delta b \), where

\[ \| \delta b \|_2 \leq d_3 u \| b \|_2. \]

Here and later, for a vector \( x = (x_i) \), \( |x| \) denotes the vector with elements \( |x_i| \). For the bidiagonal back substitution the following componentwise error bound holds.

**Theorem 6.2** (Byers and Xu [7, Lemma A1]). Consider the system \( By = c \), where \( B \in R^{n \times n} \) is nonsingular and upper bidiagonal. Let \( \bar{y} \) be the solution computed by back substitution. Then, neglecting terms of order \( \| u \|^2 \),

\[ \bar{y} = B^{-1} (c + \delta c) + \delta y, \]

where the elementwise inequalities \( |\delta c| \leq 3m |u| c \) and \( |\delta y| \leq 3m |u| y \) hold.

The solution \( x_k \) is computed from (3.13). Hence, the computed result \( \bar{x}_k \) is the exact result of

\[ H_1 H_2 \cdots H_k \begin{pmatrix} \bar{y}_k \\ 0 \end{pmatrix} \]

plus an error whose norm is bounded by \( d_3 u \| \bar{x}_k \|_2 \). Together these results prove mixed forward-backward stability for Householder PLS.

The loss of orthogonality makes the error analysis of the MGS PLS algorithm considerably more difficult than that for the Householder PLS algorithm, where the vectors \( u_k \) and \( v_k \) are orthogonal by construction. Omitting the deflation of the right-hand side \( b \) when using the MGS QR factorization to solve a linear least squares problem causes a loss of stability similar to that in NIPALS PLS; see [4]. Both algorithms use a sequence of elementary orthogonal projections (4.4). MGS is initialized by setting \( A = (a_1, \ldots, a_n) = A^{(0)} \in R^{m \times n} \), and \( q_1 = a_1 / \| a_1 \|_2 \). At the start of the \( k \)th step, we have computed

\[ A^{(k)} = \begin{pmatrix} q_1, \ldots, q_k, a_{k+1}^{(k-1)}, \ldots, a_n^{(k-1)} \end{pmatrix}, \]

where \( (q_1, \ldots, q_k) \) are orthonormal vectors. The remaining \( n - k \) columns, which are already orthogonal to \( q_j \), \( j = 1:k-1 \), are now orthogonalized to \( q_k \),

\[ a_j^{(k)} = (I - q_k q_k^T) a_j^{(k-1)} = a_j^{(k-1)} - r_{kj} q_k, \quad r_{kj} = q_k^T a_j^{(k-1)}. \]

The right-hand side is deflated similarly setting \( b = b_0 \), and

\[ b^{(k)} = (I - q_k q_k^T) b^{(k-1)} = b^{(k-1)} - \zeta_k q_k, \quad \zeta_k = q_k^T b^{(k-1)}. \]

There will be a loss of orthogonality in the computed matrix \( Q_k = (\bar{q}_1, \ldots, \bar{q}_k) \) in MGS due to cancellation occurring when subtracting the orthogonal projections in (6.1). Since cancellation is related to the ill-conditioning of \( A \), the loss of orthogonality can be bounded by

\[ \| I - \bar{Q}_n^T \bar{Q}_n \|_2 \leq c_1 u \kappa(A), \]

where \( c_1 = c_1 (m, n) \) is of modest size; see Björck [3]. This result was used in [3] to prove forward stability of MGS for computing the QR factorization and solving the
linear least squares problem. Omitting the deflation in (6.2) and setting \( \zeta_k = q_k^T b \) will introduce an error in the computed solution proportional to \( \kappa(A)^2 \).

In 1967 Charles Sheffield\(^1\) noticed that the MGS QR factorization of \( A \in \mathbb{R}^{m \times n} \) is numerically equivalent to Householder QR factorization of the matrix \( A \) augmented with a square matrix of zeros on top. If \( H_k = I - w_k w_k^T \) is the Householder transformation generated by \( w_k = (e_k q_k) \), then computing (6.2) is numerically equivalent to

\[
\begin{pmatrix}
  z_k \\
  0_{n-k} \\
  b(k)
\end{pmatrix}
= H_k \cdots H_1 \begin{pmatrix}
  0 \\
  b
\end{pmatrix}, \quad z_k = \begin{pmatrix}
  \zeta_1 \\
  \vdots \\
  \zeta_k
\end{pmatrix}.
\]

Björck and Paige [5] used Sheffield’s observation to prove backward stability of the MGS QR factorization. Further implications of Sheffield’s observation are made in Paige [16]. Using this equivalence, if we let \( W_k = H_1 \cdots H_k \), then it follows that the NIPALS PLS algorithm implicitly does the factorization

\[
\begin{pmatrix}
  0 \\
  A V_k
\end{pmatrix} = W_k \begin{pmatrix}
  B_k \\
  0
\end{pmatrix}.
\]

This would be a natural starting point for a proof of the stability of the NIPALS PLS algorithm.

The elementary reflections or orthogonal projections used in the Householder and NIPALS algorithms will destroy any sparsity structure in the matrix \( A \). Therefore, the use of the Paige and Saunders LSQR algorithm can be an attractive alternative for large-scale sparse problems. Each step in LSQR requires two matrix-vector multiplications \( Ax \) and \( A^T y \) plus some vector operations. If \( A \) is sparse or otherwise structured the matrix-vector multiplications may be computed in much less than \( 2mn \) flops. It is well known (see the seminal paper by Paige [15]) that Lanczos-type algorithms like LSQR may suffer from a severe loss of orthogonality in the computed vectors. This may cause LSQR to require significantly more iterations, unless the computed vectors \( u_k \) or \( v_k \) are reorthogonalized. In full reorthogonalization, \( u_k \) and \( v_k \) are reorthogonalized against all previous vectors \( u_1, \ldots, u_{k-1} \) and \( v_1, \ldots, v_{k-1} \) as soon as they have been computed. This adds an arithmetic cost of about \( 4(m + n)k^2 \) flops for \( k \) factors, which is affordable if \( k \ll \min\{m, n\} \). Barlow [2] has shown that one-sided reorthogonalization suffices to prove backward stability. Selective reorthogonalization is less costly but is more complicated to implement. An interesting scheme, which ensures semiothogonality in \( u_k \) and \( v_k \), is developed by Simon and Zha [22].

7. Conclusions. We have drawn attention to a widespread but unfortunate and unnecessary “simplification” of the original NIPALS PLS algorithm. This consists of omitting the deflation of the right-hand side \( b \), which destroys its otherwise excellent numerical stability. In an extensive experimental test Andersson [1] compares the accuracy and efficiency of no fewer than nine different PLS algorithms. In this the NIPALS PLS algorithm was implemented without deflation of \( b \). Despite this, it was found together with three other algorithms to be the most stable. We conclude that none of the algorithms tested in that paper is numerically stable in our sense.

To ensure computational accuracy and make results reproducible, we recommend that either the Householder or the original NIPALS PLS algorithm be used as the

\(^1\)Personal communication in 1967 relayed to the author by G. H. Golub.
standard algorithm for PLS regression. For the Householder PLS algorithm mixed forward-backward stability can be proved. Our conjecture is that, correctly implemented, the NIPALS PLS algorithm is also mixed forward-backward stable. A strict proof of this conjecture seems difficult and remains an open problem. In our numerical tests these two algorithms always gave results of similar accuracy. For computing a small number of factors, the arithmetic and storage costs are roughly similar for both. If \( A \) is large and sparse or otherwise structured, the LSQR algorithm with reorthogonalization is an attractive alternative. The implementation of such an algorithm is left as a future project.

**Appendix.** The MATLAB function mgspls below was used for the numerical tests of the NIPALS PLS algorithm in section 5. It computes at most \( k = q \) PLS factors \( u_k P_k^T \) for the problem \( \min_x \|Ax - b\|_2 \), such that \( A^T b \neq 0 \), and performs deflation of both \( A \) and \( b \). Only the bidiagonal elements in \( P_k^T V_k \) are used. Output is \( x_q \), the residual vector \( r_q = b - Ax_q \), and the matrices \( U_q \) and \( P_q \). Note that this program is written for testing purposes only and practical stopping criteria are not included.

```matlab
function [x,U,V,P] = plsr3(A,b,q)

% MGSPLS Performs at most q \leq \text{rank}(A) steps of
% the NIPALS PLS algorithm for \( \min_x \|Ax - b\|_2 \).
%m,n = size(A); tol = norm(A,1)*eps;
for k = 1:q
    v = A'*b; nv = norm(v),
    if nv < tol, q = k-1; break; end
    v = v/nv; V(:,k) = v;
    if k > 1, theta(k) = p'*v; end
    u = A*v; rho(k) = norm(u);
    u = u/rho(k); U(:,k) = u;
    p = A'*u; P(:,k) = p;
    z(k) = b'*u;
% Deflate A and b.
    A = A - u*p'; b = b - u*z(k);
end
% Solve bidiagonal subsystem.
y(q) = z(q)/rho(q);
for k = q-1:(-1):1
    y(k) = (z(k) - theta(k+1)*y(k+1))/rho(k);
end
x = V*y';
```
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