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To my Mother and Father.
It’s all because of you.
Thank you!
“Doing science is not such a barrier to feeling or such a
dehumanizing influence as is often made out. It does not take
the beauty from nature. The only rules of scientific method
are honest observations and accurate logic. To be great
science it must also be guided by a judgment, almost an
instinct, for what is worth studying. No one should feel that
honesty and accuracy guided by imagination have any power
to take away nature’s beauty.”

Robert H. MacArthur (1930-1972)
in the introduction to his book
Geographical Ecology: Patterns in the
Distribution of Species, published 1972.
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SUMMARY

In the dawning of what may become Earth’s 6th mass extinction the topic of this thesis, understanding extinction processes and what determines the magnitude of species loss, has become only too relevant. The number of known extinctions (~850) during the last centuries translates to extinction rates elevated above the background rate, matching those of previous mass extinction events. The main drivers of these extinctions have been human land use, introduction of exotic species and overexploitation. Under continued anthropogenic pressure and climate change, the current extinction rates are predicted to increase tenfold.

Large perturbations, such as the extinction drivers mentioned above, affects species directly, causing a change in their abundance. As species are not isolated, but connected to each other through a multitude of interactions, the change in abundance of one species can in turn affect others. Thus, in addition to the direct effect, a perturbation can affect a species indirectly through the ecological network in which the species is embedded. With this thesis, I wish to contribute to our basic understanding of these indirect effects and the role they play in determining the magnitude of species loss. All the studies included here are so called \textit{in silico} experiments, using mathematical models to describe ecological communities and computer simulations to observe the response of these communities to perturbation.

When a perturbation is severe enough, a species will be driven to extinction. The loss of a species from a system is in itself a large perturbation, and may result in further extinctions, so called secondary extinctions. The traits of the species initially lost, can be a potential predictor of the magnitude of secondary species loss. In Paper I of this thesis, I show that when making such predictions, it is important to incorporate temporally dynamic species interactions and abundances, in order not to underestimate the importance of certain species, such as top predators.

I further show that species traits alone are not particularly good predictors of secondary extinction risk (Paper I), but that in combination with community level properties they are (Paper II). Indeed, there seems to be an interaction such that the specific property making a community prone to secondary species loss, depends on what kind of species was lost in the primary extinction. As different types of perturbation put different types of species at risk of (primary) extinction, this means that the specific property making a community prone to secondary species loss, will depend on the type of perturbation the community is subjected to.

One of the predicted main drivers of future species extinction is climate change. If the local climate becomes adverse, a species can either migrate to new and better areas or
stay and evolve. Both these processes will be important in determining the magnitude of species loss under climate change. However, migration and evolution do not occur in vacuum – the biotic community in which these processes play out may modulate their effect on biodiversity. In paper III, I show that the strength of competition between species modulates the effect of both dispersal and evolution on the magnitude of species loss under climate change. The three-way interaction between interspecific competition, evolution and dispersal, creates a complex pattern of biodiversity responses, in which both evolution and dispersal can either increase or decrease the magnitude of species loss. Thus, when species interactions are incorporated, it is clear that even though migration and evolution may alleviate the impact of climate change for some species, they may indirectly aggravate the situation for others.

In Paper III, the aspect of climate change incorporated in the model is an increase in mean annual temperature. But climate change is also predicted to increase environmental variability. Paper IV shows that species-rich communities are more sensitive to high environmental variability than species-poor ones. The smaller population sizes in the species-rich communities increased the extinction risk connected to population fluctuations driven by the variable environment. Hence, systems such as tropical forests and coral reefs are predicted to be particularly sensitive to the increased variability that may follow with climate change.

In Paper IV, primary extinctions of primary producers result in extinction cascades of consumer species, when they lose their prey. However, in reality a consumer species might be able to switch to another prey, and such flexibility has both been observed and suggested as a potential rescue mechanism. But what is beneficial for an individual predator in the short-term can become detrimental to the ecological community in the long-term. Paper V shows that consumer flexibility often led to consumers continuously overexploiting their new prey, in the worst case to the point of system collapse. Thus, the suggested rescue mechanism aggravated the effect of initial species loss, rather than ameliorating it.

Overall, the research presented here, underscores the importance of including population dynamics and biotic interactions when studying the effects of perturbation on biodiversity. Many of the results are complex, hard to foresee or even counter-intuitive, arising from the indirect effects of the perturbation being translated through the living web of species interactions.

*In papers III-V, I do not differentiate between primary and secondary species loss, but look at the sum of the two, i.e. the total species loss.*
Idag står vi inför en biodiversitetskris som vi själva har skapat. Över hälften av all landyta är ägnad åt jord- och skogsbruk, vilket tillsammans med överexploatering (jakt och fiske), introduktion av främmande arter samt föroreningar redan har orsakat över 800 artutdöenden de senaste århundradena. Detta motsvarar utdöendetakter (artutdöenden/tidsenhet) i nivå med de 5 massutdöenden som livet på jorden tidigare genomgått (t ex när dinosaurierna dog ut). Utöver de artförluster som redan skett, är mer än 20 000 arter utrotningshotade, varav ca 4 500 kritiskt hotade. Därför förväntas den nuvarande utdöendetakten öka tiofaldigt under fortsatt mänskligt tryck på biosfären, i kombination med global klimatförändring. Denna biodiversitetskris är inte bara tragisk i sig, utan hotar även att allvarligt påverka tillhandahållandet av ekosystemtjänster. Dessa ekosystemtjänster är kritiska för vårt uppehälle och inkluderar t ex vatten- och luftrening, jordbildning, pollinering, mat- och virkesproduktion.

De ovan nämnda faktorer som driver förlusten av global biodiversitet kan inkluderas inom begreppet störning. En störning kommer att direkt påverka en arts abundans (individantal), genom effekter på individernas tillväxt, förplantning eller överlevnad. Men en störning kan också påverka en art indirekt. Arter ingår nämligen i ekologiska samhällen, dvs system av växter, djur och andra organismer som interagerar med varandra. Dessa interaktioner kan t ex vara födointeraktioner (en organism äter en annan), tjänster såsom försvar eller pollen-/fröspridning eller konkurrens om föda, boplats, luft eller andra resurser. Därför kommer abundansförändringen av en art påverka andra arter som den interagerar med, och på så vis kan en störning fortfarande sig genom interactionsnätverket.

Forskningen i denna avhandling syftar till att bättre förstå hur ekologiska samhällen fungerar och vad som påverkar risken för artutdöenden i samband med en störning. När det gäller andra faktorer som påverkar risken för artutdöenden är det viktigt att se på hur störningen påverkas av olika egenskaper hos det ekologiska samhället, t ex antalet arter i samhället eller hur stark konkurrensen mellan primärproducerare (växterna) är. Eftersom mitt ämnesområde är teoretisk ekologi, har de ekologiska samhällen beskrivits med hjälp av matematiska modeller och effekten av störning har undersömts med hjälp av datorsimuleringar.

I de första två studierna (Paper I & II) i avhandlingen, har jag fokuserat på sekundära utdöenden. Detta är utdöenden som sker till följd av en primär artförlust, vilken i sin tur är orsakad av en störning. Jag fann att mängden sekundära utdöenden beror på en interaktion mellan system- och artegenskaper. När växter och herbivorer (växtätare) dog ut primärt, var det strukturen (t ex andelen rovdjur i systemet) hos det ekologiska samhället som avgjorde mängden sekundära utdöenden. När det istället var topppredatorer (rovdjur högst upp i näringskedjan) som dog ut primärt, var det
dynamiska egenskaper (t ex rovdjurens inomartskonkurrens) som var avgörande. Olika störningar hotar olika typer av arter, t ex drabbar jakt och fiske rovdjur och rovfiskar mest, medan övergödning drabbar konkurrenssvaga växter mest. I ljuset av resultaten från Paper I & II innebär detta att beroende på vilken störning som ett system utsätts för, kommer det vara olika systemegenskaper som styr risken för sekundära utdöenden.


Många av resultaten i den här avhandlingen var komplexa och svårförutsägbara, eftersom de uppstod när störningen filtrerades genom nätverket av artinteraktioner. Sammantaget understryker de därför betydelsen av störningars indirekta effekter på ekologiska system.
LIST OF PAPERS


† Reprinted with permission from Elsevier.
‡ Under revision for Nature Communications.
CONTRIBUTIONS TO PAPERS

A. Curtsdotter contributed to project design in Paper I-III & V, performed research for Paper I-V, analyzed data for Paper I-III, made a major contribution to the writing of Paper I-III and a minor contribution to the writing of Paper IV-V.

The research performed for Paper I-II was developing project-specific C++ code, which was added to the already implemented modeling framework of U. Brose’s research group at University of Göttingen, Germany. The research performed for Paper III, was model development and the implementation of the model in MATLAB code. The research for Paper IV was mainly performed as project discussions. The research for Paper V includes model and MATLAB code development in the early stages of the project, and project discussions in the later stages.

PAPERS OUTSIDE THE THESIS


VIII. Digel C., A. Curtsdotter, J. Riede, B. Klarner & U. Brose. (2014). Unravelling the complex structure of forest soil food webs: higher omnivory and more trophic levels. Oikos, Early View online.
Extinctions in Ecological Communities –
direct and indirect effects of perturbation on biodiversity

Alva Curtsdotter
1. Introduction

The research presented in this thesis, will add to our understanding of how species interactions influence the amount of extinctions that occur within an ecological community, when it is subjected to perturbation. The chosen research approach is theoretical, using mathematical models to describe ecological communities and computer simulations to observe the response of these communities to perturbation. This research is rather of a basic than of an applied nature; but in addition to this knowledge being valuable in itself, a general understanding of extinction processes is valuable for natural management and conservation.

1.1 Species extinctions

The topic of species extinctions is today only too relevant. The number of known extinctions (~850, (“IUCN 2013” 2014)) during the last centuries, translates to an extinction rate 100-1000 times above the background extinction rate (Millenium Ecosystem Assessment 2005, Pereira et al. 2010, Pimm et al. 2014). Among the most important extinction drivers are human land use, overexploitation and the introduction of exotic species (“IUCN 2013” 2014). Continued anthropogenic pressure, with the addition of rapid climate change, yields predictions of even higher extinction rates for the future (Sala et al. 2000, Millenium Ecosystem Assessment 2005, Pereira et al. 2010). The threats against biodiversity are severe and escalating (Pereira et al. 2010), and unless the trends are reversed we will hit the mass extinction threshold (loss of ¾ of extant species richness) in as little as 300-12 000 years (Barnosky et al. 2011). The looming biodiversity crisis is not only tragic in its own right, but also threatens our own livelihood (Hooper et al. 2012). The human species is ultimately dependent on a number of ecosystem services, such as soil formation, water and air purification, food production and pollination (Costanza et al. 1998). How robust the provisioning of these services will be as biodiversity dwindles is still uncertain, but it is self-evident that at some point of biodiversity loss this provisioning must suffer as well (Balvanera et al. 2006, Cardinale et al. 2012).

Species’ threat status, with regard to their risk of extinction, is listed by the IUCN, based on assessments of the species’ state and trend in population size and geographical distribution. These assessments are data-demanding and therefore time-consuming, leaving the lion share of described species yet not assessed. Currently, around 70 000 animal and plant species have been assessed (“IUCN 2013” 2014), while the described number of land plant species is approximately 400 000 and animal species is about 1.9 million (Pimm et al. 2014). As valuable as the IUCN Red List is, there is a need for a more general approach to assessing threat of extinction. In this vein, several species traits have been investigated to see whether they correlate with extinction risk; among these high trophic level, large body size, diet specialization,
rarity, small geographic range size and slow growth rate are examples of traits found to correlate with extinction risk (McKinney 1997, Purvis et al. 2000, Koh et al. 2004, Munday 2004, Cardillo et al. 2005).

These traits do not only represent properties intrinsic to a species itself, but also properties reflecting interspecific interactions. Diet specialization and other strict interspecific dependencies are a prime example. Highly specialized species are under double threat, as perturbations affecting a sole prey, obligate host or mutualistic partner are of as great concern as a perturbation affecting the specialist directly (Koh et al. 2004, Dunn et al. 2009, Colwell et al. 2012). Another example is provided by species at high trophic levels. These species can be at risk for many reasons, some of them relating directly to their position in the interaction network, as in the case of biomagnification of toxic substances along the food chain (Gray 2002). Furthermore, the length of a food chain may be limited by energetic constraints (Post 2002). In such a case, top predators may be living on the edge of what is energetically feasible, which would render them sensitive to any disturbances that diminishes the community’s capability of energy production and transfer (Binzer et al. 2011).

1.2 Species interactions

In general, the impact of any perturbation on a species is likely to in part depend on the species’ biotic context (Wootton 1994, Tylianakis et al. 2008). Species are connected to each other through a multitude of interactions: predation, parasitism, mutualism, competition, amensalism and commensalism (Pianka 1999, Stiling 2001, Ricklefs 2008). Through these physical interactions species affect each other directly, positively or negatively depending on the type of interaction (Fig. 1 A-E). But because of the complexity of the interaction network indirect effects also arise; sometimes of such magnitude and sign as to make the net effect of one species on another the opposite of the direct effect (Wootton 1994, Pianka 1999) (Fig. 1 F-H). In the classic trophic cascade of a tri-trophic food chain, a top-predator controls the abundance of an intermediate predator, creating a positive indirect effect of the top-predator on the basal resource (Wootton 1994, Prugh et al. 2009, Ripple et al. 2014). This indirect effect may be so strong, that even in the case of intra-guild predation it outweighs the direct negative effect of predation of the top-predator on the basal resource (Polis et al. 1989, Holt and Huxel 2007, Elmhagen et al. 2010). Another twist to the classic cascade is that simply the presence of a top-predator can alter the behavior or even physiology of the intermediate predator as to result in predation alleviation of the basal resource (interaction modification sensu Wootton 1994) (Schmitz et al. 1997, Werner and Peacor 2003, Sheriff et al. 2009, Steffan and Snyder 2009). Thus, an indirect interaction arises when the impact of one species on another is mediated by a third, and additional examples include: exploitative competition, apparent competition and competitive mutualism (Wootton 1994, Pianka 1999) (see also section 3.4).
Figure 1 | Illustrations of direct (A-E) and indirect (F-H) interactions. Species can have positive (+), negative (-) or no effect (0) on each other; see box in upper corner. Examples: (A) Trophic interactions, such as a top-predator feeding on herbivore. (B) Insect pollination of flowering plants. (C) Plant competition for light etc. (D) Ungulates trample the soil and stir up insects, benefitting cattle egrets. (E) Skew competition between plants through allelopathy; the shrub exudes chemicals which kill nearby grass plants. (F) Tri-trophic chain of plant, herbivore and top-predator. The plant and the top-predator indirectly affect each other positively (dashed line), through their effect on herbivore abundance. (G) Intra-guild predation: both lynx and fox feed on hare, but the lynx also kills foxes, indirectly benefitting the hare. (H) Presence of lions decreases cheetahs’ hunting activity, benefitting the cheetahs’ prey.
However, some interactions are neither physical nor mediated by another species; instead the effect of one species on another is mediated through the abiotic environment. It is debatable whether these interactions should be classed as direct or indirect, but it is unarguable that among them we find interactions of great importance, e.g. habitat facilitation, habitat formation (foundation species) and ecosystem engineering (Dayton 1972, Jones et al. 1996, Stachowicz 2001, Ellison et al. 2005, Brooker et al. 2008, Cuddington et al. 2009).

1.3 Direct and indirect effects of perturbation

Just as species affect each other both directly and indirectly, so can a perturbation affect species directly and indirectly (Frank et al. 2005, Parmesan 2006, Tylianakis et al. 2008, Casini et al. 2009, Kirby and Beaugrand 2009, Blois et al. 2013). Here, a perturbation is any event or process that substantially affects species' abundances, such as extreme events or high variability of the climate, harvesting, pollution, habitat destruction etc. Perturbations affect species’ abundances directly by altering the species’ vital rates, for example their survival, growth or reproduction (Roberts and Hawkins 1999, Connell et al. 1999, Parmesan et al. 2000, Bennett et al. 2002, Harley et al. 2006, Rohr et al. 2006, Turvey et al. 2007). As species affect each other directly and indirectly through the interaction network, the direct impact of a perturbation on one species’ abundance will translate to an indirect effect of the perturbation on another (Connell et al. 1999, Parmesan et al. 2000, Jackson et al. 2001, Tylianakis et al. 2008, Casini et al. 2009, Blois et al. 2013). The perturbation can even affect the strength of the inter-specific interaction directly, by changing a species’ behavior or its quality as a resource (Sanford 1999, Post et al. 1999, Salminen et al. 2002, Didham et al. 2007, Touchon and Warkentin 2009). For example, changing phenology of resource species, in response to climate change, can create a trophic mismatch between the resource peak biomass and the peak energetic requirement of its predator (Parmesan 2006, Post and Forchhammer 2008, Hegland et al. 2009, Both et al. 2009). Climate can also influence activity and other aspects of predator behavior, and thereby affect the per capita predation pressure (Sanford 1999, Post et al. 1999, Touchon and Warkentin 2009).

If a perturbation is severe, it may drive a species to local or global extinction. This primary extinction may be followed by secondary extinctions, caused not by the initial perturbation directly but indirectly as a result of the primary species loss (Ebenman and Jonsson 2005). Such secondary extinctions occur due to species’ interactions and interdependencies; a predator may have lost its prey, a parasite its host or a mutualist its partner (Dunne et al. 2002a, Memmott et al. 2004, Colwell et al. 2012). These are examples of loss of direct interaction partners, but the same goes for indirect interaction partners. A prey may be overexploited by its predator when top-down control of that predator is lost; a species may be out-competed because intra-guild or
top-down control of a stronger competitor is lost; or a species may lose its habitat because the foundation species or eco-system engineer is lost (Paine 1966, Estes and Palmsano 1974, Estes et al. 1998, Ripple et al. 2014). One might think that the first species driven to extinction by a perturbation would be the one most sensitive to the perturbation’s direct effect. Certainly, this may often be the case, but a recent study suggests that extinctions due to interaction-mediated indirect perturbation effects may be much more frequent than previously thought (Säterberg et al. 2013).

Species loss, whether primary or secondary, can also affect a system’s sensitivity to further perturbation. As species loss goes on, it is accompanied by the erosion of diversity-related mechanisms stabilizing ecosystem function, e.g. redundancy, response diversity and compensation (Chapin III et al. 2000, Elmqvist et al. 2003, Folke et al. 2004, Gonzalez and Loreau 2009, Laliberté et al. 2010, Kanerryd et al. 2012 [Paper IV]). However, not only the number of species going extinct but their identity and traits will be important for the system’s continued stability. If species go extinct in order of their sensitivity to perturbation, the community may actually become more resistant, as the average perturbation tolerance of remaining species is higher (Ives and Carpenter 2007). On the other hand, it may make the community more susceptible to other disturbances, such as invasion (Lyons and Schwartz 2001, Zavaleta and Hulvey 2004). Furthermore, species may not only differ in sensitivity, but also in their importance for community stability, for example by contributing to a more robust structure and/or more stable population dynamics (Bascompte et al. 2005, Zavaleta et al. 2009, Saavedra et al. 2011). If this community importance of species is correlated with their perturbation vulnerability, the community would instead become increasingly sensitive as it disassembled (Gilbert 2009, Zavaleta et al. 2009, Saavedra et al. 2011).

Finally, the perturbation response is not always linear. Instead the community may show an initial inertia, leading an observer to believe the system is more resistant than it is (Jørgensen et al. 2007). All the while, the system’s perturbation resistance erodes, and as it reaches a critical level the system can experience a major shift in community composition and function. (Scheffer et al. 2001, Folke et al. 2004). For example, an ecological community can be quite robust to primary extinctions up to a certain threshold, after which secondary extinction cascades are triggered (Dunne et al. 2002a, Allesina et al. 2009; see also Gilljam et al. 2014 [Paper V]). This is similar to how ecosystems, following a period of seeming inertia, can abruptly change state or regime in response to perturbations, such as fishing, disease, land use change, climate change and eutrophication (Scheffer et al. 2001, deYoung et al. 2008). Examples of such abrupt shifts include clear vs turbid water states in lakes (Blindow et al. 1993), coral vs algal dominance on reefs (Mumby et al. 2007) and woodland vs grassland domination in terrestrial systems (Van Langevelde et al. 2003). The reversibility of these shifts is sometimes hindered by hysteresis in the perturbation response (Scheffer and Carpenter 2003, Schröder et al. 2005). It seems that the initial inertia, the abrupt shift and/or
hysteresis can be caused by positive feedbacks between the system state and the species it benefits, including effects on species interactions (Scheffer et al. 2001, Norström et al. 2009, Huss et al. 2013). Overall, this goes to show, that when studying responses to perturbation, there is indeed good reason to do so in a community setting of species interactions (see also Gårdmark et al. 2012).

1.4 Approaches for studying extinction responses to perturbation

Studying the effects of perturbation on ecological communities falls under the large umbrella of research regarding the stability of ecological communities, one of the main topics in theoretical ecology. Here, community stability can take many shapes, such as local and global stability (whether the community returns to its abundance equilibrium point after a small or large perturbation), resilience (rate of return to the equilibrium point), permanence (long term community persistence despite the lack of a stable equilibrium point, i.e. cyclic or chaotic population dynamics), resistance (resistance to perturbation, e.g. many extinctions = low resistance), robustness (the magnitude of perturbation needed to cause a certain magnitude of response; often the response is species loss) and biomass stability (temporal and spatial stability in population or aggregate community biomass) (see Borrvall 2006 for a concise introduction; also Ives and Carpenter 2007). When studying extinction responses to perturbation, resistance and robustness are the most commonly used stability measures. Other stability measures, specific for this sub-discipline of stability research, include the number of extinctions, extinction risk, decrease in species richness, risk curves etc.

In this line of research, the theoretical approach is for obvious reasons quite common. Large-scale experimental studies of extinction responses cannot be justified on ethical grounds, although some “natural” large-scale experiments come about through non-scientific human endeavors. Overfishing, and elimination/exclusion of large terrestrial predators, constitutes examples of such “natural” experiments (Jackson et al. 2001, Ripple et al. 2014). Indeed, the entire biodiversity crisis could be seen as a very ill-advised extinction experiment on the biosphere scale. Scientific experiments on smaller scale (e.g. smaller plots, meso- and microcosms) are however quite viable; they are ethically defendable, practically feasible and can, despite the small scale, still capture a substantial amount of biological complexity (Paine 1966, Jiang and Morin 2004, 2007, Suttle et al. 2007, O’Gorman and Emmerson 2009, Worsfold et al. 2009). Of course, all approaches have their drawbacks, and with the small-scale experiments the main criticisms regard temporal and spatial scale (Raffaelli 2005). Experiments with micro- or mesocosms or small plots, may not reflect the response of real, large-scale systems, if the response to perturbation is scale-dependent. It seems that spatial scale can indeed be very important (Hewitt et al. 2007), but before dismissing small scale experiments it should be remembered that a small absolute scale (i.e. size) does not necessarily mean a small ecological scale. As Raffaelli puts it: “…a 1m² plot for a rocky
shore limpet may be equivalent to a 10,000 km² plot for a polar bear” (Raffaelli 2005). Similar considerations of the system and its constituent species apply for the temporal scale (Yodzis 1988). But already organisms such as grasses, herbs or invertebrates may have generation times long enough to necessitate experiments to last several years in order to observe the final outcome; including more and/or larger (longer-lived) species increases the necessary duration to several decades (Yodzis 1988, Raffaelli and Moller 2000, Suttle et al. 2007, Haddad et al. 2011).

In this light, the theoretical approach (analytical or numerical) comes with several advantages. Firstly, there are no ethical concerns. Secondly, large spatial scales and spatial heterogeneity can be included. Thirdly, responses over long temporal scales can be investigated; in a simulation ten thousand years can be run in a matter of minutes to days. Furthermore, experimental control increases from observation at large scale to experimental approaches at small-intermediate scale to theoretical approaches. Control and simplicity facilitate our mechanistic understanding of extinction responses to perturbation, and the isolated mechanisms studied in these simplified systems should still operate in a more complex and realistic context. But the theoretical approach also has its weaknesses and limitations. In simulation studies, the qualitative outcome may depend on the initial conditions of the simulated system, if the system has multiple equilibria or attractors. Also, while simulation studies can encompass large scales, they will have limits for system time and size (species richness as well as space), determined by available computation power. Furthermore, control and simplicity usually comes at the expense of realism, and the importance of a mechanism, relative to other, cannot be known when studied in isolation. In conclusion, all approaches come with advantages as well as disadvantages; there is no “best” approach. Instead the approaches complement each other as tools to increase our understanding of extinction processes in perturbed ecological systems.
2. Aims

The overall aim of the thesis is to increase our understanding of how the magnitude of the extinction response, following a perturbation of an ecological community, is affected by the biotic community itself. In each of the papers presented herein, we have chosen to focus on a few selected aspects of the biotic community, ranging from simple, topological species traits to structural and dynamical properties of the community itself. In the following sections I outline the aims for each paper.

2.1 Aims of Paper I

In this study, we subject food webs to sequential species removals, mimicking non-random species extinctions. Species are removed by order of their trait value, with regard to such traits as trophic role, number of interactions and body mass. We record the resulting number of secondary extinction, and measure stability as robustness. We wish to know:

1) Can the magnitude of secondary species loss be predicted by the traits of the species lost in the primary (perturbation caused) extinctions?
2) How does the ex- or inclusion of temporal population dynamics affect the predictive power of species traits with regard to robustness?

2.2 Aims of Paper II

We use the data from Paper I and investigate the effect of community level properties on the magnitude of secondary species loss. The community level properties cover a large range of topological (structural), allometrical (body mass related) and dynamical (relating to interaction strengths and abundances) measures. We perform this analysis independently for each trait-based removal sequence. We wish to know:

1) Are different community properties identified for the different removal sequences, i.e. is resistance to species loss governed by an interaction between the community properties and the traits of the species primarily lost?
2.3 Aims of Paper III

In Paper III, we subject spatially explicit competition communities, with temperature dependent species growth rates, to an increase in mean temperature, mimicking global climate change. We investigate the interactive effects of interspecific competition, dispersal and evolution on the magnitude of species loss. We wish to know:

1) If and how the strength of interspecific competition affects biodiversity following climate change?
2) If and how the strength of interspecific competition modulates the effects of adaptation and dispersal on the biodiversity outcome of climate change?

2.4 Aims of Paper IV

Another aspect of climate change is changed patterns of climatic variability. Here, we subject food webs to high environmental variation, affecting species’ vital rates. Given this perturbation, we wish to know:

1) How is the risk and extent of extinction affected by local species richness?
2) How is the risk and extent of extinction affected by the degree of correlation among species in their response to climatic variability?
3) How is the risk and extent of extinction affected by whether predators are generalists or specialists, i.e. how feeding effort is allocated among their prey?

2.5 Aims of Paper V

In Paper V, as in Paper IV, we expose food webs to high environmental variation. Here, we investigate a suggested rescue mechanism: the rewiring of consumers to novel prey after the loss of their original prey species. More specifically, we wish to know:

1) How does extinction risk depend on the proportion of consumers able to rewire?
2) How does extinction risk depend on the functional response of rewiring consumers?
3) How does extinction risk depend on the efficiency of consumers following rewiring to novel prey?
3. Approaches and Methods

For this research, I have simplified ecological communities by modeling them as competition communities and/or food webs. In the following sections I will present the approaches taken for modeling community structure, dynamics and perturbations and for measuring the extinction response. Although these model communities are simple, as compared to real ecosystems, they still include substantial complexity. In the final section, I will therefore sketch out which direct and indirect interaction effects these models can potentially capture and, by extension, what direct and indirect effects of perturbation can occur.

3.1 Community interaction structure

In all papers, except Paper III, the ecological community is modeled as a local food web. Three food web-generating algorithms were used, in addition to empirical food web structures (Fig 2.).

3.1.1 Niche model food webs

The food webs in Papers I & II were generated using the niche model algorithm (Williams and Martinez 2000). This algorithm is considered to generate realistic food web structures (Williams and Martinez 2000, 2008) and is widely used in theoretical food web research. The niche model creates an interaction network structure with a pre-specified species richness, $S$, and connectance, $C$. The connectance is the connection probability of species pairs in the web; here $C = L / S^2$, where $L$ is the total number of links (interactions) in the network. Our niche model webs have 10-60 species, and a connectance of 0.05-0.30. The connectance range is within observed connectance values in natural food webs (Dunne et al. 2002b, Digel et al. 2011).

![Figure 2](image)

**Figure 2** | Examples of food web topology: (A) generated by the probabilistic niche model [$S=24$, $C=0.16$], (B) a pyramidal model web [$S=24$, $C=0.14$] and (C) an empirical web, Montane Forest [$S=28$, $C=0.06$, see Paper V]. Black circles are basal species, dark grey are intermediate species, and light grey are top species.
Species can be primary producers, herbivores, omnivores or carnivores, and there is no constraint on the number of trophic levels. Measures of the structure of these interaction networks were used in the analysis of Paper II. These are presented in Table 1, together with the dynamical and allometrical properties of these webs, which are explained in section 3.2. Observe that the structural measures are based on the trophic links only (not competition, see section 3.2) as these are the only links created by the niche model (or any of the other food web algorithms presented here).

3.1.2 Probabilistic niche model food webs

In Paper V an extension of the niche model was used: the probabilistic niche model (PNM) algorithm (Williams et al. 2010). In the original niche model, a species is constrained to feed on other species that are within a contiguous interval along a one-dimensional trophic niche space. The PNM relaxes this strict assumption, allowing for realistic diet gaps (Williams and Martinez 2008). The food webs contain 12-24 species, with connectance of 0.02-0.37. Again, species can be primary producers, herbivores, omnivores or carnivores, and the number of trophic levels is not constrained.

3.1.3 Pyramidal model food webs

In Papers IV & V a simple algorithm generating pyramidal food webs of 6-24 species was used (Kaneryd et al. 2012). In Paper IV connectance is set to 0.14, and in Paper V it ranges from 0.05-30. The pyramidal algorithm is not mechanistic as the niche models, but rather phenomenological. However, as most current food web algorithms underestimate the proportion of herbivores (Williams and Martinez 2008), the pyramidal model may still be more realistic than the niche models with regard to food web geometry, i.e. the proportion of species with different trophic roles (1\textsuperscript{1} producers, 1\textsuperscript{1} and 2\textsuperscript{1} consumers). Species in these food webs can be either primary producers, primary consumers (herbivores) or secondary consumers (omni- or carnivores), and the ratio of species with each trophic role is 3:2:1.

3.1.4 Natural food webs

In addition to the model food webs, Paper V also includes a set of four empirical food web structures. These include a lotic (running fresh-water) system, Broadstone Stream (Woodward et al. 2010), a marine coastal system, Kelp bed, and a terrestrial forest system, Montane Forest (Cohen et al. 2011), and a plant container fresh-water system, Phytotelmata (Kitching 2009). In these webs, (trophic) species richness is 17-28 and connectance 0.06-0.17. Competition was implemented as in the PNM webs.

| Community properties in the niche model webs (see Paper II). | Boxes show the interquartile range and whiskers extend up to 1.5 times the interquartile range from the box. Numbers on the sides of the box plots indicate the minimum and maximum value plotted. |

Table 1 (on the following spread)
<table>
<thead>
<tr>
<th>Food web properties:</th>
<th>Description:</th>
<th>Ranges:</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Topological</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Species richness (S)</td>
<td>Number of species in the food web.</td>
<td>S 11[----------------]59</td>
</tr>
<tr>
<td>Connectance (C)</td>
<td>Probability of 2 species interacting. Defined as L/S², where L is the total number of links in the web.</td>
<td>C 0.04[--------]0.3</td>
</tr>
<tr>
<td>Link density (LD)</td>
<td>Defined as L/S. Note that mean degree = 2*LD. Degree is the number of interactions a species has.</td>
<td>LD 0.9[----------]11</td>
</tr>
<tr>
<td>Slope of the degree distribution (sDD)</td>
<td>The frequency distribution of cumulative species degree; γ is the proportion of species that have a degree of x or higher. A shallow slope indicates an even distribution of links between species.</td>
<td>sDD -0.3[--------]0.05</td>
</tr>
<tr>
<td>Assortativity/Degree correlation (DC)</td>
<td>The correlation of degree (nr of links) of interacting species. Positive value means species with similar degree interact, negative value means species with dissimilar degree interact.</td>
<td>DC -0.3[--------]0.3</td>
</tr>
<tr>
<td>Modularity (MOD)</td>
<td>Occurrence of interaction sub-groups in the food web. Here measured as relative modularity, i.e. [the modularity of the food web]/[the modularity expected given S and C].</td>
<td>MOD -0.2[--------]0.7</td>
</tr>
<tr>
<td>Apparent competitor (MAC)</td>
<td>Proportion of the 3-species motif apparent competition (2 species sharing a consumer).</td>
<td>MAC 0.2[--------]0.5</td>
</tr>
<tr>
<td>Exploitative competition (MEC)</td>
<td>Proportion of the 3-species motif exploitative competition (2 species sharing a resource).</td>
<td>MEC 0.07[--------]0.3</td>
</tr>
<tr>
<td>Tri-trophic chain (MTC)</td>
<td>Proportion of the 3-species motif tri-trophic food chain.</td>
<td>MTC 0.09[--------]0.4</td>
</tr>
<tr>
<td>Intra-guild predation (MIGP)</td>
<td>Proportion of the 3-species motif intra-guild predation (a predator-prey pair sharing a resource). All motif proportions are proportions of the total number of the 4 3-species motifs.</td>
<td>MIGP 0[--------]0.4</td>
</tr>
<tr>
<td>Maximum similarity (MS)</td>
<td>Mean over all species’ maximum value of trophic similarity. Trophic similarity of a species pair is the similarity of 2 species’ predator and prey sets, as measured by the Jaccard similarity index.</td>
<td>MS 0.7[--------]1.6</td>
</tr>
<tr>
<td>Trophic height (TH)</td>
<td>The maximum value of trophic height in the food web.</td>
<td>TH 2.8[--------]7.3</td>
</tr>
<tr>
<td>Basal species (pB)</td>
<td>Proportion of species at the base of the food web (primary producers).</td>
<td>pB 0.02[--------]0.4</td>
</tr>
</tbody>
</table>
Herbivores (pH) Proportion of species that are strict herbivores (feeding only on the basal species).
Carnivores (pC) Proportion of species that are strict carnivores (not feeding on basal species).
Omnivores (pO) Proportion of omnivores (i.e. species that feed on basal species as well as on consumers).

**Allometrical**
- **Trophic level - Body mass (sTH, iTH)** Slope (sTH) and intercept (iTH) of the relationship between trophic height and body mass.
- **Body mass - Generality (sG, iG)** Slope (sTH) and intercept (iTH) of the relationship between body mass and generality.
- **Body mass - Vulnerability (sV, iV)** Slope (sTH) and intercept (iTH) of the relationship between body mass and vulnerability.
- **Body mass - Abundance (sA, iA)** Slope (sTH) and intercept (iTH) of the relationship between body mass and abundance.

**Dynamical**
- **Functional response (FR)** Shape of predator response to prey abundance, from hyperbolic type II (FR=2) to sigmoid, “weak” type III (2<FR<3).
- **Interference (INT)** Strength of intra-specific predator interference.
- **Median interaction strength (mdIS)** Median of the population level interaction strengths of all trophic interactions.
- **SD of interaction strengths (sdIS)** Standard deviation of the population level interaction strengths of all trophic interactions.
- **CV of interaction strengths (cvIS)** Coefficient of variation of the population level interaction strengths of all trophic interactions.
- **Kurtosis of interaction strengths (kIS)** Kurtosis of the population level interaction strengths of all trophic interactions.
- **Trophic diversity (TD)** A measure of how trophically dissimilar species in a food web are. Dissimilarity of 2 species is based on prey and predator interactions and the strength of these interactions.
3.1.5 Competition communities

In the competition communities of Paper III all 8 primary producer species compete with all other, in a weakly asymmetrical manner. As the model used in this study was explicit with regard to space, there were several local communities. The number of species actually present at each locality before perturbation was determined by the eco-evolutionary processes and ranged from 1 to 8.

3.2 Temporal community dynamics

3.2.1 Rosenzweig-McArthur model

Two different models of multi-species temporal population dynamics were used. The Rosenzweig-McArthur model is an extension of the classic Lotka-Volterra predator-prey model (Rosenzweig and MacArthur 1963). It is used in Papers IV & V and takes the following form for primary producers:

\[
\frac{dN_i}{dt} = N_i \left( b_i - \sum_j a_{ij} N_j \right) - N_i q \sum_j \frac{h_{ij} a_{ij} N_j}{1 + T \sum_k h_{kj} a_{kj} N_k^q} \quad (1)
\]

and the following form for consumers:

\[
\frac{dN_i}{dt} = N_i \left( -b_i - a_{in} N_i + \sum_j e \frac{h_{ij} a_{ij} N_j^q}{1 + T \sum_k h_{kj} a_{kj} N_k^q} \right) - N_i q \sum_j \frac{h_{ij} a_{ij} N_j^q}{1 + T \sum_k h_{kj} a_{kj} N_k^q} \quad (2)
\]

The equation describes the rate of change in abundance (population density, \(N\)) of species \(i\) as a function of an intrinsic demographic rate, \(b_i\), and the intra- and interspecific interactions. \(b_i\) is a growth rate for primary producers and a mortality rate for consumers. Both producers and consumers are limited by intra-specific competition, \(a_{in}\), and primary producers also have inter-specific competition, \(a_{ij}\).

The trophic interaction depends on the predator’s preference, \(h\), for its prey, the attack rate, \(\alpha\), handling time, \(T\), the capture coefficient, \(q\), and in the case of the predator it further depends on the conversion efficiency, \(e\). All the preference terms, \(h_{ij}\), for a certain predator \(i\), must sum to 1, as they can be seen as how large a share of the total feeding effort the predator spends on a certain prey, \(j\). The conversion efficiency, \(e\), describes how large a share of the prey biomass that is converted into predator biomass; the rest is lost to metabolism and excretion. The attack rate, \(\alpha\), the capture exponent (also known as the Hill exponent), \(q\), and handling time, \(T\), determine the shape of the functional response, i.e. how a predator individual’s efficiency changes.
with prey abundance (Holling 1959) (Fig. 3). In Paper IV a Type II functional response is used; in Paper V both a Type II and a Type III response is used.

In the parameterization of this model, we assume a trend of increasing average species body mass with increasing trophic position, as often seen natural systems (Riede et al. 2011b). This assumption is expressed in decreasing absolute values of species growth or mortality rate, $b_n$, with increasing trophic level: $|b_{\text{primary producers}}| > |b_{\text{primary consumers}}| > |b_{\text{secondary consumers}}|$. Parameter values are chosen as to be ecologically reasonable and to give good model behaviour with regard to the population dynamics.

**Figure 3** | The functional response of a predator to the abundance of a single prey, for Hollings type II (black line), for Hollings type III (dashed line), and for a response curve intermediate between type II and III (dotted line). Note how the type III response yields a lower *per capita* (or *per biomass unit*) predation pressure at the lowest prey abundances (density or biomass), but a higher predation pressure at higher prey abundances. At even higher prey abundances, the type II & III curves will saturate at the same level. (A) Functional response as modelled in Paper IV & V [section 3.2.1]. Parameters are $h=1$, $\alpha=1.5$ and $T=0.2$. (B) Functional response as modelled in Paper I & II [section 3.2.2]. Parameters are $h=1$, $B_0=0.5$, $a=0.1$ and $B_1=1$. The legend in (A) applies also for (B), but note the difference in scale between the two y-axes.
3.2.2 Allometric trophic network model

In Paper I & II the Allometric Trophic Network model (ATN) is used (Brose et al. 2006, Binzer et al. 2011). It is an extension of the model of Yodzis & Innes (Yodzis and Innes 1992), and it takes the following form for primary producers:

$$\frac{dB_i}{dt} = B_i r_i \left(1 - \frac{B_i}{K_i}\right) - \sum_j x_j y_j B_j F_{ji} e_{ji}$$ (3)

and the following form for consumers:

$$\frac{dB_i}{dt} = -x_i B_i + \sum_k x_i y_i B_i F_{ik} - \sum_j x_j y_j B_j F_{ji} e_{ji}$$ (4)

Again, the equation describes the rate of change in abundance (biomass, $B_i$) of species $i$ as a function of an intrinsic demographic rate and the intra- and interspecific interactions. Producers have a growth rate $r_i$ and consumers have a mortality (metabolic rate) $x_i$. Producer growth is limited by a species-specific carrying capacity, $K_i$. All basal species have the same $K_i$ value, namely $K_{sys}/(nr of basal species)$, and $K_{sys}$ is the same for all systems no matter their total or basal species richness. Thus, in a static way (independent of species abundances), there is also inter-specific competition between basal species. But there are important differences between the ATN and the other models with regard to the basal inter-specific competition. Firstly, competitive exclusion, for example following the loss of top-down control, is not possible since the competition is symmetrical and static. Secondly, since the $K_i$ values are not updated in the case of a basal species extinction, the interspecific competition can not result in any compensatory responses on the basal level. Thus, we assume that historically strong competition has resulted in niche partitioning and the current “active” inter-specific competition is weak, i.e. the community is structured by “the ghost of competition past”. Consumers also have self-limitation in the form of intra-specific predator interference competition, which is implemented in the functional response (see below).

The trophic interaction depends on the predator’s metabolic rate, $x$, and maximum consumption rate, $y$, the functional response, $F$, and in the case of the predator it further depends on the conversion efficiency, $e$. The functional response is described by:

$$F_{ji} = \frac{h_j B_i^q}{B_i^q + aB_j + \sum_k h_j B_k^q}$$ (5)
Where $h$ is the preference (feeding effort) of predator $j$ on prey $i$, $B_0$ is the half-saturation density, $a$ is the intra-specific interference competition, and $q$ is the capture coefficient (Fig. 3).

In this model, body mass is explicitly modelled and, just as in the previous model, increases with species’ trophic position. The allometric community properties, used in the analysis of Paper II, are functions of these body masses (Fig. 4). Some of the model parameters are also functions of species body mass, namely the growth rate, $r$, the metabolic rate, $x$, and the maximum consumption rate, $y$. The other parameters are given values that are ecologically reasonable and create good model behaviour.

Figure 4 | Allometric relationships for a model food web. (A) The relationship between species’ trophic level and body mass. Species’ trophic level is a result of the food web structure (here generated by the niche model). Each species is assigned a body mass, according to a linear function of trophic level. However, some variability around this function is incorporated. Thus, the fit between species’ trophic level and body mass is not perfect. Slope = 1.6, intercept = -1.8. (B) The relationship between species’ abundance (prior to perturbation) and body mass. Slope = -0.8, intercept = -0.4. (C) The relationship between species’ generality (number of prey) and body mass. Slope = 1.7, intercept = 0.6. (D) The relationship between species’ vulnerability (number of predators) and body mass. Slope = -0.7, intercept = 8.5. See Table 1 for the distribution of these slope and intercept values for all the niche model webs used in Paper I & II.
3.3 Spatio-temporal community dynamics

The most complex model is found in Paper III, and it includes ecological as well as evolutionary temporal and spatial population dynamics (Norberg et al. 2012). This model is based on standard equations of quantitative genetics (Kirkpatrick and Barton 1997, Case and Taper 2000) and describes the rate of change in the abundance (population density, \( N_i \)) and the evolving trait (temperature optimum, \( \bar{Z}_i \)) of the population of species \( i \) at spatial location \( x \) and time \( t \):

\[
\frac{\partial N_i}{\partial t} = g_i N_i + \frac{p_i V_i}{2} \frac{\partial^2 g_i}{\partial \bar{Z}_i^2} N_i + D_i \frac{\partial^2 N_i}{\partial x^2}
\]

(6a)

\[
\frac{\partial \bar{Z}_i}{\partial t} = p_i V_i \frac{\partial g_i}{\partial \bar{Z}_i} + D_i \left( \frac{\partial^2 \bar{Z}_i}{\partial x^2} + 2 \frac{\partial \log N_i}{\partial x} \frac{\partial \bar{Z}_i}{\partial x} \right)
\]

(6b)

The change in abundance depends on local population dynamics, genetic load and dispersal, while the change in the evolving temperature optimum depends on directional selection and gene flow. Local population dynamics are described by the fitness function \( g \), which takes the form of Lotka-Volterra competition dynamics:

\[
g_i(x,t) = r_i - \sum_{j=1}^{s} a_{ij} N_j
\]

(7)

where \( r_i \) is a temperature dependent growth rate, and \( a_{ij} \) describes the strength of intra- and interspecific competition. Genetic load corrects for the assumption made for the population’s growth rate, \( r_i \), that all individuals in the population has the mean genotype \( \bar{Z}_i \). At very low abundances this genetic variation, described by the term \( V_i \), tends to decrease. This is corrected for by \( p_i \), which is a function of \( N_i \). Dispersal depends on the intrinsic dispersal rate \( D_i \) and the abundances of neighboring populations. Directional selection depends on the genetic variance, \( V_i \), again adjusted by \( p_i \), and on the difference between the local temperature and the population temperature optimum. Gene flow is the genetic aspect of dispersal and depends on the trait values and relative abundances of neighboring populations.

The species in this model are assumed to be herbaceous primary producers, with a body mass of around 1 g (dry-weight) (McCoy and Gillooly 2008). Species growth rates are here body mass dependent (in addition to their temperature dependence) (Niklas and Enquist 2001). Other parameter values are chosen as to be ecologically reasonable and to produce good model behaviour.
3.4 Direct and indirect interactions in the models

In the introduction, several direct and indirect types of species interactions were mentioned. These are present in natural communities, but they are not all present in the models used here. Firstly, the only direct interactions present in the model are predator-prey interactions (including herbivory) and/or competition. Direct mutualism, facilitation, commensalism, amensalism and parasitism are not included. Of the indirect interactions, only the “interaction chain” type (sensu Wootton 1994) are included. Interaction modification (also called trait-mediated indirect interactions) is not included, nor is the environment-mediated effects of ecosystem engineers and foundation species.

Despite this simplification in the description of natural communities, dynamical food web models can still boast a substantial range of potential indirect effects (Fig. 5). Two species using the same resource will indirectly interact through exploitative competition, as they both depress the abundance of the resource (Fig. 5A) (Wootton 1994). On the other hand, two weakly competing species may benefit each other if they both compete more strongly with a third species, which in turn competes strongly with them (Fig. 5C) (Case 1999, Pianka 1999). This indirect (competitive) mutualism is evidenced by secondary extinctions occurring in competitive communities consisting of a single trophic level (Fowler 2010). Furthermore, the competition between two resource species can make their consumers benefit each other. If one consumer depresses the abundance of its resource, the negative impact of competition on the other resource decreases, which in turn benefits its consumer (Fig. 5F) (Davidson et al. 1984, Vandermeer et al. 1985).

Another situation is when two resources share a common predator. As they both affect the consumer’s abundance positively, the resource species indirectly affect each other negatively, so called apparent competition (Fig. 5B) (Holt 1977). But there are cases when shared predation actually can be positive for a resource, for example when the predator has a prey switching behavior, such that the predator feed disproportionately on the more abundant or preferred prey (Miller et al. 2006, Valdovinos et al. 2010). In such cases, the rare or less preferred prey is benefited by the presence of the alternative prey, as a disproportionate amount of the predation pressure is averted (Fig. 5D).

The models also capture classic trophic cascades. In a tri-trophic food chain, the top-predator and the basal species are involved in food-chain mutualism. The basal species has a positive effect on the herbivore, i.e. the top-predator’s prey, and the top-predator has a negative effect on the herbivore, i.e. the basal species’ consumer (Fig. 5G). However, if the food chain has four instead of three species, the positive influence of the top-predator will now fall on the herbivore, by reducing the abundance of the
intermediate predator. The relation between basal species and top-predator is now asymmetrical as the basal species still exerts a positive indirect effect on the top-predator, which in turn has a negative indirect effect on the basal species (Fig. 5G). The importance of these trophic cascades is evidenced by the effects of top-predator loss. It has been documented in several cases, how the released intermediate consumers, whether they are herbivores or carnivores, drive down the abundances of their resources, sometimes to extinction (Elmhagen and Rushton 2007, Casini et al. 2008, Prugh et al. 2009, Elmhagen et al. 2010, Estes et al. 2011, Ripple et al. 2014). Furthermore, trophic cascades are per definition vertical, but through intra-guild competition, their effect can continue in the horizontal direction (Fig. 5E). Top-down control of a species, will benefit its competitors, and if the species is a strong competitor the loss of top-down control can result in competitive exclusions (Paine 1966, Chase et al. 2002, van Veen et al. 2005, Brose 2008). In this way, predation can be positive for co-existence, but of course, predation may also have the opposite effect: “predation is often expected to make co-existence more difficult by virtue of making existence more difficult” (Chase et al. 2002).

The examples of indirect interactions presented here have quite short pathways, but they can of course be longer (see Sanders et al. 2013 for an empirical example). From a mathematical point of view, the sign of an indirect interaction (of the interaction chain type) between two species, is simply the product of the direct interactions along a pathway (in which no species occur more than once) between them (Case 1999, Pianka 1999). When negative direct interactions are concerned, the indirect effect of species A on species B will be positive if the number of links in the chain between them is even, while it will be negative if the number of links is odd. In contrast, direct positive interactions along the path of an indirect interaction do not change the sign of the indirect interaction. However, determining the sign of the indirect effect of one species on another becomes more complicated if the species have more than one possible path between them (Fig. 5H). If there are multiple indirect interaction chains between two
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species, and if these chains are of different signs, it cannot be determined whether the net indirect effect is positive or negative, without knowing both sign and strength of the involved direct interactions (Case 1999). The presence of these direct and indirect interactions enables many possible indirect effects of a perturbation. Whether the net effect is negative or positive for a specific species will depend on the sign and magnitude of the direct and indirect interactions the species is involved in, the direction in which the perturbation affects these interactions, and the sign and magnitude of the perturbation’s direct effect on the species directly.

3.5 Perturbations

3.5.1 Primary extinctions

When a perturbation is severe enough it leads to the extinction of a species. This extinction can be seen as a perturbation in itself, as it may trigger further species loss, so called secondary extinctions (Ebenman and Jonsson 2005). There are two main approaches to modeling primary species loss, either single species deletions (Eklöf and Ebenman 2006, Thebault et al. 2007, Fowler 2010) or sequential species deletions (Dunne et al. 2002b, Memmott et al. 2004, Curtsdotter et al. 2011 [Paper I]). In the first case, one species is removed (or deleted) from the community and the response is observed. After that the community may be “restarted” from its pre-deletion condition, and another species is removed. By comparing the magnitude of secondary species loss, following the primary extinction of each species in turn, and relating this magnitude to traits of the species primarily lost, conclusions may be drawn concerning the importance of certain species (traits) (Borrvall et al. 2000, Eklöf and Ebenman 2006). Here, a species is considered more important, the more secondary species loss that follow in its wake.

In the second approach, species are ranked by trait value (the trait can be body mass, trophic position, number of links etc) and the highest (or lowest) ranked species is removed. The response is recorded, the ranking is updated (as the primary and/or secondary extinctions may have changes species’ trait values) and the species that now has the highest (or lowest) rank is removed, without the community being “rebooted” between removals. These sequences can either be defined with a specific perturbation in mind, ranking species according to their sensitivity to this perturbation (Srinivasan et al. 2007, de Visser et al. 2011), or they can be defined according to a general species trait (Solé and Montoya 2001, Curtsdotter et al. 2011 [Paper I]). By comparing the magnitude (and timing) of secondary extinction resulting from different deletion sequences, conclusions can be drawn as to how sensitive communities are to certain types of disturbances or about the relative importance of species (traits). In both approaches, comparisons of the magnitude of secondary species loss in different food webs (or other ecological communities) can be made. By relating this magnitude to
Properties of the community, conclusions can instead be drawn concerning what makes a community prone to lose species in secondary extinction cascades (Dunne et al. 2002a, Thebault et al. 2007, Riede et al. 2011a).

Species removal analyses can be performed both in topological and dynamical settings. In the topological approach, there are no population dynamics, only a network structure depicting which species interact with each other. In most cases, these network depictions are binary, i.e. there are no interaction strengths, and by definition secondary extinction occurs when a consumer has lost all of its prey species or a mutualist all of its partners etc. (Dunne et al. 2002a, Memmott et al. 2004). In the dynamic approach, interactions are weighted by interaction strengths and populations grow and decline over time. In this case, secondary extinction occurs when populations decline to zero or, for example to implicitly include demographic stochasticity, an extinction threshold above zero (Eklöf and Ebenman 2006, Thebault et al. 2007, Berg 2013). In contrast to the topological approach, in the dynamical setting top-down (in addition to bottom-up) secondary extinction cascades could potentially occur (Curtsdotter et al. 2011 [Paper I]).

In Papers I & II we modeled perturbation as sequential deletions, using species body mass, degree (number of trophic interactions), generality (number of species preyed upon) and vulnerability (number of predators being preyed upon by) as sequence-defining traits. In Paper I the focus was on the species traits, and both the topological and dynamical approach was used. In Paper II community properties were also included in the analysis, but only data from the dynamical approach.

3.5.2 Climate change – increased mean annual temperature

In Paper III the perturbation was explicitly modeled as climate change. There are many different aspects of climate change, and its nature also varies between regions and over different spatial scales (IPCC 2013, Garcia et al. 2014). Here, we chose to focus on a general, large-scale pattern, namely the increase in global annual mean temperature. The magnitude of this increase is predicted, and observed, to be greater at higher latitudes in the northern hemisphere than at lower latitudes (IPCC 2013). For this reason, species at high latitudes may be more at risk of extinction because of climate change than species at low latitudes. This should be particularly true for polar species as they are already living in an edge habitat; there is no place colder to go when the polar region heats up.

However, the opposite has also been suggested, as extinction risk under climate change does not only depend on the magnitude of change but also on species vulnerability (Huey et al. 2009). Generally, species at low latitudes have narrower temperature tolerance curves, than species at high latitudes (Deutsch et al. 2008, Sunday et al. 2011).
Most likely, this is because of lower temperature variability at low latitudes than at high latitudes with their strongly seasonal environments. Furthermore, temperature tolerance curves tend to be skewed, with tolerances decreasing faster with a positive deviation from the temperature optimum than with a negative deviation (Martin and Huey 2008). Again, most likely because of the large environmental variation, high latitude species tend to live in habitat with mean temperatures quite far below the species' temperature optimum; species must be able to cope with temperatures high above the habitat mean temperature (Deutsch et al. 2008). On the other hand, in more stable environments species can survive in habitats with temperatures close to the species’ optimum temperature (Deutsch et al. 2008); there is little risk that temperatures will ever become critically high, crossing the species upper tolerance limit. Thus, both the relative position of experienced to optimum temperatures and the width of the tolerance curve, points to tropical species being at higher risk of extinction under climate change than boreal or polar species.

In Paper III we incorporate the latitudinal trends with regard to increasing mean temperatures as well as to the observed patterns of species’ temperature tolerance curves. We record the relative change in both global and regional species richness as the temperature increases.

3.5.3 Climate change – increased environmental variation

Not only mean values of climatic variables, but also variability, may change as the global temperature rises (IPCC 2013). Extreme weather events, both with regard to temperature, precipitation and wind conditions are predicted to increase in frequency and severity (Easterling 2000, Mann and Emanuel 2006). Climatic patterns may change in more subtle ways as well, for example shifting timing of precipitation (Suttle et al. 2007) or changing temporal auto-correlation (Wigley et al. 1998, Pounds et al. 1999, Pol et al. 2011).

Environmental variability can increase species extinction risk, by causing large fluctuations in abundance (Lande 1993, Ripa and Lundberg 1996, 2000, Lögdberg and Wennegren 2012). This is especially dangerous if species abundances are low; the smaller the population the smaller fluctuation it takes to drive the species over the zero line (Kaneryd et al. 2012 [Paper IV]). Furthermore, taking demographic stochasticity and Allee effects into account means the actual fluctuation size needed to cause extinction is even smaller (Adler and Drake 2008). Another negative aspect of environmental variation is that it may cause a decrease in long-term growth rates; this is true even if positive deviations, resulting in higher than average per capita growth rates, are as common as negative deviations, resulting in lower than average per capita growth rates (Lande 1993). The key to this seeming conundrum lies in the fact that population growth rate does not only depend on the per capita growth rate but also on
number of individuals, i.e. population size. And apparently, population declines are faster than population recovery (Lande 1993). However, environmental variation has also been suggested as a co-existence mechanism, especially if species show high response diversity (Chesson and Huntly 1997). In this case, conditions favoring one species disfavor another, and vice versa.

In Papers IV & V, we model the perturbation as high short-term variability affecting species growth/mortality rates and study what it may mean for species extinction risk. Positive and negative deviations are equally likely, and there is no auto-correlation (i.e. the noise color is white). To allow for the potentially stabilizing mechanism of response diversity, we investigate scenarios with low (as well as high) correlation among species with regard to their response to the variability.

### 3.6 Measures of the extinction response

As mentioned in the introduction, stability can be measured in a vast number of ways. In this thesis I have used measures of robustness and resistance to species loss and I have calculated the risk of extinction and the relative change in species richness following a perturbation. Here, these measures are presented and discussed.

#### 3.6.1 Quantifying secondary extinction cascades

In Paper I, we used the robustness measure $R_{50}$, which is specifically suited for measuring robustness in sequential deletion studies (Dunne et al. 2002a). It is defined as the fraction of $S$ (the initial species richness) that has to be removed (i.e. be lost in primary extinctions) in order to result in a total species loss (primary + secondary extinctions) of 50% (see Fig. 6A). Minimum robustness is $1/S$, in which case a single primary extinction results in the loss of $\geq$50% of the initial species richness. Maximum robustness is 0.5, in which case no secondary extinctions occurred. The choice of a 50% threshold is quite arbitrary, and the conclusions regarding the relative importance of species traits for food web robustness could potentially depend on the chosen threshold. However, in those cases where several threshold values have been investigated the conclusions based on $R_{50}$ seem to be quite robust, at least for thresholds of 10-60% (Srinivasan et al. 2007, de Visser et al. 2011, Berg 2013).

The $R_{50}$ measure has been the response variable of choice in sequential deletion studies ever since Jennifer Dunne’s influential paper in 2002 (Dunne et al. 2002a, 2004, Srinivasan et al. 2007, Coll et al. 2008, Dunne and Williams 2009, de Visser et al. 2011). Others have chosen the same approach, but with a different threshold level (Staniczenko et al. 2010, Thierry et al. 2011). But no matter the threshold, this method has the weakness that it is essentially a “snapshot” in time. For example, two food webs could have similar $R_{50}$ values, but in one the majority of the secondary extinction
happened earlier than in the other, and should be considered more sensitive. Such aspects of timing, this method cannot capture.

The measure of extinction area (EA), suggested by Allesina and Pascual (2009), is better in capturing the aspect of timing in secondary extinction cascades. It is the area under the curve, when plotting number of primary extinctions vs accumulative total species loss (see Fig. 6B). Therefore, it captures the entire sequential deletion process and it captures the timing of secondary species loss. In contrast to R50, extinction area is a measure of resistance rather than robustness. Minimum resistance is EA = 1, in which case complete system collapse followed a single primary extinction. Maximum resistance is when EA = (S+1)/2S, which tends to 0.5 for large values of initial species richness. Maximum resistance means no secondary extinctions occurred. In Paper II, in which we used extinction area to calculate resistance to species loss, we transformed the EA values in order to get a resistance measure with a more straightforward interpretation: 0 and 1 for minimum and maximum resistance, respectively.

**Figure 6** Example of the response measures R50 (A) and Extinction area (B) for the same data. In both graphs the number of primary extinctions is on the x-axis. For R50, the y-axis shows the cumulative number of secondary extinctions. For Extinction area (EA), the y-axis shows the cumulative number of total (primary + secondary) extinctions. The R50 is the number of primary extinctions that the community can suffer before 50% of initial species richness is lost (the point where the curve intersects with the dotted line; the dashed line indicates 100% species loss). The EA is the discretized area under the curve in (B), i.e. the area of the grey bars. All species are lost at primary extinction number 7; in the case of EA the curve must be extended to the final species richness (here 10).
3.6.2 Quantifying total species loss

A simple and straightforward measure of species loss is extinction risk (Kaneryd et al. 2012 [Paper IV]). Here, this is calculated as the proportion of the initial species richness that is lost in extinction during a simulation (i.e. a certain period of time). This measure, used in Papers IV and V, does not discriminate between primary and secondary extinctions. But by comparing the time to extinction for different trophic levels, we can make some inference as to the mechanisms behind extinctions and hence to their primary or secondary “nature”.

In local communities with no species invasions or evolution of new species, the change in species richness can only be negative, and the extinction risk is a suitable measure. But when the study system contains several local communities and community composition differs between these communities, the change in local species richness following a perturbation could either increase or decrease (Norberg et al. 2012). This is the case in Paper III, and we therefore use a relative measure of species richness after perturbation: zero means there is no change in species richness, negative values mean species richness decreased following the perturbation, and positive values mean species richness increased. As simple and easy to interpret as this measure seems, there is one thing to bear in mind: the species richness after perturbation is for most local communities the sum of extinction of locally native species and the immigration of locally non-native species. Thus, a local extinction can be “hidden” by a numerically compensating invasion. A zero change in species richness can therefore mean anything from the survival of all locally native species to the complete loss of native richness, fully replaced by non-native immigrants.
4. Main results and implications

Overall, the research results underscore the importance of including population dynamics and biotic interactions when studying the effects of perturbation on biodiversity. Many of the results are complex, hard to foresee or even counter-intuitive, arising from the indirect effects of the perturbation being translated through the living web of species interactions.

4.1 Paper I

To a certain extent, this study corroborates previous findings of the importance of species at low trophic levels and with many interactions (Dunne et al. 2002a, Srinivasan et al. 2007, Staniczenko et al. 2010, de Visser et al. 2011). However, these previous studies were topological (not including population dynamics), and our comparison between topological and dynamical approaches reveals some important issues. Firstly, a topological approach will underestimate the magnitude of secondary species loss in general, and for top-down sequences in particular. Importantly, in the dynamical approach we find that the extinction of top-predators causes secondary extinction cascades on par with the extinction of low-level consumers. Secondly, we find that the topological approach largely underestimates the variation in robustness within removal sequences, i.e. between food web variation. All in all, the results points to the importance of including population dynamics when studying extinction responses to perturbation. We must also conclude that food web robustness to species loss cannot be well predicted solely by the traits of the species involved in the primary extinctions.

4.2 Paper II

Even though species traits alone were shown not to be good predictors of the extent of secondary extinctions, the combination of species traits and community properties is. It seems that depending on the traits of the species lost in the primary extinction, different secondary extinction cascades are triggered. To a large extent, the direction of this extinction cascade will determine which community properties are important for resistance. In bottom-up extinction cascades, food web structure governs resistance to species loss; in top-down cascades it is instead dynamical properties that play an important role. This species-community interaction has a critical implication for the identification communities prone to secondary species loss. Different anthropogenic perturbations are likely to put different types of species at risk; for example, larger-bodied animals run greater risk of overexploitation (Isaac and Cowlishaw 2004, Cardillo et al. 2005), while weak competitors among the primary producers indirectly suffer from eutrophication (Bobbink et al. 2010). Thus, the property defining a sensitive community can be dependent on the type of disturbance it is subjected to.
4.3 Paper III

The magnitude of species loss from competition communities, in response to an increase in annual mean temperature, increases with the strength of interspecific competition. In effect, strong competition creates impenetrable local communities, resulting in dispersal barriers in the landscape. Unless dispersal is very high, so that barriers can be overcome, or local adaptation is very fast, so that species have no need to emigrate, catastrophic biodiversity losses of >90% of initial species richness occur. By extension, this also highlights the potentially devastating effects of both natural dispersal barriers (e.g. mountain ranges, deserts, large water bodies) and anthropogenic ones (e.g. degraded and fragmented habitat through human land use). Furthermore, interspecific competition modulates the effect of adaptation and dispersal, giving rise to a range of different relationships between these variables and global species richness. Overall, it is clear that there is a three-way interaction between dispersal, adaptation and competition affecting the biodiversity outcome of climate change, sometimes in counter-intuitive ways. This response complexity is rather discouraging, as general predictions will be very hard to make.

4.4 Paper IV

Under high environmental variability, high species richness increases extinction risk, especially when the response to climatic variability is weakly correlated among species. The environmental variability drives primary producers to extinction, triggering bottom-up extinction cascades that are most extensive in food webs with specialist consumers. Thus, our study suggests that biodiversity hotspots, such as many tropical rain forests and coral reefs, are also the ones that may experience most extinctions if climatic variability increases under climate change. These results also provide a perspective on the hypothesis that environmental variability confers co-existence (Chesson 1986). This hypothesis hinges on an assumption of non-linearity, such that species have a competitive advantage when rare (Chesson and Huntly 1997, Gravel et al. 2011). However, there should be many instances when the “advantage when rare”-assumption is not fulfilled (Adler and Drake 2008). We show that in such case, not only does environmental variability fail to promote co-existence; on the contrary, it increases the risk of competitive exclusion.
4.5 Paper V

In Paper IV, the most severe effect of environmental variability on consumers was indirect, namely the loss of prey through perturbation-triggered extinctions of primary producers. Hence, if consumers are flexible, i.e. able to rewire to novel prey species if all of the consumer’s original prey have gone extinct, their survival chances should increase and food web resistance with it. However, here we show that extinction risk increases with an increasing fraction of flexible consumers, especially when consumers have a Type II (hyperbolic) functional response. Only when almost all consumer species have a sigmoidal type III functional response does rewiring lead to increased network persistence. When flexible consumers are less efficient in exploiting novel prey than original prey, their effect is less detrimental. In essence, what is beneficial for individual consumers in the short-term may prove fatal to food web persistence in the long-term. Similar patterns have been observed empirically (Springer et al. 2003), and we further argue that the human species is an example of a particularly flexible and efficient consumer, as evidenced by the world’s fisheries (Pauly et al. 1998). Our results imply that as we begin to rewire to fish species at low trophic levels, we risk triggering extensive extinction cascades, eventually causing large changes in the structure and dynamics of marine ecosystems.
5. Discussion

Competition and trophic interactions are two of the most fundamental interactions in nature (Ricklefs 2008). They are ubiquitous and can be important structuring forces in natural communities (Silvertown 2004). Here I will discuss their importance in relation to perturbation, with a focus on and starting point in the results found in the papers of this thesis. Furthermore, I also briefly discuss the potential importance of a few interaction types not included in the thesis, positive interactions such as mutualism and facilitation, and interaction modification or trait-mediated indirect effects.

5.1 Competition

5.1.1 Basal interspecific competition, species richness and extinction risk

Resource and interference competition among primary producers may be of particular importance for how sensitive communities are to certain perturbations. In Paper IV, the high extinction risk in species-rich communities faced with high environmental variation is in fact driven by interspecific competition at the basal level. As the number of species increases, so does the number of basal species. In the model used, all basal species compete with each other and there is no trade-off in per capita competition strength as basal species number increases. As a result, the population size of each basal species decreases as total species richness increases. In a variable environment, low abundance increases the likelihood of the species’ extinction. Thus, faced with the same magnitude of environmental variation, a greater number of basal species are lost from the species-rich than the species-poor communities. As also seen in Paper I, basal species loss is detrimental with secondary extinction cascading upwards through the food web. In conclusion, the strength of interspecific competition may determine at least one aspect of communities’ sensitivity to environmental variability: with stronger competition, sensitivity should increase and the slope of the diversity-stability relationship should become increasingly more negative.

5.1.2 Basal interspecific competition in an eco-evolutionary and spatial context

Inter-specific competition is also found to be of great importance in a spatial context (Paper III). Firstly, competition was a major structuring force prior to climate change, with species distributions being limited more by strong competitive interactions than by low rates of dispersal and evolution. Secondly, the dispersal barriers posed by strong inter-specific competition led to catastrophic levels of species loss, as all species were forced to stay in their original habitat. Could they not evolve fast enough, the populations perished. Even when the rate of evolution was high, and biodiversity loss was more moderate, did strongly competitive communities experience substantially more extinctions than weakly competitive ones. Thirdly, competitive exclusion
contributed to biodiversity loss under climate change, both in strongly and weakly competitive communities (observed through visual inspection of time series; data not shown). In the first case, species cannot co-exist and an established, well-adapted species at high abundance is uninvasible. However, if the rate of local adaptation is too slow, the native species will become mal-adapted as the climatic conditions change. Its growth rate and local abundance decreases, and it becomes susceptible to invasion, and inevitably exclusion. In the second case, all 8 species can, and sometimes do, co-exist at the same locality. However, this co-existence seems to hinge on all species being well-adapted to the locality. A species rendered mal-adapted from climate change, but not so badly as to be driven to extinction by the abiotic perturbation alone, can be pushed over the edge by the arrival of a better adapted invading species. These results highlight a potential dilemma; if species cannot track suitable climate through dispersal, for example because native communities are closed to invasion, we should expect substantial biodiversity loss. But on the other hand, if communities are open to invasion, we should expect species loss because of the combined abiotic and biotic pressure on native species. In real communities, we might expect invasibility and native species loss accelerating as the native community crumbles under increasing abiotic and biotic pressure, akin to the hypothesis of invasional meltdown (Simberloff and Holle 1999, Adams et al. 2003, Ackerman et al. 2014).

Lastly, the strength of inter-specific competition modulates the effect that dispersal and adaptation have on the biodiversity outcome of climate change. This happens for at least three reasons: 1) the initial community structure differs between strongly and weakly competitive communities, 2) a process, e.g. dispersal, can be of different importance under climate change in strongly and weakly competitive communities, and 3) competitive interactions determine whether the benefits of dispersal and/or evolution (climate tracking and adaptation) outweighs the risks (competitive exclusion).

5.1.3 Extinction risk and the pattern of interspecific competition strengths

In all 5 papers of this thesis, all primary producers have been assumed to compete with each other. If another assumption is made, as in the competition model of limiting similarity, the outcome could have been different. In the limiting similarity model, each species is assumed to compete only with the two species most similar to itself with regard to resource use. In this case, species abundances do not depend on species richness (Hughes and Roughgarden 2000), and the trend in Paper IV of extinction risk increasing with species richness might not be observed.

Other types of competition relate to the variability among interaction strengths. In Paper I,II & V, basal species have “diffuse” competition, i.e. all species compete symmetrically with each other \((a_{ij} = a_{ji}, \text{ for all } i \text{ and } j)\), while in Papers III & IV competition is “random”, i.e. pair wise interaction strengths are asymmetrical \((a_{ij} \neq a_{ji})\).
[“diffuse” and “random” sensu (Hughes and Roughgarden 2000)]. This asymmetry can have profound effects on community stability. The chance of many species co-existing decreases with increasing variance among competitive interaction strengths, as it does with increasing mean strength (Kokkoris et al. 2002). Thus, a narrower (broader) spectrum of interaction strengths may have decreased (increased) extinction risk stemming from competitive exclusion in the spatially explicit competition communities of Paper III. As exemplified in the previous section, this risk is involved in the risk-benefit balance of dispersal and local adaptation. Hence, this must by extension mean that the pattern of interaction strengths can influence the relationship between global species loss under climate change and the rates of dispersal and evolution.

In a similar vein, (Fowler 2013) found that secondary extinction risk was higher in food webs when basal species competed asymmetrically instead of symmetrically (i.e. diffuse competition). Particularly, there were no secondary extinctions of basal species when competition was symmetrical. In contrast, basal species were quite frequently lost when competition was asymmetrical, especially following the primary extinction of an herbivore or basal species. These results may be related to competitive mutualism and consumer-mediated co-existence. Firstly, competitive mutualism, as defined by (Pianka 1999) does not exist under diffuse competition. Secondly, greater asymmetry (variance) decreases the likelihood of co-existence (Kokkoris et al. 2002), which means that the potential importance of interaction based co-existence mechanisms increases. Self-evidently, the more co-existence hinges on such indirect interactions, the more vulnerable must communities be to species loss.

5.1.4 Consumer’s intraspecific competition and extinction risk

But it is not only competition on the basal level that affects community stability – consumer’s intra-specific competition does too. To my knowledge, most community models in this field assume a relatively strong intra-specific competition at the basal level, but assumptions for consumer levels vary. Here, we show that stronger consumer interference competition increases food web resistance to top predator loss (Paper II) and that strong self-limitation on the consumer level decreases extinction risk in food webs subjected to high environmental variation (Paper IV). Similarly, we found in early simulations for Paper V that strong intra-specific competition of flexible consumers lessened the risk of overexploitation of novel prey following a rewiring (data not shown). These results are in line with previous findings of consumer intra-specific competition increasing resistance to single primary extinctions in food webs (Thebault et al. 2007) and increasing dynamical stability (resilience: Saunders 1978, Sterner et al. 1997; population variability: Rall et al. 2008).

The weaker predation pressure of self-limited consumers leads to weaker top-down control, i.e. more donor controlled systems. In such systems, consumer-mediated co-
existence would be rare, and the loss of top-predators would be unlikely to cause any secondary extinctions. Indeed, this is what Pimm (1984) found, and what the results of Paper II indicate. Again, it seems that co-existence based on indirect species interactions can become an Achilles’ heal when natural communities are perturbed.

Finally, the result in Paper IV deserves a special note, as it is quite contrary to expectation: consumer densities and extinction risk both decrease with stronger self-limitation. But the environmental variability has a relatively small direct effect on the consumers, and thus the smaller population size conferred by strong self-limitation does not increase primary extinction risk. Thus, the observed decrease in extinction risk could be caused by fewer secondary extinctions of consumers. But why this would be the case is hard to elucidate, as producer densities and extinction risk are surprisingly little affected by the strength of consumers’ intra-specific competition. Unless more complicated cascades than pure bottom-up ones are involved, the increased extinction risk for consumers with weaker intra-specific competition is hard to explain. I believe this topic deserves further study.

5.2 Trophic interactions

5.2.1 The functional response

The functional response of predators to the abundance of their prey has a large impact on stability. Holling’s functional response of type II is known to destabilize population dynamics, i.e. cause population fluctuations, while the type III response is stabilizing (Oaten and Murdoch 1975, Williams and Martinez 2004, Brose et al. 2006, Rall et al. 2008). There are functional responses intermediate between type II and III (see Fig. 3), and apparently the destabilizing effect of the pure type II response can be dampened by a quite small sigmoidal tendency of the response curve (Williams and Martinez 2004). In line with the effects on population stability, the type II functional response also decreases persistence (Brose et al. 2006, Rall et al. 2008).

Similarly, we find that the type of functional response has a large impact on the extinction response of perturbed food webs. In Paper II, the functional response is an important predictor of food web resistance to the loss of consumer species, no matter their trophic level. In line with Williams and Martinez (2004), resistance increased and saturated after a small deviation from pure type II to a slightly sigmoidal response curve. As there was no “control” simulation without species removals, it is hard to say whether this is due to “spontaneous” primary extinctions caused by unstable population dynamics or because food webs with type II dynamics actually experience more secondary extinctions following the species removals. However, the greater importance of the functional response following the extinction of top predators,
suggests that at least in this case, a sigmoidal functional response decreases the amount of secondary extinctions.

In addition to dampening dangerous population fluctuations, a sigmoidal functional response also decreases the risk of consumers overexploiting their prey at very low abundances. All else being equal, a type III consumer is more efficient than a type II consumer at high prey abundances (until the response saturates), and less efficient at low abundances (until prey abundance is null). For a type II consumer, the per capita effect of predator on prey is actually highest at low prey abundances. This is the key to its dynamical instability, and also enables the consumer to drive its prey extinct when the prey is at very low abundances, whether this low abundance is caused by unstable predator-prey dynamics or environmental variability. I therefore suggest that when a top-predator is lost, there is a greater risk of meso-predator release leading to prey overexploitation and extinction, when the meso-predator has a type II functional response (Paper II). Similarly, with more type II consumers in the food web, species extinction risk increases in a variable environment (Paper V). This trend is seen both with and without rewiring, but is more pronounced the larger the proportion of flexible consumers is. Rewiring type II consumers can eat their way through the food web, continuously overexploiting each novel prey, in the worst case causing the entire food web to collapse. Almost all consumers must have a type III functional response for rewiring to decrease extinction risk.

5.2.2 Rewiring of predator-prey interactions

In Paper IV, the main reason for the extinction of consumers in a variable environment was indirect, through the loss of prey species. As expected, consumers with specialist preferences were particularly sensitive to prey loss (here, specialists depend largely on one preferred prey, while generalists divide feeding effort equally among their prey). Under such circumstances, re-allocation of preferences among remaining prey following partial prey loss, or rewiring to novel prey following complete prey loss, should decrease secondary extinction risk of consumers and thus be positive for overall food web persistence. In topological models, the effect of rewiring on robustness varies from positive to null, depending on food web connectance and at which level of energy (prey) loss secondary extinction of the consumer is assumed to take place (Thierry et al. 2011). Likewise, Staniczenko et al. (2010) found robustness increased if consumers could add to their diets, prey species whose predators had gone extinct. In our dynamical study (Paper V), the effect of rewiring on persistence varies from positive to negative, depending on the functional response (as discussed above), but with the overall tendency being that of increased extinction risk. However, the detrimental effect of rewiring is somewhat dampened when consumers are less efficient in consuming novel prey than they were in consuming their original prey. This is analogous to the effect of strong intra-specific
consumer competition mentioned in an earlier section (5.1.4). In both cases, the risk of the rewiring consumer overexploiting its novel prey is reduced thanks to a weaker predation pressure, either because per capita interaction strength or predator abundance is lower.

Consumer rewiring can be seen as an extreme case of adaptive foraging. A consumer with adaptive (or optimal) foraging behavior will allocate feeding effort to abundant prey and away from rare prey. This is generally found to be stabilizing, including increased robustness to species loss (see Valdovinos et al. 2010 for a review). A main mechanism for the increased stability (increased persistence and robustness), is that adaptive foragers allow the recovery of rare prey. Indeed, in this sense adaptive foraging is similar to the functional response of type III, both in mechanism and effect. However, the stabilizing effect of adaptive foraging depends on the adaptive behavior being sufficiently fast in responding to changing prey abundances (Kondoh 2003). The rewiring used in Paper V can be seen as adaptive foraging, with a (too) slow adaptive speed. In reality, I would expect consumers to rewire (or reallocate feeding effort) before having driven the prey to extinction. But the consumer may drive down prey abundances quite dramatically before switching (Springer et al. 2003), in which case the prey will still be at risk of extinction, due to increased vulnerability to environmental and demographic stochasticity.

Not only consumers, but also prey, can show adaptive trophic behavior (Valdovinos et al. 2010). Instead of optimizing food intake, the adaptive behavior of prey has the purpose of avoiding being taken in; animal prey can choose to actively avoid predators (Lima and Dill 1990) and plants can increase their chemical defenses (Chen 2008). Just as adaptive foraging, adaptive resource responses can be stabilizing, at least if they are predator specific (Kondoh 2007), by allowing the recovery of rare predators (Valdovinos et al. 2010). On the other hand, if the prey’s response is general and affects all of its consumers whether they are abundant or not, an analog to apparent competition arises (Valdovinos et al. 2010). In this thesis, no adaptive resource behavior has been studied, but it would be an interesting area to explore – especially as (to my knowledge) very little, if any, research in the vein of investigating the effect of adaptive resource behavior on the extinction responses to perturbation has been attempted.

5.3 A note on interactions not included

As mentioned previously, ecological communities have here been modeled as competition communities and food webs, which means that the interaction types included are competition and/or trophic interactions. These are antagonistic interactions, on which community ecology has long focused (Stiling 2001). But the importance and ubiquity of positive interactions, such as mutualism and facilitation are
being increasingly acknowledged (Stachowicz 2001, Brooker et al. 2008). I would be surprised if they were not also found to be important in relation to perturbation responses. Mutualists may be at particular risk of secondary extinction (co-extinction), as both partners are as critically dependent on each other, as a consumer is on its prey (Dunn et al. 2009, Colwell et al. 2012). In line with this, Koh et al. (2004) estimated that there are 6300 co-endangered species, i.e. species affiliated with directly endangered species through parasitic, mutualistic or other dependent interactions. But on the other hand, Memmott et al. (2004) found that mutualistic plant-pollinator webs were more robust to species loss than food webs, thanks to pollinator redundancy and the nested network structure. In the networks of Memmott’s study links were binary, as interaction strengths were unknown. However, also quantitative mutualistic networks seem to be robust to species loss, although robustness thresholds (as found by Dunne et al. [2002a] for food webs) apparently can arise (Kaiser-Bunbury et al. 2010).

Simple mutualistic models can be quite unstable, e.g. positive feedbacks between mutualistic partners can cause runaway dynamics. However, this inherent instability can be counter-acted by negative interactions, for example intra-specific competition (Case 1999). Mougi and Kondoh (2012) also showed that when mixing mutualistic and trophic interactions (with self-limitation of all species), local stability was highest for intermediate-high ratios of mutualist interactions. Thus, the time is perhaps ripe for merging food web ecology with the study of mutualist networks. Even though we have some knowledge on each network type, the effect on stability when merging the two is still largely unexplored. There is one recent example, showing that the results from networks of single interaction types are not always transferrable to networks of multiple interaction types (Sauve et al. 2014). The nested structure of mutualistic networks and the compartmentalized structure of food webs, have been shown to increase these networks’ persistence and resilience (Okuyama and Holland 2008, Thébault and Fontaine 2010, Stouffer and Bascompte 2011). But the stabilizing effect of these network structures is much weakened, when mutualistic and antagonistic networks are merged (Sauve et al. 2014). In a similar vein, it would be interesting to study the effect of consumer flexibility in merged networks, as the effect is destabilizing in dynamical food webs (Gilljam et al. 2014 [Paper V]) but stabilizing in mutualistic networks (Kaiser-Bunbury et al. 2010, Ramos-Jiliberto et al. 2012).

In addition to direct, positive interactions we have also excluded an important indirect interaction type: the interaction modification (Wootton 1994, Werner and Peacor 2003). In this indirect interaction, the strength of a direct interaction between two species depends on the presence of a third. For example, the presence of a plant species may decrease predation pressure on a prey by making it harder to find (Wootton 1994, Stachowicz 2001). Similarly, a (top-)predator may decrease predation pressure from meso-predators or herbivores, as these in turn change behavior to avoid
being eaten (Lima and Dill 1990, Lima 1998, Werner and Peacor 2003). These trait-mediated trophic cascades may be at least as important as the classic (density-mediated) trophic cascades (Schmitz et al. 1997, 2004, Peacor and Werner 2001, Steffan and Snyder 2009), and have indeed been implied in some striking trophic cascades in natural systems following top-predator loss (Ripple and Beschta 2004, Johnson et al. 2007). Thus, interaction modification may have far-reaching consequences for community stability (Goudard and Loreau 2008, Kéfi et al. 2012) and structure (Peacor et al. 2012), both in the presence and absence of perturbation, and poses an interesting area of research.

5.4 A note on diversity and stability

How species richness affects the stability of natural systems is perhaps one of the oldest questions in ecology. The early view was that species richness conferred stability (Odum 1953, MacArthur 1955, Elton 1958). Large population fluctuations in simple, often human-modified systems led both Odum and Elton to the conclusions that species richness confers stability (Odum 1953, Elton 1958). Similarly, MacArthur argued that stability increased with the “amount of choice of the energy has in following the paths up through the food web” (MacArthur 1955). The turning point came when May theoretically demonstrated, that the likelihood of a community being locally stable decreased with species richness when interaction patterns were random (May 1973, McCann 2000). These results conflicted with the observation that natural communities are very species-rich and still persist. Hence, May encouraged ecologists to find the non-random properties of real communities that confer stability. The diversity-stability has been going on ever since, with research results showing everything from positive to neutral to negative relationships (Pimm 1984, McCann 2000, Ives and Carpenter 2007). Similarly, I find contrasting results regarding the effect of species richness on the risk of extinction.

In Paper IV, species richness significantly increased species’ extinction risk. But for none of the deletion sequences investigated in Paper II was species richness among the community properties that explained resistance to species loss. Not even when using species richness as the single predictor does it have any explanatory power (early analyses of the data in Paper II; data not shown). What can explain these contrasting results? The results of Paper IV hinges on 1) that high species richness means high basal species richness, 2) that high basal species richness means low basal species population size, and 3) that environmental stochasticity drives low abundance population to extinction. In Paper II, basal population size should decrease with basal species richness because of intra-specific competition, but the correlation of basal to total species richness is weak (r≈0.25; data not shown). Furthermore, there is no stochasticity to drive or contribute to neither primary nor secondary extinctions, and
therefore the inherent risk conferred by being rare is much smaller (Ebenman et al. 2004).

The controversy regarding the effect of diversity on stability has partly been due to the many different definitions of stability (Pimm 1984), as different aspects of community stability have different relationships with diversity (Ives and Carpenter 2007, Kaneryd et al. 2012 [Paper IV]). But we see here, that even when the same stability measure is used (resistance), the diversity-stability relationship can differ depending on what type of disturbance the community is subjected to. To complicate matters further, it may also depend on the correlation structure of community properties (e.g. correlation between basal and total species richness) and the type of dynamics of the community (type of basal species competition). Indeed, I find it interesting to speculate whether unacknowledged differences in interaction patterns might be behind some part of the controversy regarding the effect of diversity on stability (see for example Kokkoris et al. 2002, Neutel and Thorne 2014, Tang et al. 2014). It is clear at least that differences in the type, strength and variation of inter- and intra-specific competition has implications for how extinction risk relates to diversity (Hughes and Roughgarden 2000, Kokkoris et al. 2002, Thebault et al. 2007, Kaneryd et al. 2012 [Paper IV], Fowler 2013; Curtsdotter et al. 2014 [Paper II]).
5.5 Conclusions

Overall, the research results underscore the importance of including population dynamics and biotic interactions when studying the effects of perturbation on biodiversity. Many of the results are complex, hard to foresee or even counter-intuitive, arising from the indirect effects of the perturbation being translated through the living web of species interactions. These are the main conclusions of each paper:

- When studying robustness of food webs to species loss, it is important to include population dynamics, as top-down processes can be equally important as bottom-up processes.
- The community properties governing food web resistance depend on what species are lost in the primary extinctions. As different anthropogenic disturbances puts different types of species at risk, the properties defining a sensitive community will depend on the disturbance it is subjected to.
- Strong inter-specific competition increases global species loss under climate change, and the strength of inter-specific competition modulates the effect of evolution and dispersal on species’ survival.
- In the face of high environmental variability, extinction risk increases with higher species richness, higher response diversity and higher degree of consumer specialization.
- The suggested rescue mechanism of consumer rewiring, aggravated species loss in a variable environment, due to consumers overexploiting novel prey. Only when consumers were inefficient at low prey abundances (Holling’s functional response type III) did rewiring increase food web resistance.
5.6 An outlook for the future

In the scientific literature, I have come across the following quote:

“I would not give a fig for the simplicity this side of complexity, but I would give my life for the simplicity on the other side of complexity”

– Oliver Wendell Holmes (either Sr. 1809-1894 or Jr. 1841-1935)

Considering the person(s) to which the quote is attributed, I doubt it originally related to ecology, but it has stuck with me as being very appropriate for this science. In early ecology, it seems to me that we looked for rather simple answers. Perhaps we still do, although I believe there is now a general acknowledgement that there is no one correct answer, but instead that the answer is context dependent. Lawton (1999) even stated that “community ecology is a mess, with so much contingency that useful generalisations are hard to find”. Accordingly, MacArthur (1984) noted that “many take refuge in nature’s complexity as a justification to oppose any search for patterns”, although he was most certainly not one of the “many”. My belief is that we are still fighting our way through the vast complexity of ecological systems – and that we can find the other side.

Instead of a few general and independent rules, I believe the simplicity we can hope for is to understand and formulate under which circumstances certain species traits, processes, or community properties are important for certain community functions. In turn, this would allow us to identify ‘keystone species’ as well as the properties of vulnerable communities; the identities of both are likely to change over time and space. I would also presume that such understanding must be on an abstract, mechanistic level, and linked to real systems by knowledge of species’ physiology and abiotic environment, and how these determine species’ vital rates as well as the type, presence and strength of species interactions. Efforts in this direction have been made (e.g Brown et al. 2004, Kearney and Porter 2006, Eklöf et al. 2013) and molecular genetics may come to play a very important role (Moritz and Cicero 2004, Kesnakurti et al. 2011, García-Robledo et al. 2013, Wirta et al. 2014).

To reach the understanding on the other side of ecological complexity would be my ultimate goal, although I would say we are still far from it; likely it will not be reached until well beyond my life time. One very important implication of this is, that we cannot wait for complete understanding of ecological systems before we take action to protect them against the many anthropogenic threats they face today. Indeed, there is no reason to wait; even though there are large uncertainties regarding the exact quantitative response of biodiversity to global change, there is little uncertainty that we must expect great biodiversity loss, and associated loss of ecosystem function, if we do not change our course (Chapin Iii et al. 2000, Rockström et al. 2009, Barnosky et al.)
2011, Bellard et al. 2012, Hockstra and Wiedmann 2014). I make myself no illusions; just as reaching ecological understanding will require long time, so will changing humanity’s view on and use of the biosphere. With regard to the latter, I’m not certain that we will. But I believe neither is impossible. If you can forgive me another quote, I will put it in the words of a Norwegian explorer:

“The difficult is what takes a little time; the impossible is what takes a little longer.”

– Fridtjof Nansen (1861-1930)
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