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Abstract

In this paper, we introduce the concept of parameter identification problems, which are inverse problems, as a methodology to inpainting. More specifically, as a first study in this new direction, we generalize the method of harmonic inpainting by studying an elliptic equation in divergence form where we assume that the diffusion coefficient is unknown. As a first step, this unknown coefficient is determined from the information obtained by the known data in the image. Next, we fill in the region with missing data by solving an elliptic equation in divergence form using this obtained diffusion coefficient. An error analysis shows that this approach is promising and our numerical experiments produces better results than the harmonic inpainting.
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1. Introduction

Image inpainting is the process of filling in missing or damaged regions in images such as paintings, photographs and films. In art, inpainting of degraded paintings has traditionally been done by professional artists. In mathematics, inpainting is an interpolation problem where the basic idea is to fill in the damaged regions by a propagation of available information from their surroundings in the image [1, 2, 3]. Image inpainting has a wide range of important applications in image processing. For instance, to remove and add objects in images, image coding and wireless image transmission.
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In the past few years, several different approaches have been proposed to tackle this complicated image processing task. We mention the early work of Nitzberg, et al [4], on outlines of objects for image segmentation and depth extraction. This idea was extended to level-sets of images by Masnou and Morel [5]. Later on Bertalmio, et al [6], proposed an approach which came to be known as digital inpainting. This fundamental work inspired many of the forthcoming research papers on inpainting. In their approach, they formulated a third order nonlinear partial differential equation (PDE) that propagates information in the direction of the isophotes (edges). This work had a tremendous influence on the field by using PDE based mathematical methods to do digital inpainting. Some of the PDE models to mention are Navier-Stokes equation and fluid dynamics related methods [7], transport equation, Cahn-Hilliard equation [8], and Ginzburg-Landau equation [9]. Further, Variational Exemplar-based inpainting methods have recently been studied [10, 11, 12].

We also mention the approach of minimizing energy functionals involving the bounded variation (BV) image model. The minimizer of the functionals satisfies a total variation (TV) inpainting model [13]. These functionals have later been modified to involve the curvature in the image called Euler elastica. Chan, et al [14, 15], showed, by a new technique called curvature-driven diffusion (CDD), how Euler elastica takes in consideration both curvature and transportation inpainting. Other PDE based approaches have been studied in, e.g., [16], and also in [17]. In [18], ideas from PDE-based methods were combined with the edge-reserving techniques for sharpening of edges.

Image inpainting based on diffusion type equations have been studied previously, see e.g. [19] and [20], for recent inpainting schemes based on a
anisotropic diffusion models. Typically the coefficients of the diffusion model are estimated locally; and the resulting inpainting schemes are solved iteratively. This is in contrast to our method where the diffusion coefficient is estimated first using only known pixel values in an area surrounding the inpainting domain; see Figure 3 where \( \Omega_0 \) is the inpainting domain and the surrounding region \( \Omega_1 \) is used to estimate the diffusion coefficient. The inpainting step is then done by solving a linear differential equation, and thus no iteration is needed.

This work has been motivated by harmonic inpainting [21]. First we briefly explain the harmonic inpainting technique. Suppose \( u \) is defined on a domain \( \Omega \subset \mathbb{R}^2 \) (the image) and that \( u \) is unknown in a region \( \Omega_0 \subset \Omega \). The Harmonic interpolant \( u_I \) is obtained by solving:

\[
\begin{align*}
\Delta u_I &= 0, & \text{in } \Omega_0, \\
u_I &= g, & \text{on } \partial \Omega_0,
\end{align*}
\]

where \( \partial \Omega_0 \) denotes the boundary of the domain \( \Omega_0 \) and \( g = u|_{\partial \Omega_0} \) is known. The situation is illustrated in Figure 1. The harmonic interpolant \( u_I \) is obtained by solving a linear system of equations of dimension equal to the number of unknown pixels in the inpainting domain. The method is simple and has the advantage of being straightforward to implement and not very computationally demanding.

The simple Harmonic inpainting technique fails to reconstruct images that have sharp features. Typically in order to reconstruct images with discontinuities a non-linear equation is used; such as in the total variation inpainting scheme[13]. Our aim is to find an inpainting model that has all the advantages of Harmonic inpainting; but still does a fair job at reconstructing sharp edges inside the inpainting domain. For this purpose we turn to the equation,

\[
-\nabla \cdot (q \nabla u_c) = f, \quad \text{in } \Omega_0.
\]

where the diffusion coefficient \( q \) can be used to "create" sharp features inside the domain as seen in Figure 2. In the experiment the original image consists of one horizontal stripe and the inpainting domain is a square. The Harmonic interpolant \( u_I \) fails to reconstruct the edges. For the coefficient based inpainting \( u_c \) the coefficient \( q \) was chosen so that \( q = 1 \); except for a thin region near the edges of the original image where \( q = 0.01 \). The result is good and the edges are reconstructed well even though the differential equation is linear. The good results can be explained as follows: Suppose the
Figure 2: The coefficient $q(x, y) := q(x, 0)$ used for the motivating example (left). Also we display the results obtained using coefficient based inpainting (middle) and, for comparison, the results obtained using Harmonic inpainting (right). The coefficient $q$ was chosen “ad hoc” in order to demonstrate the potential of the method. The interior of the blue rectangle represents the domain $\Omega_0 \cup \Omega_1$. For this experiment we used the source term $f = 0$.

The coefficient $q$ has a very low value along a line $\Gamma$ in the interior of the domain. The flow across the curve $\Gamma$ can be written $n \cdot q \nabla u$. Thus by using a small value for $q$ on $\Gamma$ we effectively split the domain into two parts and the have insulated boundary conditions $n \cdot \nabla u = 0$ on the new boundary $\Gamma$. Hence, the low value for $q$ along the horizontal lines leads to a division of the inpainting domain and the result is different colored areas with a fairly sharp edge in between. Note that we do not use $q = 0$ along the horizontal lines, since in that case we would not actually have a valid partial differential equation at the corresponding pixels; and would not get any results for these pixels. For this experiment the source term was $f = 0$; which is reasonable since the true image does not contain any local maxima or minima. However a non-zero source term $f$ is needed if we are to have local maxima or minima inside the inpainting domain. This is because the solutions of elliptic equations satisfy a maximum principle. The result indicate that an inpainting scheme using coefficients $(q, f)$ can reconstruct edges even though the equation is linear. Although a careful choice for the coefficient $q$ is necessary.

As said above, our aim is to inpaint the domain $\Omega_0$ by the surrounding information. Our approach is to find a diffusion coefficient $q$ and a source term $f$ such that the equation

$$
-\nabla \cdot (q \nabla u) = f, \quad \text{in } \Omega_1,
$$

(3)
Figure 3: The image is assumed to be unknown inside the inpainting domain $\Omega_0$. The region $\Omega_1$, where the image is assumed to be known, is used for determining the appropriate diffusivity $q(x, y)$ and source term $f(x, y)$ to use in the image model.

is satisfied, where $\Omega_1$ is the domain surrounding the inpainting domain, as seen in Figure 3. The inverse problem (3) is ill-posed due to several reasons. Since differentiating the given data $u$ in $\Omega_1$ is an ill-posed problem, the solutions $q$ and $f$ do not depend continuously on the data $u$. Another reason is that the problem (3) suffers from the lack of uniqueness of identifying the parameters $q$ and $f$.

The paper is organized as follows. In Section 2 we explain the detailed mathematical principles, discretization, and implementation details, for our proposed method. Numerical experiments are presented in Section 3 and finally comparisons with other methods are discussed in Section 4.

2. Coefficient Identification Based Inpainting

Assume that the image $u(x, y)$ can be modeled as,

$$-\nabla \cdot (q \nabla u) = f, \quad \text{in} \quad \Omega = \Omega_0 \cup \Omega_1, \quad (4)$$

where the diffusivity $q(x, y)$ and the source term $f(x, y)$ depends on the individual image. The domains are illustrated in Figure 3. The inpainting domain, where the image $u(x, y)$ is unknown, corresponds to the domain $\Omega_0$. Our aim is to use the image information available in the region $\Omega_1$ to find a good image model, i.e. the functions $q(x, y)$ and $f(x, y)$, and then use the identified model for the inpainting.

In order to find a good image model we select a set of $N$ basis functions $\{s_j(x, y)\}_{j=1}^N$ defined on the set $\Omega$ and write,

$$q(x, y) = \sum_{j=1}^N c_j s_j(x, y), \quad \text{and} \quad f(x, y) = \sum_{j=1}^N d_j s_j(x, y). \quad (5)$$
We find the image model by solving the minimization problem,

$$\min_{c_1=1} J(c, d), \quad J(c, d) = \|\nabla \cdot (q \nabla u) + f\|_{L^2(\Omega_1)},$$

(6)

where \( c = \{c_j\} \) and \( d = \{d_j\} \). The condition \( c_1 = 1 \) ensures that the resulting linear least squares problem has a non-trivial solution. We cannot always expect a unique solution as demonstrated by the example presented in Figure 4. For our method to work well it is required that \( q(x, y) > 0 \). The condition \( q(x, y) = c > 0 \) ensures that the differential operator \( \nabla \cdot q \nabla u \) is strictly elliptic so that Equation 2 has a unique solution in \( L^2(\Omega_0) \) [22]. If the least squares solution \( q(x, y) \) isn’t positive we add a constant.

The choice of the basis functions \( \{s_j(x, y)\} \) determines the accuracy and efficiency of our method. Since our starting point is Harmonic inpainting it is natural to select \( s_j(x, y) \) to be eigenfunctions of the Laplace operator; with suitable boundary conditions. Thus, in our experiments, we mostly use a truncated Fourier–Sine series for representing \( q(x, y) \) and \( f(x, y) \). Other types of basis functions, e.g. polynomials or splines, can also be used. This is something that we intend to explore further.

Remark 2.1 The least squares problem (6) is discretized as a matrix equation of size \( N_1 \times (2N - 1) \), where \( N_1 \) is the number of pixels in the region \( \Omega_1 \). The elements of the matrix are obtained by discretizing the operators \( \nabla (s_j(x_k, x_k) \nabla u(x_k, x_k)) \), where \( u(x_k, y_k) \) is known, for each pixel \((x_k, y_k)\) inside the region \( \Omega_1 \). For the discretization we use a standard 5–point approximation of the Laplacian; where all first order derivatives are approximated using centered differences with step size \( \Delta x/2 \) and thus the coefficient \( q \) needs to be evaluated at half-index grid points.

Remark 2.2 The Fourier–Sine basis functions can be seen as a resonable “standard” basis set. Thus the parameters of our method are the inpainting masks for the two domains \( \Omega_0 \) and \( \Omega_1 \), and also the number of basis functions \( N \) to use. Other options for basis functions are polynomials, e.g. \( \{xy, (1-x)y, x(1-y), (1-x)(1-y)\} \) for the linear case or similarly for quadratic or cubic polynomials. Additionally we include tests using \( B \)-splines as a basis set in this paper. The choice of the basis functions is an area that should be explored further.

2.1. Error Analysis

In this section, we study the error obtained by filling the missing part of the image by using an elliptic equation given in divergence form. Since this
is a generalization of the harmonic inpainting, we follow the error analysis studied in [23].

Let \( z_0 = (x_0, y_0) \in \Omega_0 \). For every \( z = (x, y) \in \Omega_0 \), we let \( G(z_0, z) \) be the Greens function for the Poisson equation on \( \Omega_0 \), that is \( G \) is the solution to the problem

\[-\nabla \cdot (q \nabla G) = \delta(z - z_0), \quad G|_{\partial \Omega_0} = 0.\]

Let the exact image \( u^0 \) be a smooth function. We recall Greens second formula

\[
\int_{\Omega_0} (u^0(z) \nabla \cdot (q \nabla G(z_0, z)) - G(z_0, z) \nabla \cdot (q \nabla u^0(z))) \, dz
\]

\[
= \int_{\partial \Omega_0} q(u^0(z(s)) \frac{\partial G(z_0, z)}{\partial n} - G(z_0, z) \frac{\partial u^0(z(s))}{\partial n}) \, ds.
\]

Hence,

\[-u^0(z_0) - \int_{\Omega_0} G(z_0, z)(\nabla \cdot (q \nabla u^0(z))) \, dz
\]

\[
= \int_{\partial \Omega_0} qu^0(z(s)) \frac{\partial G(z_0, z)}{\partial n} \, ds,
\]

or

\[u^0(z_0) = \int_{\Omega_0} G(z_0, z)(-\nabla \cdot (q \nabla u^0(z))) \, dz
\]

\[+ \int_{\partial \Omega_0} qu^0(z(s)) \frac{\partial (-G(z_0, z))}{\partial n} \, ds\]

Now by adding and subtracting the term \( \int_{\Omega_0} G(z_0, z)f(z) \, dz \) from the right hand side of the equality above, we get

\[u^0(z_0) = \int_{\Omega_0} G(z_0, z)(-\nabla \cdot (q \nabla u^0(z)) - f) \, dz
\]

\[+ \int_{\Omega_0} G(z_0, z)f(z) \, dz + \int_{\partial \Omega_0} qu^0(z(s)) \frac{\partial (-G(z_0, z))}{\partial n} \, ds\]

Then, the function \( u^0 \) can be split in \( u^0 = u^a + u^e \), where

\[u^a(z_0) = \int_{\Omega_0} G(z_0, z)(-\nabla \cdot (q \nabla u^0(z)) - f(z)) \, dz\]
and
\[ u^e(z_0) = \int_{\Omega_0} G(z_0, z) f(z) \, dz + \int_{\partial\Omega_0} qu^0(z(s)) \frac{\partial(-G(z_0, z))}{\partial n} \, ds. \]

We inpaint the domain \( \Omega_0 \) by \( u^e \) which satisfies
\[-\nabla \cdot (q \nabla u^e) = f, \quad u^e|_{\partial \Omega_0} = u^0|_{\partial \Omega_0}.\]

The component \( u^a \) satisfies
\[-\nabla \cdot (q \nabla u^a) = -\nabla \cdot (q \nabla u^0) - f, \quad u^a|_{\partial \Omega_0} = 0.\]

Then we are interested in the error
\[ ||u^0 - u^e||_\infty = ||u^a||_\infty \leq M \int_{\Omega_0} G(z_0, z) \, dz, \]

where \( |(-\nabla \cdot (q \nabla u^0(z)) - f(z))| \leq M \) for every \( z \in \Omega_0 \). Denote by \( d \) the diameter of \( \Omega_0 \) and let \( B_d \) be a disk centered at 0 with radius \( d \). Then \( \Omega_0 \subset B_d \) and
\[ \int_{\Omega_0} G(z_0, z) \, dxdy \leq \int_{B_d} G(z_0, z) \, dxdy \tag{7} \]

Now, to estimate the last integral in the inequality above we use the pointwise estimate of Green’s function given in Theorem 7.1 in [24]. It says that there is a constant \( K \) such that
\[ K^{-1} \hat{G}_d \leq G \leq K \hat{G}_d \]

where \( \hat{G} \) is the Greens function solving the Poisson equation on \( B_d \):
\[ -\Delta \hat{G}_d = \delta(z - z_0), \quad \hat{G}_d|_{\partial B_d} = 0.\]

Hence, the inequality in (7) becomes
\[ \int_{\Omega_0} G(z_0, z) \, dxdy \leq \int_{B_d} G(z_0, z) \, dxdy \leq K \int_{B_d} \hat{G}_d(z_0, z) \, dxdy. \]

Furthermore, using the estimates in Theorem 1 in [23], we get
\[ \int_{\Omega_0} G(z_0, z) \, dxdy \leq \int_{B_d} G(z_0, z) \, dxdy \leq K \int_{B_d} \hat{G}_d(z_0, z) \, dxdy \leq K \frac{d^2}{4}. \]
This gives
\[ ||u^0 - u^e||_{\infty} = ||u^a||_{\infty} \leq M \int_{\Omega_0} G(z_0, z) \, dz \leq MK \frac{d^2}{4}. \]

Hence,
\[ ||u^e - u^0|_{\Omega_0}||_{\infty} = O(d^2), \]
as \( d \to 0 \).

Our method allows for discontinuous \( q \) while maintaining the same error estimation as for the harmonic inpainting. From the analysis we see that in the case when the coefficient \( q \) is close to a constant then our method has the same error estimate as Harmonic inpainting. For the methods to differ the coefficient \( q \) must be different in different regions of the inpainting domain, i.e. be close to zero along edges in the domain. In this case the error estimate is not entirely relevant and the constant \( M \) quite large.

3. Numerical results

In this section we show numerical results intended to illustrate the potential of our method. For all tests we used images and the computations were carried out using Matlab. In the case of RGB color images we solve the inpainting problem for each color channel separately.
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Figure 4: The coefficient \( q(x, 0) \) we used for the inpainting (left) and the results obtained using coefficient based inpainting on an image that consists of a horizontal black stripe (middle) are displayed. The regions \( \Omega_0 \) and \( \Omega_1 \) are marked in the image. Also we present and the results obtained using Harmonic inpainting (right). The inpainting domain \( \Omega_0 \) is marked in the image.
The errors in the reconstructions is measured using the Peak-Signal-To-Noise Ratio (PSNR), see e.g. [25], defined as

\[
PSNR(I^{(1)}, I^{(2)}) = 10 \log_{10}(MAX^2/MSE), \quad MSE = \frac{1}{3n_1n_2} \sum_{i,j} (I_{i,j}^{(1)} - I_{i,j}^{(2)})^2,
\]

where \(I^{(1)}\) and \(I^{(2)}\) are two color images of size \(n_1 \times n_2\) and \(MAX\) is the dynamic range of the image, e.g. 255 for an 8-bit image.

For the first test we again used a 500 \(\times\) 500 pixel image consisting of a single horizontal black stripe. Since the image doesn’t contain any local maxima we used \(f = 0\) so the available information in the domain \(\Omega_1\) was only used for finding a coefficient \(q(x, y)\). For this experiment we used the model,

\[
q(x, y) = c_1 + \sum_{k=2}^{n} c_k s_k(x), \quad s_k(x) = \sin(k\pi \theta(x)),
\]

where,

\[
\theta(x) = \frac{x - x_{\min}}{x_{\max} - x_{\min}},
\]

and \(\Omega_1 \subset [x_{\min}, x_{\max}] \times [y_{\min}, y_{\max}]\). For the test we used \(n = 10\) basis functions. The results are illustrated in Figure 4. The method works rather well. For this test the least squares problem used for determining \(q(x, y)\) was under determined. The explanation is that because of the specific test image that was chosen the only thing important is that \(q(x, y)\) is close to zero along the horizontal edges of the black stripe. This can be achieved using only one of the sine components. Note that for this particular test the total variation scheme would also produce a close to perfect reconstruction. So a comparison is not needed.

For the second test we use a color photo of size 376 \(\times\) 351 pixels. The inpainting problem is solved for each color channel separately. Here the main features are a set of vertical lines of discontinuity and hence we use basis functions oriented along the \(y\)-axis. For this particular test we represent the coefficient as

\[
q(x, y) = c_1 + \sum_{k=2}^{n} c_k B_k(\theta(y)), \quad \theta(y) = \frac{y - y_{\min}}{y_{\max} - y_{\min}},
\]

where \(B_k(x)\) are \(B\)-spline basis functions with support in the interval \((0, 1)\). For this test the source term \(f\) was set to zero. A total of \(n = 10\) basis
functions were used for this test. The results are presented in Figure 5. Also, the coefficient $q(x, y)$ and the basis functions are illustrated in Figure 6. The coefficient $q(0, y)$ have clear minima that correspond to the left-most and right-most vertical line. Hence those are fairly sharp in the reconstruction. However due to the low number of basis functions used the minima are slightly missplaced. Hence the lines have moved in the reconstruction. This demonstrates that, while it can recreate sharp features in the image, the method is sensitive with respect to the choice of basis functions used. We also compute the PSNR in order to give an indication of the quality of the reconstruction.

As a third test we do a text removal experiment. A $360 \times 480$ pixel image has 14 letters written on it. The 6511 pixels hidden by the text are treated as unknown. The inpainting problem is solved for each letter separately. For each letter we let $\Omega_1 \cup \Omega_0$ be a small rectangle that contains the letter. The information in $\Omega_1$ is used for finding both $q(x, y)$ and $f(x, y)$. The basis functions are of the type,

$$s_{k,l}(x, y) = \sin(k\pi \theta(x)) \sin(l\pi \eta(y)),$$

where,

$$\theta(x) = \frac{x-x_{\text{min}}}{x_{\text{max}}-x_{\text{min}}}, \quad \eta(y) = \frac{y-y_{\text{min}}}{y_{\text{max}}-y_{\text{min}}}.$$ 

In addition to $s_{1,1}(x, y) = 1$ a total of 14 basis functions, with frequencies
1 \leq k + l \leq 4, \text{ were used. Here } f = 0 \text{ was used. The result is presented in Figure 7. The result is fairly good. The water surface is very accurately reconstructed. As a comparison we also display the results obtained from using the Total Variation inpainting scheme. In this case both methods reach a PSNR value of around 19.5 when compared to the original image. The results obtained using Total Variation are slightly better but, as mentioned, the computational cost is significantly higher as the method is non-linear and the algorithm iterative.}

As a fourth experiment we take a photo 256 \times 384 with scratches on it. For this test there are four different damaged regions with interesting features to reconstruct. The inpainting problem is solved for each damaged region separately. We use the same \( n = 15 \) basis functions as in Test 3 above, but
now a non-zero source term $f$ was used. The original image and the regions that are used for finding the optimal coefficient is displayed in Figure 8. Also the reconstructed image obtained using our method and the image obtained by the Total Variation (TV) method is displayed. Also we give a close-up of two of the damaged areas in Figure 9. For the experiments we computed

$$PSNR(I_{orig}, I_{coef}) = 25.8, \quad \text{and} \quad PSNR(I_{orig}, I_{tv}) = 25.7,$$

For this case our method is competitive with the more computationally demanding total variation method. Though we emphasize that this case is close to ideal for both methods with very thin regions to inpaint and also no very sharp features that needs to be reconstructed. Hence both methods perform very well.

4. Concluding Remarks

In this paper, we have shown that parameter identification problems can be applied to image inpainting. Our inspiration has been the Laplace equation which gives raise to the simple harmonic inpainting scheme. In order to get better results than the harmonic inpainting, we have studied an elliptic equation in divergence form with a diffusion coefficient $q$ and source term $f$. To fill in the region of missing data with data from the surrounding area, we assume that the diffusion coefficient $q$ and the source term $f$ are unknown and have to be estimated from a region where the pixel information is known. This is an inverse problem. Numerical results shows that the method works fairly well. Both in comparison to harmonic inpainting and the total variation method. It is clear that our method is very sensitive with

Figure 8: The original image with damaged areas (left) and the reconstructions obtained by using the coefficient based approach (middle) and by using the Total Variation method (right).
Figure 9: A close-up of two of the damaged areas. We display the results obtained using the coefficient based method (left) and those obtained using Total Variation inpainting (right).

respect to the basis functions used to represent coefficients $q$ and $f$. Methods for choosing the appropriate basis functions for a concrete inpainting problem is something that needs to be explored further. Also since a limited number of basis functions is used for representing the coefficients $q$ and $f$ we can’t hope to reconstruct complicated shapes for lines of discontinuity inside the domain.

The method retains the advantages of the simple harmonic inpainting technique. In our method we use basis functions that are defined globally on the whole domain $\Omega_1$ to specify the diffusion coefficient. We compute the diffusion coefficient, using the known image information, once; before the inpainting takes place. This means that our scheme does not require iteration. An alternative is to use local information in the known part of
the image to estimate the diffusion coefficient locally; and then propagate this information into the inpainting domain along geometric curves. This is something we intend to do in the future.
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