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We derive a general procedure for finding the electromagnetic normal modes in layered structures. We apply this procedure to planar, spherical, and cylindrical structures. These normal modes are important in a variety of applications. They are the only input needed in calculations of Casimir interactions. We present an explicit expression for the condition for modes and Casimir energy for a large number of specific geometries. The layers are allowed to be two-dimensional so graphene and graphenelike sheets as well as two-dimensional electron gases can be handled within the formalism. Also, forces on atoms in layered structures are obtained. One side result is the van der Waals and Casimir-Polder interaction between two atoms.
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I. INTRODUCTION

An electromagnetic normal mode is a solution to Maxwell’s equations in absence of external sources; the mode feeds itself; the electromagnetic fields are self-sustained. Electromagnetic fields contain energy. In systems with macroscopic objects the modes can be divided into three groups: bulk modes, surface modes, and vacuum modes. All these modes can be utilized in various applications. They can also be used to find the interaction energy in the system as caused by correlation effects. This interaction is traditionally obtained using many-body theory, often in the form of diagrammatic perturbation theory based on Feynman diagrams [1,2]. In many systems, it is easier to obtain the same result using the normal-mode formulation instead. One can, e.g., show [3] that the exchange and correlation energy in a metal is nothing but the change in the zero-point energy of the longitudinal electromagnetic normal modes in the system when the interaction is turned on. The bulk modes, modes confined to the interior of the objects, give rise to interaction energies, like the exchange and correlation energies, that are important for the stability and binding of a piece of material. The surface modes [3–5], modes localized to the surface of objects or to interfaces within or between objects, are responsible for the surface energy and surface tension, quantities that determine, e.g., wetting, the shape of flexible objects, the energy of adhesion, the energy of cohesion, and the mechanical strength of composites. The field strengths and gradients can be very high near a surface. This may lead to catalytic effects, utilized in, e.g., catalytic converters. The surface modes are responsible for the van der Waals interaction between mesoscopic and macroscopic objects. The vacuum modes, modes in empty space, are responsible for the Lamb shift [6,7]. They are also responsible for the Casimir interaction [8]. There are speculations that they might even be behind the dark energy.

Electromagnetic normal modes are very important in many scientific areas. We briefly touch upon a small selection of examples. We have mentioned that the field strength from a normal mode at the surface of an object can be very high, leading to catalytic effects since this implies a potential possibility to reduce the energy. The field strength is extra high at edges and corners not to mention at small objects like nanoparticles. The field strength can be strongly enhanced by letting the modes become populated either by raising the temperature or by using external electromagnetic fields of the right frequency. One may stimulate the growth of noble metal colloidal particles, such as silver and gold by using a light source to populate the modes. Using monochromatic light of different laser wavelengths to irradiate an initial solution of seed crystals, the size and shape of the products can be controlled. The final size and shape is found to depend on laser wavelength and power. Nanoparticles of many different shapes may be produced. A mechanism based on a wavelength-dependent self-limiting process governed by the surface plasmon resonance controlling the photochemical reduction of particles was suggested in Ref. [9]. A coalescence phase occurs due to strong induced optical forces [10,11]. These forces show resonances at dipolar plasmon wavelengths.

For similar reasons, adding nanoparticles into a chemical brew can stimulate and speed up chemical reactions. This same effect makes the normal modes useful in sensor applications. Due to the normal modes, nanoparticles can be used in medical applications. Multilayered, multifunctional nanoparticles that were assembled via a layer-by-layer technique were explored as important new systems for systemic drug and gene delivery for tumor targeting in a study by Poon et al. [12].

A whole research field has been formed around the electromagnetic normal mode plasmon or surface plasmon viz. plasmonics [13] and one device developed in the field is the plasmonic solar cell. Plasmonic solar cells are a class of photovoltaic devices that convert light into electricity by using plasmons [14]. Another competing device with the same purpose is the nanoantenna or nantenna. A nantenna is a nanoscopic rectifying antenna, an experimental technology being developed to convert light to electric power. The idea was first proposed by Robert L. Bailey in 1972 [15].

The normal modes can also cause a problem. In nanoscience the van der Waals and Casimir forces are often the dominating forces and can become large. If two parts of a nano- or micromachine come too close together they may stick and it can be very difficult or impossible to move them apart again. This is called stiction. This ends the very short list of examples showing a small fraction of all situations where the electromagnetic normal modes are of importance.
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The original formulation of the Casimir effect was for planar structures. Of interest here is a work on the van der Waals interaction in multilayer systems from 1970 [16]. Progress on Casimir force calculations for other geometries has been slower in coming since these calculations are more demanding. Spherical and cylindrical geometries have naturally been objects of focus. Only in 1981 was the Casimir energy of an infinitely long perfectly conducting cylindrical shell calculated [17] and the more physical but also much more involved case of a dielectric cylinder was considered only in recent years [18–24].

The motivation for the present work is twofold. The first motivation is to give a general prescription for finding the normal modes in layered structures. This result will benefit many different scientific areas. The second is more specific, viz., to find the mode condition function, which then may be inserted into the integrals giving the Casimir interaction. For small enough number of layers, one may find analytical results for the mode condition function. When the number of layers increases, the result quickly becomes too complicated to handle analytically. The expressions will be huge. Then the result is intended to be found numerically by using a computer.

The material is organized in the following way. Section II is devoted to how the Casimir and van der Waals interactions are related to the electromagnetic normal modes of the system. Section III presents the basic formalism used to find the normal modes of layered structures. Sections IV–VI treat the three specific geometries included in this work, viz., planar, spherical, and cylindrical, respectively. Each of these three sections has four subsections, A, B, C, and D. The subsections A and C contain the general nonretarded and retarded, respectively, results for the geometry at hand. Subsections B and D each contains a handful of illustrating examples. Finally, Sec. VII is a summary and conclusion section. The examples in subsections B and D are illustrated by figures where the schematic geometry used as input to the formalism is shown. In some figures, there is a cartoon to the right showing the actual problem. In some figures, there are two cartoons to the right. Then the lower cartoon shows the actual problem we address, while the upper shows the layered structure we use in the derivation.

II. CASIMIR AND VAN DER WAALS INTERACTIONS IN TERMS OF ELECTROMAGNETIC NORMAL MODES

At zero temperature, the interaction energy, or Casimir energy, of a system can be expressed as the sum of the zero-point energies of all electromagnetic normal modes of the system

\[ E = \sum \frac{1}{2} \hbar \omega_i. \]  

(2.1)

(A remark is in place here. It is rather the shift of the zero-point energies when the interactions, one is concerned with, are “turned on” that should appear in the equation. See Ch. 3 of Ref. [3].) In a simple system with a small number of well-defined modes, this summation may be performed directly. In most cases, it is more complicated. The complications can, e.g., be that the modes form continua or that it is difficult to find the zero-point energies explicitly. An extension of the so-called argument principle [3,25,26] can then be used to find the results.

In what follows, we let \( z \) denote a general point in the complex frequency plane, \( \omega \) a point along the real axis, and \( i \xi \) a point along the imaginary axis, respectively. Let us study a region in the complex frequency plane where two functions are defined; one, \( \varphi(z) \), is analytic in the whole region and the other, \( f(z) \), has poles and zeros inside the region. The following relation holds for an integration path around the region:

\[ \frac{1}{2\pi i} \oint dz \varphi(z) \frac{df}{dz} \ln f(z) = \sum \varphi(z_0) - \sum \varphi(z_\infty). \]  

(2.2)

where \( z_0 \) and \( z_\infty \) are the zeros and poles, respectively, of function \( f(z) \). If we choose the function \( f(z) \) to be the function in the defining equation for the normal modes of the system, \( f(\omega_i) = 0 \), the function \( \varphi(z) \) as \( \hbar \omega_i / 2 \), and let the contour enclose all the zeros and poles of the function \( f(z) \) then Eq. (2.2) produces the energy in Eq. (2.1). The second term on the right-hand side is just the subtraction of the zero-point energies in absence of the interactions as discussed in the remark below Eq. (2.1). In the original argument principle, the function \( \varphi(z) \) is replaced by unity and the right-hand side then equals to the number of zeros minus the number of poles of the function \( f(z) \) inside the integration path. By using this theorem, we end up with integrating along a closed contour in the complex frequency plane. In most cases, it is fruitful to choose the contour shown in Fig. 1. We have the freedom to multiply the function \( f(z) \) with an arbitrary constant without changing the result on the right-hand side of Eq. (2.2). If we choose the constant carefully we can make the contribution from the curved part of the contour vanish and we are only left with an integration along the imaginary frequency axis:

\[ E = \frac{\hbar}{4\pi} \int_{-\infty}^{\infty} d\xi \ln f(i\xi), \]  

(2.3)

FIG. 1. Integration contour in the complex \( z \) plane suited for zero-temperature calculations. Crosses and circles are poles and zeros, respectively, of the function \( f(z) \). The radius of the circle is let to go to infinity.
where the result was obtained from an integration by parts. At finite temperatures, it is Helmholtz’ free energy,
\[
\tilde{\mathcal{F}} = \sum_i \frac{1}{2} \hbar \omega_i(r) + \frac{1}{\beta} \ln(1 - e^{-\beta \hbar \omega_i(r)})
\]
\[
= \sum_i \frac{1}{\beta} \ln \left( 2 \sinh \frac{1}{2} \beta \hbar \omega_i \right),
\]  
(2.4)

that is of interest. Also here, we may use the generalized argument principle but now with \(\ln[2 \sinh(\beta \hbar z)/2]/\beta\) instead of \(\hbar z/2\) for \(\varphi(z)\) in the integrand \([3,27]\). There is one complication. This new function has poles of its own in the complex frequency plane. We have to choose our contour so that it includes all poles and zeros of the function \(f(z)\) but excludes the poles of \(\varphi(z)\). The poles of function \(\varphi(z)\) all fall on the imaginary frequency axis. The same contour as in Fig. 1, is used but now we let the straight part of the contour lie just to the right of, and infinitesimally close to, the imaginary axis. We have
\[
\tilde{\mathcal{F}} = \frac{1}{2\pi i} \int_{0}^{\infty} d(i\xi) \frac{1}{\beta} \ln \left( 2 \sinh \frac{1}{2} \beta \hbar i \xi \right) \frac{d}{d(i\xi)} \ln f(i\xi)
\]
\[
= \frac{\hbar}{4\pi} \int_{-\infty}^{+\infty} d\xi \coth \left( \frac{1}{2} \beta \hbar i \xi \right) \ln f(i\xi).
\]  
(2.5)

The coth function has poles on the imaginary \(z\) axis and they should not be inside the contour. The poles are at
\[
z_n = i\xi_n = i\frac{2\pi n}{\hbar \beta}; \quad n = 0, \pm 1, \pm 2, \ldots, \]  
(2.6)

and all residues are the same, equal to \(2/\hbar \beta\). The integration is performed along the imaginary axis and the path is deformed along small semicircles around each pole. The integration path is illustrated in Fig. 2. The integration along the axis results in zero since the integrand is odd with respect to \(\xi\). The only surviving contributions are the ones from the small semicircles. The result is
\[
\tilde{\mathcal{F}} = \frac{\hbar}{4\pi i} \sum_i \frac{2\pi i}{\beta} \frac{1}{\hbar} \ln f(i\xi_n) = \frac{1}{2\beta} \sum\ln f(i\xi_n)
\]
\[
\xi_n = \frac{2\pi n}{\hbar \beta}; \quad n = 0, 1, 2, \ldots
\]  
(2.7)

Since the summand is even in \(n\), we can write this as
\[
\tilde{\mathcal{F}} = \frac{1}{\beta} \sum\ln f(i\xi_n); \quad \xi_n = \frac{2\pi n}{\hbar \beta}; \quad n = 0, 1, 2, \ldots
\]  
(2.8)

where the prime on the summation sign indicates that the \(n = 0\) term is multiplied by a factor of one half. This factor of one-half is because there is only one term with \(|n| = 0\) in the original summation but two for all other integers. When the temperature goes to zero, the spacing between the discrete frequencies goes to zero and the summation may be replaced by an integration:
\[
\tilde{\mathcal{F}} = \frac{\hbar}{4\pi} \int_{-\infty}^{\infty} d\xi \coth \left( \frac{1}{2} \beta \hbar \xi \right) \ln f(i\xi)
\]
\[
= \hbar \int_{0}^{\infty} d\xi \ln f(i\xi) = E,
\]  
(2.9)

and we regain the contribution to the internal energy from the interactions, the change in zero-point energy of the modes.

To summarize so far, at zero temperature, the internal interaction energy is obtained from Eq. (2.3), and at finite temperature, the Helmholtz free interaction energy is obtained from Eq. (2.8). The only input from the system is the mode condition function, \(f(z)\). Casimir forces, pressures, surface tensions, works of adhesion and cohesion, and so on are obtained from how these energies vary when parameters of the system are changed.

All derivations of the mode conditions are simplified if retardation effects are neglected. The forces obtained if this is done are van der Waals forces. If retardation is included in all steps, the result span the whole separation region covering both Casimir and van der Waals forces. Since the nonretarded derivations are so much simpler to perform, the results so much simpler to handle, and since the distances in the system often are small enough for retardation effects to be negligible, we derive the results both without and with retardation effects included. The treatment in this work is limited to objects of a certain class of geometrical shape. One of the coordinates of a proper chosen coordinate system should be constant at the interface between two media. There are eleven coordinate systems in which the Helmholtz equation is separable so there are quite a few shapes where the treatment is applicable. One should note that the thickness of the layers are not constant in all geometries. They are in the three specific geometries that we apply the theory to here.

### III. General Layered Structures

Let the object we study have \(N\) layers. A layer is a region bounded by two interfaces. In the system there are two more
regions, each with just one boundary, a boundary in common with one of the layers. Of these two we choose the ambient to be the neighbor to layer number 1. Thus there are N layers, N + 1 interfaces, and N + 2 media. This is illustrated in Fig. 3. The layers are numbered from 1 to N, the media from 0 to N + 1 and the interfaces from 0 to N. This means that layer number n is filled with medium number n and interface number n is the interface to the right of layer number n. In the general solution of Maxwell’s equations, there are one wave moving towards the right and one towards the left inside each medium. If a normal mode is excited, there is no wave moving to the right in medium 0, which is the ambient medium; if the medium number N + 1 is unlimited there is no wave moving to the left in that medium. See the text for more details.

Let us start with the general procedure when the TE and TM modes do not mix. We denote the variable that is constant on each interface by x. Then in a general medium n we have the wave \( a^n R(x) + b^n L(x) \). The boundary conditions at each interface are the standard ones that the tangential components of \( E \) and \( H \) and the normal components of \( D \) and \( B \) are continuous across the interface. Only two are needed; the other two lead to redundant results. Making use of the boundary conditions at interface n gives rise to two equations, one for each boundary condition. The left-hand side of each equation is a linear combination of \( a^n \) and \( b^n \), where the coefficients depend on the dielectric function of medium n. The right-hand side of the same equation is a linear combination of \( a^{n+1} \) and \( b^{n+1} \), where the coefficients are the same as on the left-hand side but now depend on the dielectric function of medium \( n + 1 \). These two equations can be expressed in matrix form as

\[
\begin{pmatrix}
a^n \\
b^n
\end{pmatrix} = \begin{pmatrix}
a^{n+1} \\
b^{n+1}
\end{pmatrix},
\]

where \( \tilde{A}_n \) is a 2 \( \times \) 2 matrix that depends on the dielectric function in medium n. Operating from the left with the inverse of this matrix gives

\[
\begin{pmatrix}
a^n \\
b^n
\end{pmatrix} = \tilde{M}_n \begin{pmatrix}
a^{n+1} \\
b^{n+1}
\end{pmatrix},
\]

where

\[
\tilde{M}_n = \tilde{A}_n^{-1}(x_n) \cdot \tilde{A}_{n+1}(x_n).
\]

We may now find a relation between the coefficients in the left-most and right-most media:

\[
\begin{pmatrix}
a^0 \\
b^0
\end{pmatrix} = \tilde{M} \begin{pmatrix}
a^{N+1} \\
b^{N+1}
\end{pmatrix},
\]

where

\[
\tilde{M} = \tilde{M}_0 \cdot \tilde{M}_1 \cdots \tilde{M}_N = \begin{pmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{pmatrix}.
\]

Now, we want to find the relation between \( a^0 \) and \( b^0 \). This relation depends on the boundary conditions at the outermost interfaces in Fig. 3. In order to have self-sustained fields or normal modes, we must not have any incoming fields from outside the object. In all cases, this means that \( a^0 = 0 \). In the planar case, also the rightmost interface is the boundary to the outside, which means that \( b^{N+1} = 0 \). In the spherical and cylindrical cases, the rightmost region is the core and the boundary condition is that the waves are finite. What effect this has on the amplitudes of the waves depends on the choice of functions we make. In our nonretarded treatment, it turns out that also for spherical and cylindrical objects \( b^{N+1} = 0 \). This leads to \( a^0 = b^0 (M_{11}/M_{12}) \). In our retarded treatment, on the other hand, \( b^{N+1} = a^{N+1} \) follows from the condition of finite fields. This leads to \( a^0 = b^0 (M_{11} + M_{12})/(M_{21} + M_{22}) \).

The only way we can have a nonzero \( b^0 \) at the same time as \( a^0 \) vanishes is that the factor multiplying \( b^0 \) vanishes. Thus the function \( f(\omega) \) in the mode condition is

\[
\begin{align*}
f(\omega) &= M_{11}, & b^{N+1} &= 0; \\
f(\omega) &= M_{11} + M_{12}, & b^{N+1} &= a^{N+1}.
\end{align*}
\]

Let us now continue with the general procedure when the TE and TM modes do mix. Then in a general medium n we have the wave \( a^0 R_1(x) + b^0 L_1(x) + a^0 R_2(x) + b^0 L_2(x) \), where the subscript 1 and 2 refers to TM and TE waves, respectively. Making use of the boundary conditions at interface n gives

\[
\begin{pmatrix}
a^n \\
b^n \\
a^n_2 \\
b^n_2
\end{pmatrix} = \tilde{A}_{n+1}(x_n) \begin{pmatrix}
a^{n+1} \\
b^{n+1} \\
a^{n+1}_2 \\
b^{n+1}_2
\end{pmatrix},
\]

where \( \tilde{A}_n \) is now a 4 \( \times \) 4 matrix, that depends on the dielectric function in medium n. Operating from the left with the inverse
of this matrix gives
\[
\begin{pmatrix}
a_i^n \\
b_i^n \\
a_{i+1}^{n+1} \\
b_{i+1}^{n+1}
\end{pmatrix} = \tilde{M}_n \cdot \begin{pmatrix}
a_i^{n+1} \\
b_i^{n+1} \\
a_{i+1}^{n+1} \\
b_{i+1}^{n+1}
\end{pmatrix},
\]
where
\[
\tilde{M}_n = \tilde{A}_n^{-1}(x_n) \cdot \tilde{A}_{n+1}(x_n).
\]
We may now find a relation between the coefficients in left-most and right-most media:
\[
\begin{pmatrix}
a_0^n \\
b_0^n \\
a_2^{n+1} \\
b_2^{n+1}
\end{pmatrix} = \tilde{M} \cdot \begin{pmatrix}
a_0^{n+1} \\
b_0^{n+1} \\
a_2^{n+1} \\
b_2^{n+1}
\end{pmatrix},
\]
where
\[
\tilde{M} = \tilde{M}_1 \cdot \tilde{M}_2 \cdots \tilde{M}_N.
\]
Now we want to find the relation between \(b_i^{N+1} \) and \(a_i^{N+1} \). This relation depends on if \(b_i^{N+1} = 0 \) or not. If it is, like in the planar case and in the nonretarded spherical and cylindrical cases, then
\[
\begin{pmatrix}
a_0^0 \\
a_2^0 \\
a_0^{N+1} \\
a_2^{N+1}
\end{pmatrix} = \begin{pmatrix} M_{11} & M_{12} & M_{13} & M_{14} \\ M_{31} & M_{32} & M_{33} & M_{34} \\ M_{41} & M_{42} & M_{43} & M_{44} \end{pmatrix} \begin{pmatrix} M_{11} & M_{13} \\ M_{31} & M_{33} \\ M_{41} & M_{43} \end{pmatrix}^{-1} \begin{pmatrix} a_0^0 \\ a_2^0 \end{pmatrix}.
\]
If \(b_i^{N+1} = a_i^{N+1} \), like in the retarded spherical and cylindrical cases, then
\[
\begin{pmatrix}
a_0^0 \\
a_2^0 \\
a_0^{N+1} \\
a_2^{N+1}
\end{pmatrix} = \begin{pmatrix} (M_{11} + M_{12}) & (M_{13} + M_{14}) \\ (M_{31} + M_{32}) & (M_{33} + M_{34}) \end{pmatrix}^{-1} \begin{pmatrix} b_0^0 \\ b_2^0 \end{pmatrix}.
\]
In order to have self-sustained fields or normal modes, we must not have any incoming fields from outside the object, i.e., \(a_0^0 \) and \(a_2^0 \) must be zero. The only way we can have a nonzero \(b_1^0 \) and/or \(b_2^0 \) at the same time as \(a_0^0 \) and \(a_2^0 \) vanish is that the determinant of the matrix in front of \(b_1^0 \) and \(b_2^0 \) vanishes. Thus the condition for modes is
\[
\begin{vmatrix} M_{11} & M_{13} \\ M_{31} & M_{33} \end{vmatrix} = 0.
\]
if \(b_1^{N+1} = 0 \), and
\[
\begin{vmatrix} (M_{11} + M_{12}) & (M_{13} + M_{14}) \\ (M_{31} + M_{32}) & (M_{33} + M_{34}) \end{vmatrix} = 0
\]
if \(b_1^{N+1} = a_1^{N+1} \).

Now we will describe how the waves we have discussed are obtained. We treat metals and dielectrics on the same footing, i.e., induced current and charge densities have contributions from both bound electrons and conduction electrons. The dielectric function for a metallic system is
\[
\varepsilon(\omega) = \varepsilon(\omega) + 4\pi i \sigma(\omega)/\omega,
\]
where \(\varepsilon(\omega)\) would be the dielectric function if it were not for the conduction carriers. These contribute to the screening through the dynamical conductivity \(\sigma(\omega)\). With this choice the Maxwell’s equations (ME) read
\[
\begin{align*}
\nabla \cdot \mathbf{D} &= 4\pi \rho_{\text{ext}}, \\
\nabla \cdot \mathbf{B} &= 0, \\
\nabla \times \mathbf{E} &= -\frac{1}{c} \frac{\partial \mathbf{B}}{\partial t}, \\
\nabla \times \mathbf{H} &= \frac{4\pi}{c} \mathbf{J}_{\text{ext}} + \frac{1}{c} \frac{\partial \mathbf{D}}{\partial t}.
\end{align*}
\]
The external charge and current densities are absent in our system. Furthermore, since we are concerned with normal modes the time dependence of each field is given by a factor \(\exp(-i\omega t)\), and we have
\[
\begin{align*}
\nabla \cdot \mathbf{D} &= 0, \\
\nabla \cdot \mathbf{B} &= 0, \\
\nabla \times \mathbf{E} &= i(\omega/c)\mathbf{B}, \\
\nabla \times \mathbf{H} &= -i\varepsilon(\omega)(\omega/c)\mathbf{E}.
\end{align*}
\]
We assume nonmagnetic materials and let \(\mu = 1\), where \(\mu\) is the magnetic permeability; we are not interested in longitudinal bulk modes and assume that \(\varepsilon(\omega) \neq 0\). We want to keep one electric and one magnetic field. Since the \(\mathbf{E}\) and \(\mathbf{H}\) fields have the same boundary conditions at an interface we keep these. Thus we have
\[
\begin{align*}
\nabla \cdot \mathbf{E} &= 0, \\
\nabla \cdot \mathbf{H} &= 0, \\
\nabla \times \mathbf{E} &= i(\omega/c)\mathbf{H}, \\
\nabla \times \mathbf{H} &= -i\varepsilon(\omega)(\omega/c)\mathbf{E}.
\end{align*}
\]
Neglecting retardation means letting the speed of light go to infinity. Then the MEs reduce to
\[
\begin{align*}
\nabla \cdot \mathbf{E} &= 0, \\
\nabla \cdot \mathbf{H} &= 0, \\
\nabla \times \mathbf{E} &= 0, \\
\nabla \times \mathbf{H} &= 0.
\end{align*}
\]
Equations (3.19) and (3.20) are the basic equations we are starting from in all structures, Eq. (3.19) in the fully retarded calculations and Eq. (3.20) when retardation is neglected. In the nonretarded treatment, since \(\nabla \times \mathbf{E} = 0\), the \(\mathbf{E}\) field is conservative and we may define a scalar potential \(\Phi\) such that \(\mathbf{E} = -\nabla \Phi\). Using the first line of Eq. (3.20) then leads to Laplace’s equation,
\[
\nabla^2 \Phi = 0.
\]
Thus both the \( \mathbf{E} \) and \( \mathbf{H} \) fields obey the vector-wave equation, the vector Helmholtz equation. In the planar case, it is straightforward to solve these in each region but in other geometries it is not a trivial task. One can solve the problem by introducing Hertz-Debye potentials \( \pi_1 \) and \( \pi_2 \). They are solutions to the scalar wave equation,

\[
\nabla^2 \pi + q^2 \pi = 0; \quad \pi = \pi e^{-i \omega}, \quad q^2 = \varepsilon(\omega/c)^2.
\]

(3.23)

We let \( \pi_1 \) be the potential that generates TM modes and \( \pi_2 \) be the potential that generates TE modes.

Now we are done with the general formalism and turn to the three geometries we have chosen to concentrate on. We treat planar, spherical, and cylindrical geometries in that order.

IV. PLANAR STRUCTURES

We assume that the spatial extension of the interfaces is very large compared to the thickness of the layers so that we may treat the interfaces as infinite in two directions. If the thickness of the object is finite the rightmost medium, \( n = N + 1 \), in Fig. 3, is the ambient as well as the leftmost, \( n = 0 \). If not we have a multiple coated half-space. In both situations, the modes are solutions with the boundary conditions that there are no incoming waves in the two outer regions, i.e., there is no wave moving towards the right in medium \( n = 0 \) and no wave moving towards the left in medium \( n = N + 1 \). The fields are self-sustained; no fields are coming in from outside. We first treat the simplest case, the nonretarded.

A. Nonretarded main results

In the nonretarded treatment of a planar structure, we let the waves represent solutions to Laplace’s equation (3.21), in cartesian coordinates, for the scalar potential \( \Phi \). The interfaces are parallel to the \( xy \) plane and the \( z \) coordinate is the coordinate that is constant on each interface. The solutions are of the form

\[
\Phi_k(r, z) = e^{ikr}e^{\pm k z},
\]

(4.1)

where \( k \) is the two-dimensional wave vector in the plane of the interfaces. We let \( z \) increase towards the right in Fig. 3. We want to find the normal modes for a specific wave vector \( k \). Then all waves have the common factor \( \exp(ik \cdot r) \). We suppress this factor here. Then

\[
R(z) = e^{-k z}; \quad L(z) = e^{k z}.
\]

(4.2)

Using the boundary conditions that the potential and the normal component of the \( D \) field are continuous across interface \( n \) gives

\[
a^n e^{-k z_n} + b^n e^{k z_n} = a^{n+1} e^{-k z_n} + b^{n+1} e^{k z_n},
\]

\[
a^n \tilde{e}_n e^{-k z_n} - b^n \tilde{e}_n e^{k z_n} = a^{n+1} \tilde{e}_{n+1} e^{-k z_n} - b^{n+1} \tilde{e}_{n+1} e^{k z_n},
\]

(4.3)

and we may identify the matrix \( \tilde{\mathbf{A}}_n(z_n) \) as

\[
\tilde{\mathbf{A}}_n(z_n) = \left( \begin{array}{cc} e^{-k z_n} & e^{k z_n} \\ \tilde{e}_n e^{-k z_n} & -\tilde{e}_n e^{k z_n} \end{array} \right)
\]

(4.4)

and the matrix \( \tilde{\mathbf{M}}_n \) as

\[
\tilde{\mathbf{M}}_n = \frac{1}{2 \tilde{e}_n} \left( \begin{array}{cc} \tilde{e}_n + \tilde{e}_{n+1} & e^{2 k z_n}(\tilde{e}_n - \tilde{e}_{n+1}) \\ e^{-2 k z_n}(\tilde{e}_n - \tilde{e}_{n+1}) & \tilde{e}_n + \tilde{e}_{n+1} \end{array} \right).
\]

(4.5)

Now we have all we need to determine the nonretarded normal modes in a layered planar structure. We give some examples in the following section.

B. Nonretarded special results

1. Single planar interface (no layer)

For a single interface, as illustrated in Fig. 4, at \( z = 0 \) between two media with dielectric functions \( \tilde{\varepsilon}_0 \) and \( \tilde{\varepsilon}_1 \), we have

\[
\tilde{\mathbf{M}} = \tilde{\mathbf{M}}_0 = \frac{1}{2 \tilde{\varepsilon}_0} \left( \begin{array}{cc} \tilde{\varepsilon}_0 + \tilde{\varepsilon}_1 & \tilde{\varepsilon}_0 - \tilde{\varepsilon}_1 \\ \tilde{\varepsilon}_0 - \tilde{\varepsilon}_1 & \tilde{\varepsilon}_0 + \tilde{\varepsilon}_1 \end{array} \right),
\]

(4.6)

and the mode condition is

\[
\tilde{\varepsilon}_0(\omega) + \tilde{\varepsilon}_1(\omega) = 0.
\]

(4.7)

Here and in several more places, we give the condition for modes of a single interface. If we use the corresponding mode condition function to calculate the energy, in principle, we obtain the surface energy or interface energy. However, to get a realistic result, we need to include spatial dispersion [28], i.e., we need a momentum dependence of the dielectric function, otherwise the energy diverges. Furthermore this is not the full story. The surface energy is the energy per unit area of a newly created surface. To be more specific, it is half the energy needed to split the solid in two along a plane and to form the mode condition is

\[
\tilde{\varepsilon}_0(\omega) + \tilde{\varepsilon}_1(\omega) = 0.
\]

(4.7)
these complications. We do not create interfaces. We just move them around.

2. Slab or planar gap (one layer)

For a slab, Fig. 5, with interfaces at $z = 0$ and $z = d$ made of a medium with dielectric function $\tilde{\varepsilon}_1$ in an ambient medium with dielectric function $\tilde{\varepsilon}_0$, we have

$$\tilde{M} = \tilde{M}_0 \cdot \tilde{M}_1$$

$$= \frac{1}{2\tilde{\varepsilon}_0} \left( \tilde{\varepsilon}_0 + \tilde{\varepsilon}_1 - \tilde{\varepsilon}_0 - \tilde{\varepsilon}_1 \right)$$

$$\times \left[ \tilde{\varepsilon}_1 + \tilde{\varepsilon}_0 - e^{2kd}(\tilde{\varepsilon}_1 - \tilde{\varepsilon}_0) \right],$$

and the mode condition becomes

$$[\tilde{\varepsilon}_0(\omega) + \tilde{\varepsilon}_1(\omega)]^2 - e^{-2kd}[\tilde{\varepsilon}_0(\omega) - \tilde{\varepsilon}_1(\omega)]^2 = 0.$$  \hspace{1cm} (4.9)

For a gap, of size $d$, filled with a medium with dielectric function $\tilde{\varepsilon}_0$ between two half-spaces of material with dielectric function $\tilde{\varepsilon}_1$, we may reuse the above result with the interchange of the two dielectric functions. We note that the result will not change. If the half-spaces are made up by two different materials with $\tilde{\varepsilon}_1$ and $\tilde{\varepsilon}_2$, we find

$$[\tilde{\varepsilon}_1 + \tilde{\varepsilon}_0][\tilde{\varepsilon}_2 + \tilde{\varepsilon}_0] - e^{-2kd}[\tilde{\varepsilon}_1 - \tilde{\varepsilon}_0][\tilde{\varepsilon}_2 - \tilde{\varepsilon}_0] = 0,$$  \hspace{1cm} (4.10)

where all dielectric function arguments, $(\omega)$, have been suppressed. Equation (4.10) can then be used to find the zero temperature van der Waals energy per unit area as

$$E = \frac{\hbar}{2} \int \frac{d^2k}{(2\pi)^2} \int_{-\infty}^{\infty} \frac{d\xi}{2\pi} \ln f_k(i\xi) + \ln f_k^{\infty}(i\xi)$$

$$= \frac{\hbar}{2} \int \frac{d^2k}{(2\pi)^2} \int_{-\infty}^{\infty} \frac{d\xi}{2\pi} \ln f_k(i\xi),$$

and the finite temperature result as

$$\delta = \frac{1}{\beta} \int \frac{d^2k}{(2\pi)^2} \sum_{\xi_n} [\ln f_k(i\xi_n) - \ln f_k^{\infty}(i\xi_n)$$

$$= \frac{1}{\beta} \int \frac{d^2k}{(2\pi)^2} \sum_{\xi_n} \ln f_k(i\xi_n);$$  \hspace{1cm} (4.12)

$$\xi_n = \frac{2\pi n}{\hbar\beta}; \hspace{1cm} n = 0, 1, 2, \ldots ,$$

respectively, where $f_k^{\infty}(\omega)$ is the mode condition function at infinite separation and

$$f_k(\omega) = 1 - e^{-2kd}[\tilde{\varepsilon}_1(\omega) - \tilde{\varepsilon}_0(\omega)][\tilde{\varepsilon}_2(\omega) - \tilde{\varepsilon}_0(\omega)]$$

$$[\tilde{\varepsilon}_1(\omega) + \tilde{\varepsilon}_0(\omega)][\tilde{\varepsilon}_2(\omega) + \tilde{\varepsilon}_0(\omega)]$$

is the mode condition function divided by the function at infinite separation. The expressions in Eqs. (4.11) and (4.12) mean that we have chosen the reference system to be the system when the gap is infinitely wide. This result agrees with the result in, e.g., Ref. [26]. The van der Waals force per unit area is obtained as minus the derivative of these energies with respect to the separation $d$.

3. Thin planar diluted gas film (one layer)

It is of interest to find the van der Waals force on an atom in a layered structure. We can obtain this by studying the force on a thin layer of a diluted gas with dielectric function $\varepsilon_g(\omega) = 1 + 4\pi n^2\alpha^2(\omega)$, where $\alpha^2$ is the polarizability of one atom and $n$ the density of atoms (we have assumed that the atom is surrounded by vacuum; if not the 1 should be replaced by the dielectric function of the ambient medium and the atomic polarizability should be replaced by the excess polarizability). For a diluted gas layer, the atoms do not interact with each other and the force on the layer is just the sum of the forces on the individual atoms. So by dividing with the number of atoms in the film, we get the force on one atom. The layer has to be thin in order to have a well defined $z$ value of the atom. Since we will derive the force on an atom in different planar geometries it is fruitful to derive the matrix for a thin diluted gas film. This result can be directly used in the derivation of the van der Waals force on an atom in different planar geometries.

We let the film have the thickness $\delta$ and be placed in the general position $z$. We only keep terms up to linear order in $\delta$ and linear order in $n$. We find the result is

$$\tilde{M}_{\text{gas layer}} = \tilde{M}_0 \cdot \tilde{M}_1$$

$$= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + (\delta n)\alpha^2\pi k \begin{pmatrix} 0 & e^{2kz} \\ -e^{-2kz} & 0 \end{pmatrix}.$$  \hspace{1cm} (4.14)

Now we are done with the gas layer. We will use these results later in calculating the van der Waals force on an atom in planar layered structures.

4. 2D planar film (one layer)

In many situations one is dealing with very thin films. These may be considered 2D. Important examples are a graphene sheet and a 2D electron gas. In the derivation, we let the film have finite thickness $\delta$ and be characterized by a 3D dielectric function $\varepsilon^{3D}$. We then let the thickness $\delta$ go towards zero. The 3D dielectric function depends on $\delta$ as $\varepsilon^{3D} \sim 1/\delta$ for small $\delta$ and $\delta\varepsilon^{3D} \rightarrow 2\varepsilon^{2D}/k$ as $\delta$ goes towards zero [31,32]. $\varepsilon^{2D}(k,\omega)$ is the 2D polarizability of the film. We obtain

$$\tilde{M}_{\text{2D}} = \tilde{M}_0 \cdot \tilde{M}_1$$

$$= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \tilde{\alpha}^{2D} \begin{pmatrix} 0 & e^{2kz} \\ -e^{-2kz} & 1 \end{pmatrix};$$  \hspace{1cm} (4.15)

$$= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \tilde{\alpha}^{2D} \begin{pmatrix} 0 & e^{2kz} \\ -e^{-2kz} & 1 \end{pmatrix}.$$
from the two layer structure in Fig. 6. We let the ambient medium be vacuum. The first layer is a thin layer, of thickness δ, of a diluted gas of atoms of the kind we consider. Its dielectric function is \( \varepsilon_g(\omega) = 1 + 4\pi n \alpha^a(\omega) \), where \( \alpha^a \) is the polarizability of one atom. The density of gas atoms, \( n \), is very low. We let the first interface be at \( z = 0 \) and hence the second at \( z = \delta \). The second layer is a vacuum layer of thickness \( d \). The remaining medium is the substrate which we let be infinitely thick and have the dielectric function \( \varepsilon_s(\omega) \). In what follows we only keep the lowest-order terms in \( \delta \) and \( n \).

The matrix becomes \( \mathbf{M} = \mathbf{M}_0 \cdot \mathbf{M}_1 \cdot \mathbf{M}_2 = \mathbf{M}_{\text{gaslayer}} \cdot \mathbf{M}_2 \), where \( \mathbf{M}_{\text{gaslayer}} \) is given in Eq. (4.14) with \( z = 0 \) and

\[
\mathbf{M}_2 = \frac{1}{2} \begin{pmatrix} (\tilde{\epsilon}_s + 1) & -e^{2kd}(\tilde{\epsilon}_s - 1) \\ -e^{-2kd}(\tilde{\epsilon}_s - 1) & (\tilde{\epsilon}_s + 1) \end{pmatrix}. \tag{4.16}
\]

Now, the matrix element of interest is

\[
M_{11} = \frac{1}{2} \left\{ (\tilde{\epsilon}_s + 1) - 4\pi k a^a b \delta ne^{-2kd}(\tilde{\epsilon}_s - 1) \right\}, \tag{4.17}
\]

and the condition for modes is

\[
(\tilde{\epsilon}_s + 1) - 4\pi k a^a b \delta ne^{-2kd}(\tilde{\epsilon}_s - 1) = 0. \tag{4.18}
\]

The first part of the mode condition function is what one would have in absence of the atom. It gives the surface modes of the substrate. We find

\[
\tilde{f}_k(\omega) = 1 - 4\pi k a^a(\omega) b \delta ne^{-2kd}(\tilde{\epsilon}_s(\omega) - 1) \tag{4.19},
\]

where we have chosen the reference system as the system when the atom is at infinite distance from the substrate. The interaction energy per atom is

\[
\frac{E}{n\delta} = \frac{\hbar}{2n\delta} \int \frac{d^2k}{(2\pi)^2} \int_0^\infty \frac{d\xi}{2\pi} \int_0^\infty \frac{d\xi}{2\pi} \ln \left[ 1 - 4\pi k a^a(i\xi) b \delta ne^{-2kd}(\tilde{\epsilon}_s(i\xi) - 1) \right] \left[ \tilde{\epsilon}_s(i\xi) + 1 \right] = -\frac{\hbar}{2} \int \frac{d^2k}{(2\pi)^2} \alpha^a(2\pi) e^{-2kd} \int_\infty^{-\infty} \frac{d\xi}{2\pi} \alpha^a(2\pi) \left[ \tilde{\epsilon}_s(i\xi) - 1 \right] \left[ \tilde{\epsilon}_s(i\xi) + 1 \right] \tag{4.21}
\]

where we have divided the energy per unit area with the number of gas atoms per unit area resulting in the energy per atom. We have furthermore let the number of atoms per unit area go towards zero and expanded the logarithm \( \ln(1 + x) \to x \).

The force between an atom a distance \( d \) from a substrate is at zero temperature

\[
F(d) = -\frac{3\hbar}{2d^4} \int_0^\infty \frac{d\xi}{2\pi} \alpha^a(i\xi) \left[ \tilde{\epsilon}_s(i\xi) - 1 \right] \left[ \tilde{\epsilon}_s(i\xi) + 1 \right], \tag{4.22}
\]

and at finite temperature, it is

\[
F(d) = -\frac{3\hbar}{2d^4} \frac{1}{\beta} \sum_{\tilde{\epsilon}_s} \alpha^a(i\tilde{\epsilon}_s) \left[ \tilde{\epsilon}_s(i\tilde{\epsilon}_s) - 1 \right] \left[ \tilde{\epsilon}_s(i\tilde{\epsilon}_s) + 1 \right]. \tag{4.23}
\]

6. Force on an atom in between two planar surfaces (three layers)

We refer to Fig. 7 and let the first interface be located at \( z = 0 \) separating one plate with dielectric function \( \tilde{\epsilon}_1 \) from the ambient medium, which we let be vacuum. Next interface, at \( z = d \), is the left interface of the gas layer with dielectric function \( \varepsilon_s \) and thickness \( d \). Thus the third interface is at \( z = d + \delta \). The forth interface is located at \( z = D \) and separates vacuum from the second plate with dielectric function \( \tilde{\epsilon}_2 \). Just as in the previous section, we only keep the lowest-order terms in \( \delta \) and in \( n \). The matrix becomes \( \mathbf{M} = \mathbf{M}_0 \cdot \mathbf{M}_1 \cdot \mathbf{M}_2 = \mathbf{M}_0 \cdot \mathbf{M}_{\text{gaslayer}} \cdot \mathbf{M}_3 \), where \( \mathbf{M}_{\text{gaslayer}} \) is given in Eq. (4.14) with \( z = 0 \) and

\[
\mathbf{M}_2 = \frac{1}{2} \begin{pmatrix} (\tilde{\epsilon}_s + 1) & -e^{2kd}(\tilde{\epsilon}_s - 1) \\ -e^{-2kd}(\tilde{\epsilon}_s - 1) & (\tilde{\epsilon}_s + 1) \end{pmatrix}. \tag{4.24}
\]
where we have moved the matrix subscript to the superscript position to make room for the element subscripts. The matrix element of interest is

\[ M_{11} = \frac{1}{4\tilde{\epsilon}_1} \{ [(\tilde{\epsilon}_1 + 1)(\tilde{\epsilon}_2 + 1) - e^{-2kD}(\tilde{\epsilon}_1 - 1)(\tilde{\epsilon}_2 - 1)] \\
- 4\pi k a^u a^u \delta n [e^{-2kd}(\tilde{\epsilon}_1 - 1)(\tilde{\epsilon}_2 + 1) \\
+ e^{-2k(D-d)}(\tilde{\epsilon}_1 + 1)(\tilde{\epsilon}_2 - 1)) \}. \] (4.25)

The mode condition function after division with the function in absence of the gas layer is

\[ \tilde{f}_k = 1 - 4\pi k a^u \delta n \left[ \frac{e^{-2kd}(\tilde{\epsilon}_1 - 1)(\tilde{\epsilon}_2 + 1)}{1 - e^{-2kD}(\tilde{\epsilon}_1 - 1)(\tilde{\epsilon}_2 + 1)} \right], \] (4.26)

and the interaction energy per atom becomes

\[ \frac{E}{n\delta} = \frac{\hbar}{2n\pi} \int d^2 k \int_0^\infty \frac{d\xi}{2\pi} \log[\tilde{f}_k(i\xi)] \]
\[ \approx -\frac{\hbar}{2} \int d^2 k \int_0^\infty \frac{d\xi}{2\pi} a^u (i\xi) \]
\[ \times \left[ \frac{e^{-2kd}(\tilde{\epsilon}_1 - 1)(\tilde{\epsilon}_2 + 1)}{1 - e^{-2kD}(\tilde{\epsilon}_1 - 1)(\tilde{\epsilon}_2 + 1)} \right] \] (4.27)

Thus the force on the atom is

\[ F(d) = -4\hbar \int_0^\infty d\xi \int_0^\infty d^2 k \int_0^\infty \frac{d\xi}{2\pi} a^u (i\xi) \]
\[ \times \left[ \frac{e^{-2kd}(\tilde{\epsilon}_1 - 1)(\tilde{\epsilon}_2 + 1)}{1 - e^{-2kD}(\tilde{\epsilon}_1 - 1)(\tilde{\epsilon}_2 + 1)} \right] \] (4.28)

and at finite temperature, it is

\[ F(d) = -4\hbar \int_0^\infty d\xi \int_0^\infty d^2 k \sum_{\xi} a^u (i\xi) \]
\[ \times \left[ \frac{e^{-2kd}(\tilde{\epsilon}_1 - 1)(\tilde{\epsilon}_2 + 1)}{1 - e^{-2kD}(\tilde{\epsilon}_1 - 1)(\tilde{\epsilon}_2 + 1)} \right] \] (4.29)

7. Force on an atom next to a 2D planar film (three layers)

In this section, we derive the van der Waals interaction of an atom near a very thin film. We start from the three layer structure in Fig. 8. We take the limit when the thickness of the film goes to zero. The matrix becomes \( \mathbf{M} = \mathbf{M}_0 \cdot \mathbf{M}_1 \cdot \mathbf{M}_2 \cdot \mathbf{M}_3 \), where \( \mathbf{M}_0 \cdot \mathbf{M}_1 \) is the matrix for the thin film, and \( \mathbf{M}_2 \cdot \mathbf{M}_3 \) is the matrix for the gas film. These matrices are given in Eqs. (4.15) and (4.14), respectively.

The matrices are

\[ \mathbf{M}_0 \cdot \mathbf{M}_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \tilde{\alpha}^{2D} \begin{pmatrix} 1 & 1 \\ -1 & -1 \end{pmatrix}, \] (4.30)

\[ \mathbf{M}_2 \cdot \mathbf{M}_3 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + (\delta n) a^u 4\pi k \begin{pmatrix} 0 & e^{-2kd} \\ -e^{-2kd} & 0 \end{pmatrix}. \] (4.31)

8. Interaction between two 2D planar films (three layers)

We start from the three layer structure in Fig. 8. We take the limit when the thickness of the films goes to zero. The matrix becomes \( \mathbf{M} = \mathbf{M}_0 \cdot \mathbf{M}_1 \cdot \mathbf{M}_2 \cdot \mathbf{M}_3 \), where \( \mathbf{M}_0 \cdot \mathbf{M}_1 \) is the matrix for the thin film, and \( \mathbf{M}_2 \cdot \mathbf{M}_3 \) is the matrix for the thin film. These matrices are given in Eqs. (4.15) and (4.14), respectively.

The matrices are

\[ \mathbf{M}_0 \cdot \mathbf{M}_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \tilde{\alpha}^{2D} \begin{pmatrix} 1 & 1 \\ -1 & -1 \end{pmatrix}, \] (4.35)

\[ \mathbf{M}_2 \cdot \mathbf{M}_3 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \tilde{\alpha}^{2D} \begin{pmatrix} 1 & e^{-2kd} \\ -e^{-2kd} & -1 \end{pmatrix}, \] (4.36)

and the element of interest to us is

\[ M_{11} = 1 + \tilde{\alpha}^{2D} + (1 - e^{-2kd})\tilde{\alpha}^{2D} \] (4.37)
The first term produces the modes in the two thin films if they are so far apart that they are not affecting each other. We choose as our reference system the system when the two films are at infinite distance from each other. To get the mode condition function, we divide \( M_{11} \) with the first term. The mode condition function becomes

\[
\tilde{f}_k = 1 - e^{-2kd} \left( \frac{\tilde{\alpha}^{2D}}{1 + \tilde{\alpha}^{2D}} \right)^2. \tag{4.37}
\]

From this we find the energy per unit area

\[
E = \frac{\hbar}{2} \int \frac{d^2k}{(2\pi)^2} \int_{-\infty}^\infty \frac{d\xi}{2\pi} \ln[\tilde{f}_k(i\xi)]
\approx \frac{\hbar}{2} \int \frac{d^2k}{(2\pi)^2} k \int_{-\infty}^\infty \frac{d\xi}{2\pi} \ln \left[ 1 - e^{-2kd} \left( \frac{\tilde{\alpha}^{2D}(k,i\xi)}{1 + \tilde{\alpha}^{2D}(k,i\xi)} \right)^2 \right].
\tag{4.38}
\]

This agrees completely with the results of Ref. [33].

9. Force on an atom in between two 2D planar films (five layers)

Here we let the first 2D film be located at \( z = 0 \), the thin diluted gas film at \( z = d \), and the second 2D film at \( D \). There is vacuum between the three films. Thus the matrix becomes

\[
\tilde{M} = \tilde{M}_0 \cdot \tilde{M}_1 \cdot \tilde{M}_2,
\]

where

\[
\tilde{M}_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \tilde{\alpha}^{2D} \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix},
\]

\[
\tilde{M}_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \delta \alpha^a \delta \pi \kappa \begin{pmatrix} 0 & e^{2kd} \\ e^{-2kd} & 0 \end{pmatrix},
\]

\[
\tilde{M}_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \tilde{\alpha}^{2D} \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}.
\]

The matrix element of interest is

\[
M_{11} = (1 + \tilde{\alpha}^{2D} - e^{-2kd} \tilde{\alpha}^{2D})^2 - \delta \alpha^a \delta \pi \kappa^{2D} (1 + \tilde{\alpha}^{2D}) (e^{-2kd} + e^{-2k(D-d)}).
\tag{4.40}
\]

The first term is the mode condition for the two films at infinite separation in absence of the gas layer. The first two terms is the mode condition in absence of the gas layer [see Eq. (4.36)]. The mode condition function after division with the function in absence of the gas layer is

\[
\tilde{f}_k = 1 - 4\pi k \alpha^a \delta n \frac{\tilde{\alpha}^{2D}[e^{-2kd} + e^{-2k(D-d)}]}{[1 - e^{-2kd} \left( \frac{\tilde{\alpha}^{2D}}{1 + \tilde{\alpha}^{2D}} \right)^2]},
\tag{4.41}
\]

and the interaction energy per atom becomes

\[
E = \frac{\hbar}{2n_\delta} \int \frac{d^2k}{(2\pi)^2} \int_{-\infty}^\infty \frac{d\xi}{2\pi} \ln[\tilde{f}_k(i\xi)]
\approx \frac{\hbar}{2} \int \frac{d^2k}{(2\pi)^2} k \int_{-\infty}^\infty \frac{d\xi}{2\pi} \alpha^a \frac{\tilde{\alpha}^{2D}[e^{-2kd} + e^{-2k(D-d)}]}{[1 - e^{-2kd} \left( \frac{\tilde{\alpha}^{2D}}{1 + \tilde{\alpha}^{2D}} \right)^2]}
\times \frac{\tilde{\alpha}^{2D}(k,i\xi)}{1 + \tilde{\alpha}^{2D}(k,i\xi)}\right)^2].
\tag{4.42}
\]

Thus the force on the atom is

\[
F(d) = -4\hbar \int_0^{\infty} dkk^3 \int_{-\infty}^\infty \frac{d\xi}{2\pi} \alpha^a(i\xi)
\times \frac{\tilde{\alpha}^{2D}(k,i\xi)}{1 + \tilde{\alpha}^{2D}(k,i\xi)}\right)^2].
\tag{4.43}
\]

and at finite temperature, it is

\[
F(d) = -\frac{4}{\beta} \int_0^{\infty} dkk^3 \sum_{\ell_n} \alpha^a(i\xi_n)
\times \frac{\tilde{\alpha}^{2D}(k,i\xi_n)}{1 + \tilde{\alpha}^{2D}(k,i\xi_n)}\right)^2].
\tag{4.44}
\]

Now, we are done with the nonretarded results for planar structures and turn to the more complicated fully retarded treatment.

C. Retarded main results

In the planar geometry, nothing is gained by introducing the two Hertz-Debye potentials, \( \pi_1 \) and \( \pi_2 \). We study the fields themselves. The solution to the vector Helmholtz equation is a field with the spatial variation \( \exp(\mathbf{k} \cdot \mathbf{r}) \exp(\pm \gamma k z) \), where \( \mathbf{k} \) is a two-dimensional wave vector in the plane of the interfaces, \( \mathbf{r} \) is the two dimensional component of the position vector in the \( xy \) plane, and

\[
\gamma = \sqrt{1 - \tilde{\varepsilon}(\omega/ck)^2}, \quad \gamma^{(0)} = \sqrt{1 - (\omega/ck)^2}.
\tag{4.45}
\]

We will make use of the Fresnel coefficients. The amplitude transmission and reflection coefficients for waves impinging on an interface between medium \( i \) and \( j \) from the \( i \) side are

\[
t^s_{i,j} = \frac{2n_i \cos \theta_i}{n_j \cos \theta_i + n_j \cos \theta_j}, \quad t^p_{i,j} = \frac{2n_i \cos \theta_i}{n_j \cos \theta_i + n_j \cos \theta_j},
\]

\[
r^s_{i,j} = \frac{n_j \cos \theta_i - n_j \cos \theta_j}{n_j \cos \theta_i + n_j \cos \theta_j}, \quad r^p_{i,j} = \frac{n_j \cos \theta_i - n_j \cos \theta_j}{n_j \cos \theta_i + n_j \cos \theta_j},
\tag{4.46}
\]

where \( s \) and \( p \) stands for \( s \) and \( p \) polarizations, respectively, or TE and TM, respectively. Now the wave in Fig. 9 with amplitude \( \alpha^{m+1} \) gets contribution from a transmitted part of the wave with amplitude \( \alpha^n \) and a reflected part from the wave with amplitude \( \beta^{n+1} \). Similarly, the wave with amplitude \( \beta^n \) gets contribution from a transmitted part of the wave with amplitude \( \alpha^{n+1} \) and a reflected part of the wave with amplitude \( \alpha^n \). The Fresnel coefficients are valid in our formalism if the interface is at \( z = 0 \). Then we have

\[
\alpha^{m+1} = \alpha^n t_{m,n+1}^s + \beta^{n+1} r_{m+1,n}^s,
\tag{4.47}
\]

\[
\beta^n = \alpha^{n+1} r_{n+1,n}^s + \beta^{n+1} t_{n+1,n}^s.
\]
and after rearrangement and making use of the general relation $t_{n,n+1}t_{n+1,n} = r_{n,n+1}r_{n+1,n} = 1$, we find

$$\left(\begin{array}{c} a_n \\ b_n \end{array}\right) = \frac{1}{r_{n,n+1}} \left(\begin{array}{c} 1 \\ r_{n,n+1} \end{array}\right) \cdot \left(\begin{array}{c} a_{n+1} \\ b_{n+1} \end{array}\right). \quad (4.48)$$

Now, with the position of the interface at $z = z_n$, we have

$$\left(\begin{array}{c} a^n e^{-\gamma n k z_n} \\ b^n e^{\gamma n k z_n} \end{array}\right) = \frac{1}{t_{n,n+1}} \left(\begin{array}{c} 1 \\ r_{n,n+1} \end{array}\right) \cdot \left(\begin{array}{c} a^{n+1} e^{-\gamma n+1 k z_n} \\ b^{n+1} e^{\gamma n+1 k z_n} \end{array}\right), \quad (4.49)$$

or

$$\left(\begin{array}{c} a_n \\ b_n \end{array}\right) = \tilde{M}_n \left(\begin{array}{c} a^{n+1} \\ b^{n+1} \end{array}\right), \quad \tilde{M}_n = \frac{1}{t_{n,n+1}} \left(\begin{array}{cc} e^{-\gamma n+1 k z_n} & e^{\gamma n+1 k z_n} \\ e^{-\gamma n k z_n} & e^{\gamma n k z_n} \end{array}\right) r_{n,n+1}. \quad (4.50)$$

Now we have all we need to determine the fully retarded normal modes in a layered planar structure. We give some examples in the following section.

**D. Retarded special results**

1. Single planar interface (no layer)

For a single interface at $z = 0$ between two media with dielectric functions $\tilde{\varepsilon}_0$ and $\tilde{\varepsilon}_1$, as illustrated in Fig. 4, we have

$$\tilde{M} = \tilde{M}_0 = \frac{1}{l_{0,1}} \left(\begin{array}{c} 1 \\ r_{0,1} \end{array}\right). \quad (4.51)$$

For TE modes, the condition for modes is

$$\gamma_0(k,\omega) + \gamma_1(k,\omega) = 0. \quad (4.52)$$

This equation has no solution so there are no TE modes at a single interface. For the TM modes, the condition for modes is

$$\tilde{\varepsilon}_1(\omega)\gamma_0(k,\omega) + \tilde{\varepsilon}_0(\omega)\gamma_1(k,\omega) = 0. \quad (4.53)$$

This equation has solutions, so there are TM modes at a single interface.

2. Slab or a planar gap (one layer)

For a slab (see Fig. 5) with interfaces at $z = 0$ and $z = d$ made of a medium with dielectric function $\tilde{\varepsilon}_1$ in an ambient medium with dielectric function $\tilde{\varepsilon}_0$, we have

$$\tilde{M} = \tilde{M}_0 \cdot \tilde{M}_1 = \frac{1}{l_{0,1}} \left(\begin{array}{c} 1 \\ r_{0,1} \end{array}\right) \times \frac{1}{l_{1,0}} \left(\begin{array}{c} e^{-(\gamma_0 + \gamma_1)kd} e^{(\gamma_0 + \gamma_1)kd} \\ e^{-(\gamma_0 + \gamma_1)kd} \end{array}\right). \quad (4.54)$$

and the matrix elements are

$$M_{11} = \frac{1}{l_{0,1}l_{1,0}} [e^{-(\gamma_0 + \gamma_1)kd} + e^{-(\gamma_0 + \gamma_1)kd} r_{0,1} r_{1,0}], \quad M_{12} = \frac{1}{l_{0,1}l_{1,0}} [e^{(\gamma_0 + \gamma_1)kd} r_{0,1} + e^{(\gamma_0 + \gamma_1)kd} r_{0,1}], \quad (4.55)$$

$$M_{21} = \frac{1}{l_{0,1}l_{1,0}} [e^{-(\gamma_0 + \gamma_1)kd} r_{0,1} + e^{-(\gamma_0 + \gamma_1)kd} r_{1,0}], \quad M_{22} = \frac{1}{l_{0,1}l_{1,0}} [e^{(\gamma_0 + \gamma_1)kd} r_{0,1} + e^{(\gamma_0 + \gamma_1)kd}].$$

For TE modes, we have

$$(\gamma_0 + \gamma_1)^2 - e^{-2\gamma kd} (\gamma_0 - \gamma_1)^2 = 0, \quad (4.56)$$

and the mode condition function is

$$f^{\text{TE}}_k(\omega) = [\gamma_0(\omega) + \gamma_1(\omega)]^2 - e^{-2\gamma kd}[\gamma_1(\omega) - \gamma_0(\omega)]^2. \quad (4.57)$$

Note that we, as before, have identified the mode condition function as the numerator of the expression in the condition for modes.

For TM modes, we have

$$(\tilde{\varepsilon}_1\gamma_0 + \tilde{\varepsilon}_0\gamma_1)^2 - e^{-2\gamma kd}(\tilde{\varepsilon}_1\gamma_0 - \tilde{\varepsilon}_0\gamma_1)^2 = 0, \quad (4.58)$$

and the mode condition function is

$$f^{\text{TM}}_k(\omega) = [\tilde{\varepsilon}_1(\omega)\gamma_0(\omega) + \tilde{\varepsilon}_0(\omega)\gamma_1(\omega)]^2 - e^{-2\gamma kd}[\tilde{\varepsilon}_0(\omega)\gamma_1(\omega) - \tilde{\varepsilon}_1(\omega)\gamma_0(\omega)]^2. \quad (4.59)$$

For a gap, of size $d$, filled with a medium with dielectric function $\tilde{\varepsilon}_0$ between two half-spaces of material with dielectric function $\tilde{\varepsilon}_1$ we may reuse the above result with the interchange of the two dielectric functions. We note that in this case, when retardation is included, the result will change—it did not change in the nonretarded treatment. We have

$$f^{\text{TE}}_k(\omega) = [\gamma_0(\omega) + \gamma_1(\omega)]^2 - e^{-2\gamma kd}[\gamma_1(\omega) - \gamma_0(\omega)]^2, \quad f^{\text{TM}}_k(\omega) = [\tilde{\varepsilon}_1(\omega)\gamma_0(\omega) + \tilde{\varepsilon}_0(\omega)\gamma_1(\omega)]^2 - e^{-2\gamma kd}[\tilde{\varepsilon}_0(\omega)\gamma_1(\omega) - \tilde{\varepsilon}_1(\omega)\gamma_0(\omega)]^2. \quad (4.60)$$
If the half-spaces are made up from two different materials with \( \tilde{\varepsilon}_1 \) and \( \tilde{\varepsilon}_2 \), we find

\[
f_k^{\mathrm{TE}}(\omega) = \left[ \gamma_0(\omega) + \gamma_1(\omega) \right] \left[ \gamma_0(\omega) + \gamma_2(\omega) \right] - e^{-2\gamma_0\omega kd} \left[ \gamma_1(\omega) - \gamma_0(\omega) \right] \left[ \gamma_2(\omega) - \gamma_0(\omega) \right],
\]

\[
f_k^{\mathrm{TM}}(\omega) = \left[ \tilde{\varepsilon}_1(\omega) \gamma_0(\omega) + \tilde{\varepsilon}_0(\omega) \gamma_1(\omega) \right] \left[ \tilde{\varepsilon}_2(\omega) \gamma_0(\omega) + \tilde{\varepsilon}_0(\omega) \gamma_2(\omega) \right] - e^{-2\gamma_0\omega kd} \left[ \tilde{\varepsilon}_1(\omega) \gamma_0(\omega) - \tilde{\varepsilon}_1(\omega) \gamma_0(\omega) \right] \left[ \tilde{\varepsilon}_2(\omega) \gamma_0(\omega) - \tilde{\varepsilon}_2(\omega) \gamma_0(\omega) \right].
\]

(4.61)

When we want to calculate the Casimir energy between two half-spaces we choose the reference system to be the system when the separation is infinite. Then the mode condition functions are

\[
f_k^{\mathrm{TE}}(\omega) = 1 - e^{-2\gamma_0 kd} \left[ \gamma_1(\omega) \gamma_2(\omega) - \gamma_0(\omega) \right] \gamma_0(\omega) + \gamma_1(\omega) \gamma_2(\omega) = 1 - e^{-2\gamma_0 kd} r_{1,2} r_{2,3},
\]

\[
f_k^{\mathrm{TM}}(\omega) = 1 - e^{-2\gamma_0 kd} \left[ \tilde{\varepsilon}_1(\omega) \gamma_0(\omega) - \tilde{\varepsilon}_2(\omega) \gamma_0(\omega) \right] \gamma_0(\omega) + \tilde{\varepsilon}_2(\omega) \gamma_2(\omega) = 1 - e^{-2\gamma_0 kd} r_{1,2} r_{2,3},
\]

(4.62)

where we have used the amplitude reflection coefficients from Eq. (4.46). We have suppressed the argument \( \omega \) from all functions. These results agree with the standard Lifshitz formulation [3,34,35]. Now, let the two half-spaces be ideal metals. We let the other and the force on the layer is just the sum of the forces (polarizability should be replaced by the excess polarizability).

3. Thin planar diluted gas film (one layer)

It is of interest to find the force on an atom in a layered structure. We can obtain this by studying the force on a thin layer of a diluted gas with dielectric function \( \varepsilon_{\rho}(\omega) = 1 + 4\pi n \alpha^\rho(\omega) \), where \( \alpha^\rho \) is the polarizability of one atom and \( n \) the density of atoms (we have assumed that the atom is surrounded by vacuum; if not the 1 should be replaced by the dielectric function of the ambient medium and the atomic polarizability should be replaced by the excess polarizability). For a diluted gas layer, the atoms do not interact with each other and the force on the layer is just the sum of the forces on the individual atoms. So by dividing with the number of atoms in the film, we get the force on one atom. The layer has to be thin in order to have a well defined value of the atom.

Since we will derive the force on an atom in different planar geometries, it is fruitful to derive the matrix for a thin diluted gas. This result can be directly used in the derivation of the force on an atom in different planar geometries.

We let the film have the thickness \( \delta \) and be placed in the general position \( z \). We only keep terms up to linear order in \( \delta \) and linear order in \( n \). We find that the result up to linear order in \( \delta \) is

\[
\mathbf{M}_0 \cdot \mathbf{M}_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \delta k \begin{pmatrix} -\gamma_1 \left[ 1 + \alpha_0 \right] \gamma_2 & -2 \gamma_0 \alpha_0 e^{-2\gamma_0 kd} \\ 2 \gamma_0 \alpha_0 e^{-2\gamma_0 kd} & \gamma_0 \left[ 1 + \alpha_0 \right] \gamma_1 \end{pmatrix}.
\]

(4.64)

To go further and find the result to lowest order in \( n \), we have to specify the mode type.

For TM modes, we get

\[
\mathbf{M}_{\gamma \text{gas} \text{layer}}^{\mathrm{TM}} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \frac{(\delta n) 2\pi \kappa a^\rho}{\gamma(0)} \begin{pmatrix} -\left( \frac{\gamma_1}{\gamma_0} \right)^2 & -2 - \left( \frac{\gamma_0}{\gamma_1} \right)^2 \gamma_0 e^{-2\gamma_0 kd} \\ 2 - \left( \frac{\gamma_0}{\gamma_1} \right)^2 \gamma_0 e^{-2\gamma_0 kd} & \left( \frac{\gamma_0}{\gamma_1} \right)^2 \end{pmatrix},
\]

(4.65)

and for TE modes,

\[
\mathbf{M}_{\gamma \text{gas} \text{layer}}^{\mathrm{TE}} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \frac{(\delta n) 2\pi \kappa a^\rho (\omega/c) k}{\gamma(0)} \begin{pmatrix} -1 & -e^{2\gamma_0 kd} \\ e^{-2\gamma_0 kd} & 1 \end{pmatrix}.
\]

(4.66)

Now we are done with the gas layer. We will use these results later in calculating the force on an atom in planar layered structures.
4. 2D planar film (one layer)

In many situations, one is dealing with very thin films. These may be considered 2D (two dimensional). Important examples are a graphene sheet and a 2D electron gas. In the derivation, we let the film have finite thickness $\delta$ and be characterized by a 3D dielectric function $\varepsilon^{3D}$. We then let the thickness go towards zero. The 3D dielectric function depends on $\delta$ as $\varepsilon^{3D} \sim 1/\delta$ for small $\delta$ and $\delta \varepsilon^{3D} \rightarrow 2\pi^{2D}/k$ as $\delta$ goes towards zero [31,32]. We may now start from Eq. (4.64) use the proper reflection and transmission coefficients for the mode type under consideration and let $\delta$ go towards zero.

For the TM modes, we obtain

$$\tilde{M}_{2D}^{TM} = \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right) + \frac{\gamma_0(k\delta^{3D})}{2} \left( \begin{array}{cc} 1 & -e^{2\gamma_0 k\delta} \\ -e^{-2\gamma_0 k\delta} & 1 \end{array} \right)$$

and for the TE modes, we find

$$\tilde{M}_{2D}^{TE} = \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right) - \frac{(\delta \tilde{\varepsilon}^{3D})^{k}(k\omega/ck)^{2}}{2\gamma_0^{(0)}} \left( \begin{array}{cc} 1 & e^{2\gamma_0 k\delta} \\ -e^{-2\gamma_0 k\delta} & 1 \end{array} \right).$$

5. Force on an atom next to a planar substrate (two layers)

We start from the two layer structure in Fig. 6. We let the ambient be vacuum. The first layer is the thin gas layer treated in Sec. IV D 3. We place it at $z = 0$. The second layer is a vacuum layer of thickness $d$. The remaining medium is the substrate which we let be infinitely thick and have the dielectric function $\tilde{\varepsilon}_s(\omega)$. The matrix becomes $\tilde{M} = \tilde{M}_0 \cdot \tilde{M}_1 \cdot \tilde{M}_2 = \tilde{M}_{gaslayer} \cdot \tilde{M}_2$, where we already know the first matrix. Now,

$$\tilde{M}_2 = \left( \begin{array}{cc} 1 & \frac{\gamma_{1}(0)}{2\sqrt{\gamma_0(0)}} \\ \frac{\gamma_{1}(0)}{2\sqrt{\gamma_0(0)}} & 1 \end{array} \right) \frac{\gamma_{2}(0)}{\gamma_{2}(0)}$$

For TM modes, it becomes

$$\tilde{M}_2^{TM} = \tilde{\varepsilon}_s \gamma_0^{(0)} + \gamma_s \frac{\gamma_{2}(0)}{2\sqrt{\gamma_0(0)}} \frac{1}{1 + \frac{\gamma_{2}(0)}{\gamma_{2}(0)}},$$

and for TE modes,

$$\tilde{M}_2^{TE} = \frac{\gamma_{1}(0) + \gamma_s}{2\gamma_0^{(0)}} \times \left( \begin{array}{cc} e^{-(\gamma_{1}+\gamma_0 k\delta)\frac{\gamma_{1}(0)}{\gamma_{2}(0)}} & e^{-(\gamma_{1}+\gamma_0 k\delta)\gamma_{2}(0)} \\ e^{-(\gamma_{1}+\gamma_0 k\delta)\gamma_{2}(0)} & e^{-(\gamma_{1}+\gamma_0 k\delta)\frac{\gamma_{1}(0)}{\gamma_{2}(0)}} \end{array} \right).$$

Note the first part in each mode condition function,

$$f_{TM}^{0} = 1 - \frac{(\delta n)2\pi k\alpha^{*}(\omega/ck)^2}{\gamma_0^{(0)}} \left[ 1 + e^{-2\gamma_0 k\delta} \left\{ \frac{\gamma_{1}(0) + \gamma_s}{\gamma_0^{(0)}} \right\} \right] = 0.$$

The interaction energy per atom becomes

$$E = \frac{\hbar}{n\delta} \int \frac{d^2 k}{(2\pi)^2} \int_{0}^{\infty} \frac{d\xi}{2\pi} \left[ \ln \left( f_{TM}(i\xi) \right) + \ln \left( \tilde{f}_{TM}(i\xi) \right) \right]$$

$$= 2\pi \hbar \int \frac{d^2 k}{(2\pi)^2} \int_{0}^{\infty} \frac{d\xi}{2\pi} \frac{\hbar^2}{ \pi^2} \left( \frac{\xi}{\gamma_0^{(0)}} \gamma_0^{(0)}(i\xi) - \gamma_s(i\xi) \gamma_{2}(0) \right) \gamma_{2}(0) \left( \frac{\gamma_{1}(0) + \gamma_s}{\gamma_0^{(0)}} \right)^2 \gamma_{2}(0) \left( \frac{\gamma_{1}(0) + \gamma_s}{\gamma_0^{(0)}} \right)^2 \gamma_{2}(0) \left( \frac{\gamma_{1}(0) + \gamma_s}{\gamma_0^{(0)}} \right)^2 \gamma_{2}(0) \left( \frac{\gamma_{1}(0) + \gamma_s}{\gamma_0^{(0)}} \right)^2 \gamma_{2}(0) \left( \frac{\gamma_{1}(0) + \gamma_s}{\gamma_0^{(0)}} \right)^2.$$
where we have taken the limit when $\langle \delta n \rangle$ goes towards zero. The force on the atom is

$$F(d) = 4\pi \hbar \int \frac{d^2k}{(2\pi)^2} \int_0^\infty \frac{d\xi}{2\pi} \alpha^{at}(i\xi)e^{-2\gamma_0^{(0)}(i\xi)kd} \left\{ \left(\frac{\gamma_s(i\xi)}{\gamma^{(0)}(i\xi)} - \gamma_s(i\xi) \right) \left(\frac{\gamma_s(i\xi)}{\gamma^{(0)}(i\xi)} + \gamma_s(i\xi) \right) + 2 + \left(\frac{\xi}{ck}\right)^2 \frac{\gamma_s(i\xi) - \gamma_s(i\xi) \gamma^{(0)}(i\xi)}{\gamma_s(i\xi) + \gamma_s(i\xi) \gamma^{(0)}(i\xi)} \right\}.$$  

(4.79)

At finite temperature, it is

$$F(d) = \frac{4\pi}{\beta} \int \frac{d^2k}{(2\pi)^2} \int_0^\infty \frac{d\xi}{2\pi} \alpha^{at}(i\xi_n)e^{-2\gamma_0^{(0)}(i\xi_n)d} \left\{ \left(\frac{\gamma_s(i\xi_n)}{\gamma^{(0)}(i\xi_n)} - \gamma_s(i\xi_n) \right) \left(\frac{\gamma_s(i\xi_n)}{\gamma^{(0)}(i\xi_n)} + \gamma_s(i\xi_n) \right) + 2 + \left(\frac{\xi_n}{ck}\right)^2 \frac{\gamma_s(i\xi_n) - \gamma_s(i\xi_n) \gamma^{(0)}(i\xi_n)}{\gamma_s(i\xi_n) + \gamma_s(i\xi_n) \gamma^{(0)}(i\xi_n)} \right\}.$$  

(4.80)

These results are in complete agreement with the results in Ref. [37].

6. Force on an atom in between two planar surfaces (three layers)

We refer to Fig. 7 and let the first interface be located at $z = 0$ separating one plate with dielectric function $\tilde{\varepsilon}_1$ from the ambient medium which we let be vacuum. Next interface, at $z = d$, is the left interface of the gas layer with dielectric function $\varepsilon_g$ and thickness $\delta$. Thus the third interface is at $z = d + \delta$. The forth interface is located at $z = D$ and separates vacuum from the second plate with dielectric function $\tilde{\varepsilon}_2$. The matrix becomes $\tilde{M} = \tilde{M}_0 \cdot \tilde{M}_1 \cdot \tilde{M}_2 \cdot \tilde{M}_3 = \tilde{M}_0 \cdot \tilde{M}_{\text{gaslayer}} \cdot \tilde{M}_3$, where $\tilde{M}_{\text{gaslayer}}$ is taken from Eq. (4.65) or (4.66) for TM modes and TE modes, respectively, and

$$\tilde{M}_0 = \frac{1}{r_{0,1}} \begin{pmatrix} 1 & 1 \\ r_{0,1} & 1 \end{pmatrix}, \quad \tilde{M}_3 = \frac{1}{f_{3,4}} \begin{pmatrix} e^{-i\gamma_1\cdot y,\varepsilon^{(0)}D_{r_{0,1},r_{1,3}}} & e^{i\gamma_2 + \varepsilon^{(0)}D_{r_{0,1},r_{1,3}}} \\ e^{-i\gamma_1\cdot y,\varepsilon^{(0)}D_{r_{0,1},r_{1,3}}} & e^{i\gamma_2 + \varepsilon^{(0)}D_{r_{0,1},r_{1,3}}} \end{pmatrix}.$$  

(4.81)

Now,

$$M_{11} = (M_{11}^0) (M_{12}^0) \cdot \tilde{M}_{\text{gaslayer}} \cdot (M_{11}^3) (M_{12}^3).$$  

(4.82)

To find a general expression valid for both mode types, we use the expression in Eq. (4.64) for $\tilde{M}_{\text{gaslayer}}$. It is the expression to linear order in $\delta$ but before the lowest order in $n$ is taken. Then

$$M_{11} = \frac{e^{-i\gamma_1\cdot y,\varepsilon^{(0)}D_{r_{0,1},r_{1,3}}} + \delta k}{1 + e^{-2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}} + \delta k} \left\{ (\gamma_s - \gamma^{(0)})(1 - e^{-2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}}) - 2\gamma^{(0)}_{r_{2,3}}(e^{-2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}} - e^{2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}}D_{r_{3,4}}) \right\}.$$  

(4.83)

The condition for modes is

$$1 + e^{-2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}} + \delta k \left\{ (\gamma_s - \gamma^{(0)})(1 - e^{-2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}}) - 2\gamma^{(0)}_{r_{2,3}}(e^{-2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}} - e^{2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}}D_{r_{3,4}}) \right\} = 0.$$  

(4.84)

The mode condition function is

$$\tilde{f}_k = 1 + \frac{\delta k}{1 + e^{-2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}}} \left\{ (\gamma_s - \gamma^{(0)})(1 - e^{-2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}}) - 2\gamma^{(0)}_{r_{2,3}}(e^{-2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}} - e^{2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}}D_{r_{3,4}}) \right\}$$

$$= 1 + \frac{\delta k \alpha^{at}}{\gamma^{(0)}(1 + e^{-2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}})} \left[ -2\pi (\omega/ck)^2(1 - e^{-2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}}) - 2\gamma^{(0)}_{r_{2,3}}(\frac{\gamma_{r_{2,3}}}{\gamma^{(0)}})(1 - e^{-2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}}D_{r_{3,4}}) \right].$$  

(4.85)

Just as for the atom next to a substrate a part of this function does not depend on the position of the gas layer. The energy change is due to the screening of the vacuum caused by the polarizable atom. It is interesting to note that this effect is modified by the presence of the two planar surfaces. We intend to investigate this further in a forthcoming publication. We divide with the function

$$f_k^0 = 1 - \frac{\delta k(1 - e^{-2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}})}{1 + e^{-2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}}} (\gamma_s - \gamma^{(0)}) = 1 - \delta k \alpha^{at} \frac{2\pi}{\gamma^{(0)}} (\frac{\omega}{ck})^2 \left( \frac{1 - e^{-2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}}}{1 + e^{-2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}}} \right).$$  

(4.86)

For the energy this means that we subtract a term that is independent of the position of the atom and will not effect the force on the atom. We find

$$\tilde{z}_k = 1 + \delta k \alpha^{at} \left\{ -2\gamma^{(0)}(r_{2,3}/\gamma^{(0)}) \left( e^{-2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}} - e^{2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}}D_{r_{3,4}} \right) \right\} \left[ 1 + e^{-2\gamma_0^{(0)}D_{r_{0,1},r_{1,3}}}D_{r_{3,4}} \right].$$  

(4.87)

and the interaction energy per atom is

$$\frac{E}{n\delta} = \hbar \int \frac{d^2k}{(2\pi)^2} \int_0^\infty \frac{d\xi}{2\pi} \left[ I^{TM}(k,i\xi) + I^{TE}(k,i\xi) \right].$$  

(4.88)
where

$$I_{TM}^{\alpha \beta}(k, \omega) = \frac{2\pi k [2 - (\omega/ck)^2]}{\gamma^{(0) \alpha \beta}} \left[ e^{-2\gamma^{(0) \alpha \beta} d_{TM}} - e^{-2\gamma^{(0) \alpha \beta} d_{TM}} \right],$$

$$I_{TE}^{\alpha \beta}(k, \omega) = \frac{2\pi k (\omega/ck)^2}{\gamma^{(0) \alpha \beta}} \left[ e^{-2\gamma^{(0) \alpha \beta} d_{TE}} - e^{-2\gamma^{(0) \alpha \beta} d_{TE}} \right].$$

(4.89)

The explicit expressions for the entering reflection coefficients are obtained from Eq. (4.46). They are

$$r_{0,1}^{TM}(k, \omega) = \sqrt{1 - \bar{\epsilon}_1(\omega)(\omega/ck)^2 - \bar{\epsilon}_1(\omega)} \sqrt{1 - (\omega/ck)^2} + \bar{\epsilon}_1(\omega)(\omega/ck)^2,$$

$$r_{0,1}^{TE}(k, \omega) = \sqrt{1 - \bar{\epsilon}_1(\omega)(\omega/ck)^2 - \bar{\epsilon}_1(\omega)} \sqrt{1 - (\omega/ck)^2} + \bar{\epsilon}_1(\omega)(\omega/ck)^2,$$

$$r_{3,4}^{TM}(k, \omega) = \bar{\epsilon}_2(\omega) \sqrt{1 - (\omega/ck)^2} - \sqrt{1 - \bar{\epsilon}_2(\omega)}(\omega/ck)^2,$$

$$r_{3,4}^{TE}(k, \omega) = \bar{\epsilon}_2(\omega) \sqrt{1 - (\omega/ck)^2} + \sqrt{1 - \bar{\epsilon}_2(\omega)}(\omega/ck)^2.$$

(4.90)

Thus the force on the atom is

$$F(d) = \hbar \int \frac{d^2k}{(2\pi)^2} \int_0^\infty \frac{d\xi}{\pi} \left[ J_{TM}(k, i\xi) + J_{TE}(k, i\xi) \right],$$

(4.91)

where

$$J_{TM}(k, \omega) = \frac{4\pi k^2 [2 - (\omega/ck)^2]}{[1 + e^{-2\gamma^{(0) \alpha \beta} d_{TM}}]} \left[ e^{-2\gamma^{(0) \alpha \beta} d_{TM}} + e^{-2\gamma^{(0) \alpha \beta} d_{TM}} \right],$$

$$J_{TE}(k, \omega) = \frac{4\pi k^2 (\omega/ck)^2}{[1 + e^{-2\gamma^{(0) \alpha \beta} d_{TM}}]} \left[ e^{-2\gamma^{(0) \alpha \beta} d_{TM}} + e^{-2\gamma^{(0) \alpha \beta} d_{TM}} \right].$$

(4.92)

and at finite temperature it is

$$F(d) = \frac{1}{\beta} \int \frac{d^2k}{(2\pi)^2} \sum_{\xi_n} \left[ J_{TM}(k, i\xi_n) + J_{TE}(k, i\xi_n) \right].$$

(4.93)

7. Force on an atom next to a planar 2D film (three layers)

In this section, we derive the Casimir interaction of an atom near a very thin film. We proceed along he lines of Sec. IV B 7. We start from the three layer structure in Fig. 8. The matrix becomes $\mathbf{M} = \mathbf{\tilde{M}}_0 \cdot \mathbf{\tilde{M}}_1 \cdot \mathbf{\tilde{M}}_2 \cdot \mathbf{\tilde{M}}_3$, where $\mathbf{\tilde{M}}_0 \cdot \mathbf{\tilde{M}}_1$ is the matrix for the thin film, and $\mathbf{\tilde{M}}_2 \cdot \mathbf{\tilde{M}}_3$ is the matrix for the gas film. These matrices we have derived before. We have two mode types, TM and TE.

We start with the TM modes. The resulting matrices for the two thin layers were given in Eqs. (4.67) and (4.65), respectively. They are

$$\mathbf{\tilde{M}}_0 \cdot \mathbf{\tilde{M}}_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \frac{\gamma^{(0) \alpha \beta} (\delta \xi^D)}{2} \begin{pmatrix} 1 & -1 \\ 1 & -1 \end{pmatrix},$$

$$\mathbf{\tilde{M}}_2 \cdot \mathbf{\tilde{M}}_3 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \frac{(\delta n)2\pi k a^{\alpha \beta}}{\gamma^{(0) \alpha \beta}} \left( e^{-2\gamma^{(0) \alpha \beta} 2} - \left( \frac{\omega}{c} \right)^2 \right) \left( 2 - \left( \frac{\omega}{c} \right)^2 \right).$$

(4.94)

and the resulting matrix element that interests us is

$$M_{11} = 1 + \frac{(\delta n)2\pi k a^{\alpha \beta}}{\gamma^{(0) \alpha \beta}} \left( \frac{\omega}{c} \right)^2 - (\delta n)\pi k^2 a^{\alpha \beta}(\delta \xi^D) \left( \frac{\omega}{c} \right)^2 + e^{-2\gamma^{(0) \alpha \beta} 2} \left( 2 - \left( \frac{\omega}{c} \right)^2 \right).$$

(4.95)

The TM mode condition function becomes

$$f_{TM}^{TM}(\omega) = 1 - \frac{(\delta n)\pi k^2 a^{\alpha \beta}(\delta \xi^D) \left( 2 - \left( \frac{\omega}{c} \right)^2 \right) e^{-2\gamma^{(0) \alpha \beta} 2}}{1 + \frac{2\pi k (\omega/ck)^2}{\gamma^{(0) \alpha \beta}}}$$

$$\approx 1 - \frac{(\delta n)\pi k^2 a^{\alpha \beta}(\delta \xi^D) \left( 2 - \left( \frac{\omega}{c} \right)^2 \right) e^{-2\gamma^{(0) \alpha \beta} 2}}{1 + \frac{2\pi k (\omega/ck)^2}{\gamma^{(0) \alpha \beta}}}.$$
For the TE modes, the matrices for the two films from Eqs. (4.68) and (4.66), respectively are
\[
\begin{align*}
\tilde{M}_0 \cdot \tilde{M}_1 &= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} - \frac{(\delta E^{3D})k(\omega/ck)^2}{2\gamma^{(0)}} \begin{pmatrix} 1 & 1 \\ -1 & -1 \end{pmatrix}, \\
\tilde{M}_2 \cdot \tilde{M}_3 &= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} - \frac{(\delta n)(\omega/ck)^22\pi k\sigma_{\alpha\beta}}{\gamma^{(0)}} \begin{pmatrix} 1 & 1 \\ -e^{-2\gamma^{(0)}kd} & -1 \end{pmatrix},
\end{align*}
\] (4.97)
and the resulting matrix element that interests us is
\[
M_{11} = 1 - \frac{(\delta E^{3D})k(\omega/ck)^2}{2\gamma^{(0)}} \frac{\omega(\omega/ck)^22\pi k\sigma_{\alpha\beta}(\delta E^{3D})}{\gamma^{(0)}} (1 - e^{-2\gamma^{(0)}kd}).
\] (4.98)

The TE mode condition function is
\[
\tilde{f}_{TE}^{(\alpha\beta)}(\omega) = 1 - \frac{(\omega/ck)^22\pi k(\delta n)\sigma_{\alpha\beta}}{\gamma^{(0)}} \frac{\omega(\omega/ck)^22\pi k\sigma_{\alpha\beta}(\delta E^{3D})}{\gamma^{(0)}} e^{-2\gamma^{(0)}kd} \\
\approx 1 - \frac{(\delta n)(\omega/ck)^22\pi k\sigma_{\alpha\beta}(\delta E^{3D})}{\gamma^{(0)}} e^{-2\gamma^{(0)}kd} \\
= 1 - \frac{(\delta n)2\pi k\sigma_{\alpha\beta}(\delta E^{3D})}{\gamma^{(0)}} e^{-2\gamma^{(0)}kd}.
\] (4.99)

The interaction energy per atom is
\[
\frac{E}{n\delta} = \frac{\hbar}{n\delta} \int \frac{d^2k}{(2\pi)^2} \int_0^\infty \frac{d\xi}{2\pi} \left[ \ln \left[ \tilde{f}_{TE}^{TM}(i\xi) \right] + \ln \left[ \tilde{f}_{TE}^{TM}(i\xi) \right] \right] \\
\approx \frac{h}{2\pi} \int \frac{d^2k}{(2\pi)^2} \int_0^\infty \frac{d\xi}{2\pi} \left[ \tilde{f}_{TE}^{TM}(i\xi) - 1 \right] + \left[ \tilde{f}_{TE}^{TM}(i\xi) - 1 \right] \\
= -\frac{\hbar}{2\pi} \int d^2k \int_0^\infty d\xi \alpha_{\alpha\beta}(i\xi)\alpha^{2D}(k,i\xi)e^{-2\sqrt{1+(\xi/ck)^2}kd} \\
\times \left\{ \frac{2 + (\xi/ck)^2}{1 + \sqrt{1 + (\xi/ck)^2}} \alpha^{2D}(k,i\xi) + \frac{(\xi/ck)^4}{1 + (\xi/ck)^2(1 + (\xi/ck)^2 + \alpha^{2D}(k,i\xi)(\xi/ck)^2)} \right\}.
\] (4.100)
and the force on the atom becomes
\[
F(d) = -\frac{\hbar}{\pi} \int d^3k \int_0^\infty d\xi \alpha_{\alpha\beta}(i\xi)\alpha^{2D}(k,i\xi)e^{-2\sqrt{1+(\xi/ck)^2}kd} \\
\times \left\{ \frac{2 + (\xi/ck)^2}{1 + \sqrt{1 + (\xi/ck)^2}} \alpha^{2D}(k,i\xi) + \frac{(\xi/ck)^4}{1 + (\xi/ck)^2(1 + (\xi/ck)^2 + \alpha^{2D}(k,i\xi)(\xi/ck)^2)} \right\}.
\] (4.101)

8. Interaction between two 2D planar films (three layers)

In this section, we derive the Casimir interaction between two thin films. We proceed along the lines of the preceding section. We start from the three layer structure in Fig. 8. We take the limit when the thickness of the film goes to zero. The matrix becomes
\[
\tilde{M} = \tilde{M}_0 \cdot \tilde{M}_1 \cdot \tilde{M}_2 \cdot \tilde{M}_3, \quad \text{where} \quad \tilde{M}_0 \cdot \tilde{M}_1 \text{ is the matrix for one of the thin films, and} \quad \tilde{M}_2 \cdot \tilde{M}_3 \text{ is the matrix for the other.}
\]
We start with the TM modes. The matrices from Eq. (4.67), one for \( z = 0 \) and one for \( z = d \) are
\[
\begin{align*}
\tilde{M}_0^{TM} \cdot \tilde{M}_1^{TM} &= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \alpha^{2D}\gamma^{(0)} \begin{pmatrix} 1 & -1 \\ 1 & -1 \end{pmatrix}, \\
\tilde{M}_2^{TM} \cdot \tilde{M}_3^{TM} &= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \alpha^{2D}\gamma^{(0)} \begin{pmatrix} 1 & 1 \\ e^{-2\gamma^{(0)}kd} & -1 \end{pmatrix}.
\end{align*}
\] (4.102)
The matrix element of interest to us is
\[
M_{11} = (1 + \alpha^{2D}\gamma^{(0)})^2 - (\alpha^{2D}\gamma^{(0)})^2 e^{-2\gamma^{(0)}kd}.
\] (4.103)
and the mode condition function for TM modes is
\[
\tilde{f}^{TM} = 1 - e^{-2\gamma_{0D}} \left( \frac{a^{2D} \gamma^{(0)}_2}{1 + a^{2D} \gamma^{(0)}_1} \right)^2.
\] (4.104)

Now, we continue with the TE modes. The matrices from Eq. (4.68), one for \( z = 0 \) and one for \( z = d \) are
\[
\tilde{M}_0^{TE} \cdot \tilde{M}_1^{TE} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} - a^{2D} \frac{\omega}{ck} \begin{pmatrix} 1 & 1 \\ -1 & -1 \end{pmatrix},
\]
\[
\tilde{M}_2^{TE} \cdot \tilde{M}_3^{TE} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} - a^{2D} \frac{\omega}{ck} \begin{pmatrix} 1 & e^{2\gamma_{0D}kd} \\ -e^{-2\gamma_{0D}kd} & -1 \end{pmatrix}.
\] (4.105)

The matrix element of interest to us is
\[
M_{11} = \left( 1 - a^{2D} \frac{\omega}{ck} \right)^2 - \left( a^{2D} \frac{\omega}{ck} \right)^2 e^{-2\gamma_{0D}kd},
\] (4.106)

and the mode condition function for TE modes is
\[
\tilde{f}^{TE} = 1 - e^{-2\gamma_{0D}kd} \left( \frac{a^{2D} \gamma^{(0)}_2}{1 + a^{2D} \gamma^{(0)}_1} \right)^2.
\] (4.107)

From this we find the energy per unit area
\[
E = \frac{\hbar}{2} \int \frac{d^2k}{(2\pi)^2} \int_{-\infty}^{\infty} d\xi \left[ \ln \left( \tilde{f}^{TM}(i\xi) \right) \right] + \ln \left[ \tilde{f}^{TE}(i\xi) \right]
\]
\[
= \frac{\hbar}{2} \int \frac{d^2k}{(2\pi)^2} \int_{-\infty}^{\infty} d\xi \ln \left[ 1 - e^{-2\gamma_{0D}(i\xi)kd} \left( \frac{\tilde{\alpha}^{2D}(k,i\xi)\gamma^{(0)}_2(k,i\xi)}{1 + \tilde{\alpha}^{2D}(k,i\xi)\gamma^{(0)}_1(k,i\xi)} \right)^2 \right]
\]
\[
+ \frac{\hbar}{2} \int \frac{d^2k}{(2\pi)^2} \int_{-\infty}^{\infty} d\xi \ln \left[ 1 - e^{-2\gamma_{0D}(i\xi)kd} \left( \frac{-\tilde{\alpha}^{2D}(k,i\xi)(\xi/ck)^2}{\gamma^{(0)}_1(k,i\xi) + \tilde{\alpha}^{2D}(k,i\xi)(\xi/ck)^2} \right)^2 \right].
\] (4.108)

This agrees completely with the results of Refs. [33,38].

### 9. Force on an atom in between two 2D films (five layers)

Here we let the first 2D film be located at \( z = 0 \), the thin diluted gas film at \( z = d \), and the second 2D film at \( D \). There is vacuum between the three films. Thus the matrix becomes \( \tilde{M} = \tilde{M}_0 \cdot \tilde{M}_1 \cdot \tilde{M}_2 \). These matrices we have derived before. We have two mode types, TM and TE.

We start with the TM modes. The resulting matrices for the two 2D films were given in Eq. (4.67) and for the gas film in (4.65), respectively. They are
\[
\tilde{M}_0^{TM} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \tilde{\alpha}^{2D} \gamma^{(0)} \begin{pmatrix} 1 & -1 \\ 1 & -1 \end{pmatrix},
\]
\[
\tilde{M}_1^{TM} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \left( \delta \alpha \right) \frac{2\pi k a^{at}}{\gamma^{(0)}_1} \left[ \frac{-(\frac{\omega}{ck})^2}{2 - (\frac{\omega}{ck})^2} e^{-2\gamma_{0D}kd} \right] \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}.
\]
\[
\tilde{M}_2^{TM} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \tilde{\alpha}^{2D} \gamma^{(0)} \begin{pmatrix} 1 & -e^{-2\gamma_{0D}kd} \\ e^{-2\gamma_{0D}kd} & -1 \end{pmatrix}.
\] (4.109)

The matrix element of interest is
\[
M_{11}^{TM} = \left( 1 + \gamma^{(0)}_1 \tilde{\alpha}^{2D} \right)^2 \left[ 1 - 2\pi k \delta n a^{at} \left( \frac{\omega}{ck} \right)^2 \right] - e^{-2\gamma_{0D}kd} \left( \gamma^{(0)}_1 \tilde{\alpha}^{2D} \right)^2 \left[ 1 + 2\pi k \delta n a^{at} \left( \frac{\omega}{ck} \right)^2 \right]
\]
\[
+ \frac{2\pi k \delta n a^{at}}{\gamma^{(0)}_1} \left( e^{-2\gamma_{0D}kd} \left( \gamma^{(0)}_1 \tilde{\alpha}^{2D} \right) + 1 \right) \left( \frac{\omega}{ck} \right)^2 - 2 + e^{-2\gamma_{0D}kd} \left( \gamma^{(0)}_1 \tilde{\alpha}^{2D} \right) \left( \gamma^{(0)}_1 \tilde{\alpha}^{2D} + 1 \right) \left( \frac{\omega}{ck} \right)^2 - 2 \right].
\] (4.110)
The first term is the mode condition when all three films are at infinite distance from each other. The mode condition function after division with the part of the function that is independent of the position of the gas layer is

\[
f_k^{TM} = 1 + \frac{2\pi k\delta\alpha^{at}(\omega)}{\gamma(0)} \frac{\left[ e^{-2\gamma(0)kD-d} + e^{-2\gamma(0)kd} \right] \left[ \frac{\gamma}{\gamma(0)} \right]^2 - 2}{1 - e^{-2\gamma(0)kD} \left( \frac{\gamma}{\gamma(0)} \right)^2},
\]

where the suppressed function arguments are \((k, \omega)\). If we instead had divided by the function in absence of the atom, we would get one extra energy term that is independent of the position of the atom and does not affect the force. It gives a different contribution to the energy than the result from Eq. (4.76) due to the presence of the two 2D sheets. It means a modification of the atom self-energy. The interaction energy per atom from the TM modes becomes

\[
\frac{E^{TM}}{n\delta} = -\hbar \int_0^\infty dk k^2 \int_{-\infty}^{\infty} d\xi \frac{1}{2\pi} \alpha^{at}(\xi) \left[ \left( \frac{\xi}{ck} \right)^2 + 2 \right] \frac{\gamma^{0^2D}}{1 + \gamma^{0^2D}} \frac{\left[ e^{-2\gamma(0)kd} + e^{-2\gamma(0)kD-d} \right]}{\left[ 1 - e^{-2\gamma(0)kd} \left( \frac{\gamma}{\gamma(0)} \right)^2 \right]^2},
\]

where the suppressed function arguments are \((k, i\xi)\). Thus the force on the atom from the TM modes is

\[
F^{TM}(d) = -\frac{2}{\beta} \int_0^\infty dk k^2 \int_{-\infty}^{\infty} d\xi \alpha^{at}(\xi) \left[ \left( \frac{\xi}{ck} \right)^2 + 2 \right] \frac{\gamma^{0^2D}}{1 + \gamma^{0^2D}} \frac{\left[ e^{-2\gamma(0)kd} - e^{-2\gamma(0)kD-d} \right]}{\left[ 1 - e^{-2\gamma(0)kd} \left( \frac{\gamma}{\gamma(0)} \right)^2 \right]^2},
\]

and at finite temperature it is

\[
F^{TM}(d) = -\frac{2}{\beta} \int_0^\infty dk k^2 \alpha^{at}(\xi) \left[ \left( \frac{\xi_n}{ck} \right)^2 + 2 \right] \frac{\gamma^{0^2D}}{1 + \gamma^{0^2D}} \frac{\left[ e^{-2\gamma(0)kd} - e^{-2\gamma(0)kD-d} \right]}{\left[ 1 - e^{-2\gamma(0)kd} \left( \frac{\gamma}{\gamma(0)} \right)^2 \right]^2},
\]

where the suppressed function arguments are \((k, i\xi_n)\).

Now, we continue with the TE modes. The resulting matrices for the two 2D films were given in Eq. (4.67) and for the gas film in Eq. (4.65), respectively. They are

\[
\hat{M}_{0}^{TE} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \alpha^{2D} \left( \frac{\omega}{\gamma(0)} \right)^2 \left( \frac{1}{\gamma(0)} \right)^2,
\]

\[
\hat{M}_{1}^{TE} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \frac{\delta n}{\gamma(0)} \frac{(2\pi k\alpha^{at})}{\gamma(0)} \left( \frac{\omega}{\gamma(0)} \right)^2 \left[ e^{-2\gamma(0)kD} - e^{-2\gamma(0)kd} \right],
\]

\[
\hat{M}_{2}^{TE} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \alpha^{2D} \left( \frac{\omega}{\gamma(0)} \right)^2 \left( \frac{1}{\gamma(0)} \right)^2 \left[ e^{-2\gamma(0)kD} - e^{-2\gamma(0)kd} \right].
\]

The matrix element of interest is

\[
M_{11}^{TE} = \left[ 1 - \alpha^{2D} \left( \frac{\omega}{\gamma(0)} \right)^2 \left( \frac{1}{\gamma(0)} \right)^2 \right]^2 - \alpha^{2D} \left( \frac{\omega}{\gamma(0)} \right)^2 \left( \frac{1}{\gamma(0)} \right)^2 e^{-2\gamma(0)kD} - \frac{\delta n}{\gamma(0)} \frac{(2\pi k\alpha^{at})}{\gamma(0)} \left( \frac{\omega}{\gamma(0)} \right)^2 \left[ 1 - 2\alpha^{2D} \left( \frac{\omega}{\gamma(0)} \right)^2 \left( \frac{1}{\gamma(0)} \right)^2 \right]^2
\]

\[- \frac{\delta n}{\gamma(0)} \frac{(2\pi k\alpha^{at})}{\gamma(0)} \left( \frac{\omega}{\gamma(0)} \right)^2 \left( \frac{1}{\gamma(0)} \right)^2 \left[ e^{-2\gamma(0)kd} + e^{-2\gamma(0)kD-d} \right]
\]

\[+ \frac{\delta n}{\gamma(0)} \frac{(2\pi k\alpha^{at})}{\gamma(0)} \left( \frac{\omega}{\gamma(0)} \right)^2 \left[ \alpha^{2D} \left( \frac{\omega}{\gamma(0)} \right)^2 \left( \frac{1}{\gamma(0)} \right)^2 \right]^2 \left[ e^{-2\gamma(0)kd} + e^{-2\gamma(0)kD-d} \right].
\]

The first term is the mode condition when all three films are at infinite distance from each other. The mode condition function after division with the part of the function that is independent of the position of the gas layer is

\[
f_k^{TE} = 1 - \frac{\delta n}{\gamma(0)} \frac{(2\pi k\alpha^{at})}{\gamma(0)} \left( \frac{\omega}{\gamma(0)} \right)^2 \left[ \frac{\alpha^{2D} \left( \frac{k}{\gamma(0)} \right)^2}{\gamma(0)} \right]^2 \left[ e^{-2\gamma(0)kd} + e^{-2\gamma(0)kD-d} \right]
\]

\[1 - \left[ \frac{\alpha^{2D} \left( \frac{k}{\gamma(0)} \right)^2}{\gamma(0)} \right]^2 e^{-2\gamma(0)kD},
\]

where the suppressed function arguments are \((k, \omega)\).

The interaction energy per atom from the TE modes becomes

\[
\frac{E^{TE}}{n\delta} = -\hbar \int_0^\infty dk k^2 \int_{-\infty}^{\infty} d\xi \alpha^{at}(\xi) \left[ \left( \frac{\xi}{ck} \right)^2 + 2 \right] \frac{\alpha^{2D} \left( \frac{k}{\gamma(0)} \right)^2}{\gamma(0)} \left[ e^{-2\gamma(0)kd} + e^{-2\gamma(0)kD-d} \right]
\]

\[1 - \left[ \frac{\alpha^{2D} \left( \frac{k}{\gamma(0)} \right)^2}{\gamma(0)} \right]^2 e^{-2\gamma(0)kD}.
\]
where the suppressed function arguments are \((k, i\xi_n)\). Thus the force on the atom from the TE modes is

\[
F_{\text{TE}}(d) = -2\hbar \int_0^\infty \frac{dk}{k} \int_{-\infty}^{\infty} \frac{d\xi}{2\pi} \alpha^{\text{TE}}(\frac{\xi}{c}) \left( \frac{\xi^2}{\rho^2 + 4\chi^2(\frac{\xi}{c})} \right)^2 \left( e^{2i\rho_0 kd} - e^{-2i\rho_0 k(D-d)} \right),
\]

and at finite temperature, it is

\[
F_{\text{TE}}(d) = -\frac{1}{\beta} \int_0^\infty \frac{dk}{k} \int_{-\infty}^{\infty} \frac{d\xi}{2\pi} \alpha^{\text{TE}}(\frac{\xi}{c}) \left( \frac{\xi^2}{\rho^2 + 4\chi^2(\frac{\xi}{c})} \right)^2 \left( e^{2i\rho_0 kd} - e^{-2i\rho_0 k(D-d)} \right),
\]

where the suppressed function arguments are \((k, i\xi_n)\).

**V. SPHERICAL STRUCTURES**

For a spherical object, the rightmost medium, \(n = N + 1\), in Fig. 3 is the core. The leftmost, \(n = 0\), is the ambient. The boundary condition is that there are no incoming waves, i.e., there is no wave moving towards the right in medium \(n = 0\). The fields are self-sustained; no fields are coming in from outside.

**A. Nonretarded main results**

In the nonretarded treatment of a spherical structure, we let the waves represent solutions to Laplace’s equation, Eq. (3.21), in spherical coordinates, \((r, \theta, \phi)\), for the scalar potential, \(\Phi\). The interfaces are spherical surfaces and the \(r\) coordinate is constant on each interface. The solutions increase towards the left in Fig. 3. We suppress this factor here. Then

\[
R(r) = r^l, \quad L(r) = r^{-(l+1)}.
\]

Using the boundary conditions that the potential and the normal component of the \(D\) field are continuous across an interface \(n\) gives

\[
a^n r_j^n + b^n r_{-n}^{-l(1+1)} = a^{n+1} r_j^{n+1} + b^{n+1} r_{-n}^{-(l+1)}, \quad a^n \tilde{\varepsilon}_n r_j^{n-1} - b^n \tilde{\varepsilon}_n (l+1) r_{-n}^{-(l+2)} = a^{n+1} \tilde{\varepsilon}_{n+1} r_j^{n-1} - b^{n+1} \tilde{\varepsilon}_{n+1} (l+1) r_{-n}^{-(l+2)},
\]

and we may identify the matrix \(\tilde{A}_n(r_n)\) as

\[
\tilde{A}_n(r_n) = \begin{pmatrix}
 r_j^{n-1} & r_{-n}^{-(l+1)} \\
 \tilde{\varepsilon}_n (l+1) r_{-n}^{-(l+2)} & -\tilde{\varepsilon}_n (l+1) r_{-n}^{-(l+2)}
\end{pmatrix}.
\]

The matrix \(\tilde{M}_n\) is

\[
\tilde{M}_n = \frac{1}{(2l+1)} \begin{pmatrix}
 \tilde{\varepsilon}_n (l+1) + \tilde{\varepsilon}_{n+1} l & (l+1) (\tilde{\varepsilon}_n - \tilde{\varepsilon}_{n+1}) r_{-n}^{-(2l+1)} \\
 l (\tilde{\varepsilon}_n - \tilde{\varepsilon}_{n+1}) r_{-n}^{2l+1} & \tilde{\varepsilon}_{n+1} (l+1) + \tilde{\varepsilon}_n l
\end{pmatrix}.
\]

Since the function \(L(r)\) in Eq. (5.2) diverges at the origin it is excluded from the core region and hence we have no wave moving towards the left in that region. According to Eq. (3.6) this means that

\[
f_{l,m}(\omega) = M_{11}.
\]

Before we end this section we introduce the \(2l\) pole polarizabilities \(\alpha^{(2)}_l\) and \(\alpha^{(2)}_{m,2l}\) for the spherical interface since these appear repeatedly in the sections that follow. The first is valid outside and the second inside. The polarizability \(\alpha^{(2)}_l = -b^n / a^n\) under the assumption that \(b^n > 0\). One obtains \(\alpha^{(2)}_l = -M_{21} / M_{11}\), and from Eq. (5.5), one finds

\[
\alpha^{(2)}_l = \frac{\tilde{\varepsilon}_{n+1} l (\tilde{\varepsilon}_n - \tilde{\varepsilon}_{n+1}) r_{-n}^{-(2l+1)}}{\tilde{\varepsilon}_n (l+1) + \tilde{\varepsilon}_{n+1} l}.
\]
Sometimes it is convenient to use an alternative form of the matrix $\hat{\mathbf{M}}_0$,

$$
\hat{\mathbf{M}}_n = \frac{\tilde{\varepsilon}_n (l + 1) + \tilde{\varepsilon}_{n+1} l}{(2l+1) \tilde{\varepsilon}_n} \times \left( \frac{1}{l \tilde{\varepsilon}_n (l+1) + \tilde{\varepsilon}_{n+1} l} \right)
$$

$$
= M_n \left( \begin{array}{c} 1 \\ -\alpha_n^2 \end{array} \right) \frac{l \tilde{\varepsilon}_n (l+1) + \tilde{\varepsilon}_{n+1} l}{l \tilde{\varepsilon}_{n+1} l + \tilde{\varepsilon}_n l},
$$

Now we have all we need to determine the nonretarded normal modes in a layered spherical structure. We give some examples in the following sections.

**B. Nonretarded special results**

1. **Solid sphere (no layer)**

For a solid sphere of radius $a$ and dielectric function $\tilde{\varepsilon}_1(\omega)$ in an ambient of dielectric function $\tilde{\varepsilon}_0(\omega)$, as illustrated in Fig. 10, we have

$$
\hat{\mathbf{M}} = \hat{\mathbf{M}}_0 = \frac{1}{(2l+1) \tilde{\varepsilon}_0} \times \left( \begin{array}{c} \tilde{\varepsilon}_0 (l + 1) + \tilde{\varepsilon}_1 l \\ l (\tilde{\varepsilon}_0 - \tilde{\varepsilon}_1) a^{2l+1} \end{array} \right),
$$

and the condition for modes is $\tilde{\varepsilon}_1(\omega)/\tilde{\varepsilon}_0(\omega) = -(l+1)/l$. This result covers both solid spheres and spherical cavities. For a solid sphere of dielectric function $\tilde{\varepsilon}(\omega)$ in vacuum and for a spherical cavity in a medium of dielectric function $\tilde{\varepsilon}(\omega)$, the condition for modes is $\tilde{\varepsilon}(\omega) = -(l+1)/l$ and $\tilde{\varepsilon}(\omega) = -l/(l+1)$, respectively.

2. **Spherical shell or gap (one layer)**

Here we start from a more general geometry namely that of a coated sphere in a medium and get the spherical shell and gap as special limits. For a solid sphere of dielectric function $\tilde{\varepsilon}_2$ with a coating of inner radius $a$ and outer radius $b$, Fig. 11, made of a medium with dielectric function $\tilde{\varepsilon}_1$ in an ambient medium with dielectric function $\tilde{\varepsilon}_0$, we have

$$
\hat{\mathbf{M}} = \hat{\mathbf{M}}_0 \cdot \hat{\mathbf{M}}_1
$$

$$
= \frac{1}{(2l+1) \tilde{\varepsilon}_0} \times \left( \begin{array}{c} \tilde{\varepsilon}_0 (l + 1) + \tilde{\varepsilon}_1 l \\ l (\tilde{\varepsilon}_0 - \tilde{\varepsilon}_1) a^{2l+1} \end{array} \right),
$$

and from direct derivation of the $M_{11}$ element, the condition for modes becomes

$$
\left( \begin{array}{c} b \\ a \end{array} \right) \left( \begin{array}{c} \tilde{\varepsilon}_1 \\ \tilde{\varepsilon}_0 \end{array} \right) = \left( \begin{array}{c} \tilde{\varepsilon}_1 (l + 1) + \tilde{\varepsilon}_1 l \\ l (\tilde{\varepsilon}_1 - \tilde{\varepsilon}_2) a^{2l+1} \end{array} \right).
$$

Alternatively, we may elaborate using the matrix version in Eq. (5.9):

$$
M_{11} = M_{11}^0 M_{11}^1 \left[ 1 - a_n^{(2)} \alpha_n^2 \right]
$$

$$
= M_{11}^0 M_{11}^1 \left[ 1 - \frac{b^{2l+1}(l+1) \tilde{\varepsilon}_0(\omega) a^{2l+1}(\tilde{\varepsilon}_1 - \tilde{\varepsilon}_2)}{\tilde{\varepsilon}_0(l+1) + \tilde{\varepsilon}_1 l} \frac{a^{2l+1}(\tilde{\varepsilon}_2 - \tilde{\varepsilon}_1)}{\tilde{\varepsilon}_1(l+1) + \tilde{\varepsilon}_2 l} \right]
$$

$$
= 0.
$$

Let us now study a spherical shell of inner radius $a$, outer radius $b$ and of a medium with dielectric function $\tilde{\varepsilon}(\omega)$ in a medium of dielectric function $\tilde{\varepsilon}_0(\omega)$. The condition for modes we get from Eq. (5.12) by the replacements $\tilde{\varepsilon}_2(\omega) \rightarrow \tilde{\varepsilon}_0(\omega)$ and $\tilde{\varepsilon}_1(\omega) \rightarrow \tilde{\varepsilon}(\omega)$. For a spherical gap of dielectric function $\tilde{\varepsilon}_0(\omega)$ in a medium of dielectric function $\tilde{\varepsilon}(\omega)$, we instead make the replacements $\tilde{\varepsilon}_0(\omega)$, $\tilde{\varepsilon}_2(\omega) \rightarrow \tilde{\varepsilon}(\omega)$ and $\tilde{\varepsilon}_1(\omega) \rightarrow \tilde{\varepsilon}_0(\omega)$. For both these geometries, we find the same condition for modes, viz.,

$$
\left( \begin{array}{c} b \\ a \end{array} \right) \left( \begin{array}{c} \tilde{\varepsilon}(\omega) \tilde{\varepsilon}_0(\omega)(l+1) [\tilde{\varepsilon}(\omega)l + \tilde{\varepsilon}_0(\omega)(l+1)] \\ l(l+1)[\tilde{\varepsilon}(\omega) - \tilde{\varepsilon}_0(\omega)]^2 \end{array} \right).
$$

3. **Thin spherical diluted gas film (one layer)**

It is of interest to find the van der Waals force on an atom in a layered structure. We can obtain this by studying the force on a thin layer of a diluted gas with dielectric function $\tilde{\varepsilon}_4(\omega) = 1 + 4\pi n a^{2n}(\omega)$, where $\alpha^{2n}$ is the polarizability of one atom.
and $n$ the density of atoms (we have assumed that the atom is surrounded by vacuum; if not, the 1 should be replaced by the dielectric function of the ambient medium and the atomic polarizability should be replaced by the excess polarizability). For a diluted gas layer, the atoms do not interact with each other and the force on the layer is just the sum of the forces on the individual atoms. So by dividing with the number of atoms in the film, we get the force on one atom. The layer has to be thin in order to have a well defined $r$ value of the atom. Since we will derive the force on an atom in different spherical geometries, it is fruitful to derive the matrix for a thin diluted gas shell. This result can be directly used in the derivation of the van der Waals force on an atom in different spherical geometries.

We let the film have the thickness $\delta$ and be of a general radius $r$. We only keep terms up to linear order in $\delta$ and linear order in $n$. We find the result is

$$\mathbf{M}_{\text{gas layer}} = \mathbf{M}_0 \cdot \mathbf{M}_1$$

$$= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + (\delta n) 4\pi \alpha \omega^2 \times \begin{pmatrix} 0 & (l+1)r^{-2} \\ -r(l+1) & 0 \end{pmatrix}.$$

Now we are done with the gas layer. We will use these results later in calculating the van der Waals force on an atom in spherical layered structures.

$\textbf{4. 2D spherical film (one layer)}$

In many situations, one is dealing with very thin films. These may be considered 2D (two dimensional). Important examples are a graphene sheet and a 2D electron gas. In the derivation, we let the film have finite thickness $\delta$ and be characterized by a 3D dielectric function $\varepsilon^{3D}$. We then let the thickness go towards zero. The 3D dielectric function depends on $\delta$ as $\varepsilon^{3D} \sim 1/\delta$ for small $\delta$. In the planar structure, we could in the limit when $\delta$ goes towards zero obtain a momentum dependent 2D dielectric function. Here we only keep the long-wavelength limit of the 2D dielectric function [31,32]. We obtain

$$\mathbf{M}_{2D} = \mathbf{M}_0 \cdot \mathbf{M}_1$$

$$= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \left(\frac{\delta \varepsilon^{3D}}{2l+1}\right) \begin{pmatrix} 1 & r^{-(2l+1)} \\ 0 & -1 \end{pmatrix}.$$

(5.16)

We will also need the $2^l$ pole polarizability of the thin spherical shell in vacuum. It can be obtained from Eq. (5.16). The polarizability is $-b^l/a^{l+1}$ under the assumption that $a^{l+1} = 0$. One obtains $\alpha^{2D}_I = -M_{2l}/M_{1l}$. We find

$$\alpha^{2D}_I(a;\omega) = \frac{\delta \varepsilon^{3D} l(l+1)a^{2l+1}}{(2l+1)\alpha + \delta \varepsilon^{3D} l(l+1)}.$$  

(5.17)

where we have reserved the first argument before the semicolon for the radius of the spherical film. Note that for a perfectly reflecting thin spherical shell the $2^l$ pole polarizability, $\alpha^{2D}_I = a^{2l+1}$, coincides with that for a perfectly reflecting sphere of the same radius [compare with Eq. (5.7)] and the interaction is the same. This is what one would expect.

It is further convenient to define the $2^l$ pole susceptibility [39] as the polarizability stripped by the factor $a^{2l+1}$.

$$\chi^{2D}_I(a;\omega) = \frac{\delta \varepsilon^{3D} l(l+1)}{(2l+1) \alpha + \delta \varepsilon^{3D} l(l+1)}.$$  

(5.18)

The $2^l$ pole polarizability “seen from inside the shell” we get from Eq. (5.16). The polarizability is $-a^l/b^{l+1}$ under the assumption that $a^l = 0$. One obtains $\alpha^{2D}_I(a;\omega) = (2l+1) \chi^{2D}_I(a;\omega)$ and $\alpha^{2D}_I(a;\omega) = a^{-(2l+1)} \chi^{2D}_I(a;\omega)$.

Sometimes it is convenient to use an alternative form of the matrix $\mathbf{M}_{2D}$.

$$\mathbf{M}_{2D} = \frac{(2l+1)\alpha + \delta \varepsilon^{3D} l(l+1)}{(2l+1)r}$$

$$\times \begin{pmatrix} 1 & 1 \frac{\delta \varepsilon^{3D} l(l+1)a^{2l+1}}{2l+1} \\ -\frac{\delta \varepsilon^{3D} l(l+1)(2l+1)a^{2l+1}}{2l+1} & 0 \end{pmatrix}.$$  

(5.20)

$\textbf{5. Force on an atom outside a sphere (two layers)}$

We let the atom be at the distance $d$ from the sphere of radius $a$ and at the distance $b$ from the center of the sphere. We start from the two layer structure in Fig. 12. We let the ambient be vacuum. The first layer is a thin layer, of thickness $\delta$. The second layer is a thin gas layer, of thickness $\delta$. We find the result is

$$\mathbf{M} = \mathbf{M}_{2D} \cdot \mathbf{M}_{\text{gas layer}}$$

$$= \begin{pmatrix} 0 & 1 & 2 \\ 0 & 1 & 2 \end{pmatrix}$$

$$\begin{pmatrix} E = 1 & \tilde{E}_c & E = 1 \\ E_{\tilde{c}} & \tilde{E}_c & \tilde{E}_c \end{pmatrix}$$

$\text{FIG. 12. (Color online) The geometry of a thin gas layer the distance } d \text{ from a sphere or cylinder of radius } a \text{ in the nonretarded treatment.}$

$\text{Now we are done with the gas layer. We will use these results later in calculating the van der Waals force on an atom in spherical layered structures.}$
vacuum layer of thickness $d$. The remaining medium is the sphere of radius $a$ with the dielectric function $\tilde{\varepsilon}_1(\omega)$. In what follows we only keep lowest-order terms in $\delta$ and in $n$.

The matrix becomes $\tilde{\mathbf{M}} = \tilde{\mathbf{M}}_0 \cdot \tilde{\mathbf{M}}_1 \cdot \tilde{\mathbf{M}}_2 = \tilde{\mathbf{M}}_{\text{gas layer}} \cdot \tilde{\mathbf{M}}_2$ where $\tilde{\mathbf{M}}_{\text{gas layer}}$ is the matrix in Eq. (5.15) now for the $r$ value $b$ and

$$\tilde{\mathbf{M}}_2 = \frac{1}{(2l + 1)} \begin{pmatrix} (l + 1) + \tilde{\varepsilon}_1 l & (l + 1)(1 - \tilde{\varepsilon}_1) a^{-2(l+1)} \\ (l - \tilde{\varepsilon}_1) a^{2l+1} & \tilde{\varepsilon}_1 (l + 1) + l \end{pmatrix},$$

(5.21)

the matrix in Eq. (5.10) with the replacement $\tilde{\varepsilon}_0 \to 1$. The matrix element of interest is

$$M_{11} \approx \frac{1}{(2l + 1)} [(l + 1) + \tilde{\varepsilon}_1 l - (\delta n) 4 \pi a^4 a^0 l(l + 1)
\times b^{-(2l+2)} a^{2l+1}(\tilde{\varepsilon}_1 - 1)].$$

(5.22)

The mode condition function when the reference system is that when the atom is at infinite distance from the sphere then becomes

$$\tilde{f}_{l,m} = 1 - (\delta n) 4 \pi a^4 \left[ \frac{(l + 1) b^{-(2l+2)} a^{2l+1}(\tilde{\varepsilon}_1 - 1)}{(l + 1) + \tilde{\varepsilon}_1 l} \right].$$

(5.23)

The interaction energy per atom we get by dividing the energy with the number of atoms in the gas shell. It is

$$\frac{E}{4 \pi b^2 \delta n} = \frac{\hbar}{4 \pi b^2 \delta n} \int_0^\infty \frac{d\xi}{2\pi} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \ln[f_{l,m}(i\xi)]
\approx -\frac{\hbar}{4 \pi b^2 \delta n} \int_0^\infty \frac{d\xi}{2\pi} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} 4 \pi n a^4 a^0 \delta
\times \left[ \frac{l(l + 1) b^{-(2l+2)} a^{2l+1}(\tilde{\varepsilon}_1 - 1)}{(l + 1) + \tilde{\varepsilon}_1 l} \right],$$

$$= -\hbar \int_0^\infty \frac{d\xi}{2\pi} \sum_{l=0}^{\infty} a^4(i\xi) \left[ \frac{(l + 1)(l + 1) a^{2l+1} l(\tilde{\varepsilon}_1(i\xi) - 1)}{b^{2(2l+2)}} \right]
\frac{(l + 1) + \tilde{\varepsilon}_1 l}{l + 1} \left[ a^4(i\xi) \right],$$

$$= -\hbar \int_0^\infty \frac{d\xi}{2\pi} \sum_{l=0}^{\infty} (2l + 1)(l + 1) a^{2l+1} l(\tilde{\varepsilon}_1(i\xi) - 1)
\frac{b^{2(2l+2)}}{(l + 1) + \tilde{\varepsilon}_1 l},$$

$$= -\hbar \int_0^\infty \frac{d\xi}{2\pi} \sum_{l=0}^{\infty} \left[ l(2l + 1)(l + 1) \right]
\frac{2(l + 1)(l + 1) a^{2l+1} l(\tilde{\varepsilon}_1(i\xi) - 1)}{b^{2(2l+2)}}
\frac{d}{(l + 1) + \tilde{\varepsilon}_1 l},$$

where $b = a + d$, and

$$\alpha_l(a; i\xi) = \frac{a^{2l+1} l(\tilde{\varepsilon}_1(i\xi) - 1)}{(l + 1) + \tilde{\varepsilon}_1 l},$$

(5.25)

is the $2^l$ pole polarizability, introduced in Eq. (5.7), of the sphere in vacuum (Ref. [3], Eq. (5.68)). Note that the $l = 0$ term does not contribute to the interaction.

The force on the atom is obtained as minus the derivative of the result in Eq. (5.24) with respect to $d$, i.e.,

$$F(b) = -\hbar \int_0^\infty \frac{d\xi}{2\pi} \sum_{l=0}^{\infty} \left[ l(2l + 1)(l + 1) \right]
\frac{2(l + 1)(l + 1) \alpha_l(a; i\xi)}{b^{2(2l+2)}}.$$
From this we find that the interaction energy per atom becomes
\[ E = \frac{-\hbar}{4\pi d^2\delta n} \int_0^\infty \frac{\partial}{\partial E} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \ln[\tilde{f}_{l,m}(i\xi)] \]
\[ \approx -\frac{\hbar}{4\pi d^2\delta n} \int_0^\infty \frac{\partial}{\partial E} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} 4\pi(\delta n)\alpha^{\text{at}}(i\xi)\alpha_l^{(2)}(a;i\xi)d2l \]
\[ = -\hbar \int_0^\infty \frac{\partial}{\partial E} \sum_{l=1}^{\infty} \sum_{m=-l}^{l} \frac{2l(2l+1)!}{[2l-1]![2l]!} \alpha^{\text{at}}(i\xi)\alpha_l^{(2)}(a;i\xi)d2l+1, \]
(5.30)
and the force on the atom is
\[ F = -\hbar \int_0^\infty \frac{\partial}{\partial E} \sum_{l=1}^{\infty} \sum_{m=-l}^{l} \left[ \frac{2l(2l+1)!}{[2l-1]![2l]!} \alpha^{\text{at}}(i\xi)\alpha_l^{(2)}(a;i\xi) \right] \]
\[ \times \alpha^{\text{at}}(i\xi)\alpha_l^{(2)}(a;i\xi). \]  
(5.31)
Note that the \( l = 0 \) and \( l = 1 \) terms do not contribute to the interaction.

7. Van der Waals interaction between two atoms (two layers)

Here we may use the result from the previous section to derive the van der Waals interaction between two atoms. We let the atom outside the sphere be of type 1. We let the spherical core of the structure be made up of a diluted gas of atoms of type 2. Then we let the density of the gas go towards zero and at the same time let the radius of the sphere go to zero (\( b \) goes towards \( d \)). We furthermore only keep the \( l = 1 \) term in the expansion; we are only interested in dipole-dipole interactions. So we divide the energy in Eq. (5.24) further with the number of atoms of the other species contained in the sphere and take the limits
\[ E = \frac{-\hbar}{4\pi b^2\delta n (n_zAa^3/3)} \int_0^\infty \frac{\partial}{\partial E} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \ln[\tilde{f}_{l,m}(i\xi)] \]
\[ \approx -\frac{\hbar}{b^2(3n_zAa^3/3)} \int_0^\infty \frac{\partial}{\partial E} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \frac{3 \cdot 2 \cdot 3}{3} \]
\[ = -\frac{6\hbar}{b^2} \int_0^\infty \frac{\partial}{\partial E} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \alpha_l^{(2)}(a;i\xi), \]  
(5.32)
which is the van der Waals result (Ref. [3], Eq. (6.39)).

8. Force between two spherical objects

In Sec. V B 5, we obtained the force between an atom and a spherical object. We kept contributions from dipolar fluctuations in the atom, only. The dipolar and all higher-order fluctuations of the sphere were included. This means that the results are valid for separations large compared to the size of the atom. Equation (5.24) is the first term of the more general expression,
\[ E = -\hbar \int_0^\infty \frac{\partial}{\partial E} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \frac{2l(2l+1)!}{[2l-1]![2l]!} \alpha_l^{(2)}(a;i\xi) \]
\[ \times \alpha_l^{(2)}(a;i\xi) d2l+1. \]  
(5.33)
which is valid for all spherical objects. Here, \( d \) denotes the distance between the centers of the spheres.

9. Force on an atom in a spherical gap (three layers)

Here, we study an atom in a spherical vacuum gap with the outer and inner radii \( b \) and \( a \), respectively. The medium outside the gap has dielectric function \( \tilde{\varepsilon}(\omega) \) and the medium inside the dielectric function \( \tilde{\varepsilon}_2(\omega) \). The atom is at the distance \( r \) from the center. The matrix for this geometry is \( M = \tilde{M}_0 \cdot \tilde{M}_1 \cdot \tilde{M}_2 \), where
\[ \tilde{M}_0 \]
\[ = \frac{\varepsilon_1(l+1)+l}{(2l+1)n_1} \left( \begin{array}{c} \alpha_l^{(2)}(\varepsilon_1) \\ \alpha_l^{(2)}(\varepsilon_1) \end{array} \right), \]
\[ \tilde{M}_1 \]
\[ = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) \left( \begin{array}{c} \alpha_l^{(2)}(\varepsilon_2) \\ \alpha_l^{(2)}(\varepsilon_2) \end{array} \right), \]
\[ \tilde{M}_2 \]
\[ = \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right) \left( \begin{array}{c} \alpha_l^{(2)}(\varepsilon_3) \\ \alpha_l^{(2)}(\varepsilon_3) \end{array} \right). \]  
(5.34)
The matrix element of interest is
\[ M_{11} = M_{11}^{(1)} M_{11}^{(2)} \frac{1}{1-\alpha_l^{(2)}(\varepsilon_2) \alpha_l^{(2)}(\varepsilon_2) \alpha_l^{(2)}(\varepsilon_2) \alpha_l^{(2)}(\varepsilon_2)}. \]  
(5.35)
This leads to the following proper mode condition function:
\[ \tilde{f}_{l,m} = 1 - (\delta n)4\pi\alpha^{\text{at}} \left[ (l+1)r^{-2l+2}\alpha_l^{(2)} + lr^{-2l+2}\alpha_l^{(2)} \right], \]  
(5.36)
where the reference system is the spherical gap in absence of the atom. The two \( 2l \) pole polarizabilities \( \alpha_l^{(2)} \) and \( \alpha_l^{(2)}(\varepsilon_2) \) defined in Eqs. (5.7) and (5.8) are
\[ \alpha_l^{(2)} = \frac{(l+1)l^{2l+1}}{\tilde{\varepsilon}l(l+1)} \]  
(5.37)
The energy per atom is
\[ E = \frac{-\hbar}{4\pi r^2\delta n} \int_0^\infty \frac{\partial}{\partial E} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \ln[\tilde{f}_{l,m}(i\xi)] \]
\[ \approx -\frac{\hbar}{4\pi r^2\delta n} \int_0^\infty \frac{\partial}{\partial E} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \left( \delta n \right)4\pi\alpha^{\text{at}} \]
\[ \times \left[ (l+1)\alpha_l^{(2)} r^{-2l+2} + lr^{-2l+2}\alpha_l^{(2)} \right] \]
\[ \frac{1}{1-\alpha_l^{(2)} \alpha_l^{(2)}}, \]  
(5.38)
and the force on the atom is

\[
F(r) = -\hbar \int_0^\infty \frac{d\xi}{2\pi} \sum_{l=0}^{\infty} \alpha^2 \frac{[2l + 2]!}{[2l]! [2l+2]!} \left[ (2l + 4)\alpha_l^2 \right. \\
\times \left. (\delta n)4\pi \alpha^2 (i\xi) \alpha_l^{2D}(a; i\xi)(l + 1) \right] \frac{1 - \alpha_l^2 \alpha_i^{2D}}{1 - \alpha_l^2 \alpha_i^{2D}} \left[ 2 \right] \right].
\]

(5.39)

10. Force on an atom outside a 2D spherical shell (three layers)

In this section, we derive the van der Waals interaction on an atom outside a very thin spherical shell. We start from the three layer structure in Fig. 14. We take the limit when the thickness goes to zero. The 3D dielectric function of the shell material then goes to infinity. We follow the procedure in Sec. V B 5 but now there is one extra matrix. The matrix becomes \( \tilde{M} = \tilde{M}_0 \cdot \tilde{M}_1 \cdot \tilde{M}_2 \cdot \tilde{M}_3 \), where \( \tilde{M}_0 \cdot \tilde{M}_1 \) is the matrix for a gas layer in Eq. (5.15) with \( r = b = a + d \) and \( \tilde{M}_2 \cdot \tilde{M}_3 \) is the matrix for a thin film in Eq. (5.20) with \( r = a \). The matrix element of interest for us is

\[
M_{11} = \frac{(2l + 1)a + (\delta n)3D \cdot (l + 1) - (\delta n)3D \cdot (l + 1)}{(2l + 1)a} \left[ 1 - (\delta n)4\pi \alpha^2 (\omega) \alpha_l^{2D}(a; i\xi)(l + 1) \right] \frac{b^{-2l+2}}{2l + 1}.
\]

(5.40)

The mode condition function when the reference system is that in absence of the atom is

\[
\tilde{f}_{1,m}(i\xi) = 1 - (\delta n)4\pi \alpha^2 (i\xi) \alpha_l^{2D}(a; i\xi)(l + 1) b^{-2l+2}.
\]

(5.41)

We may identify the \( 2l \) pole polarizability of the thin spherical shell in vacuum given in Eq. (5.17).

Two examples where these results can be applied are a sphere made of a graphenelike film and a thin metal film, respectively. Then \( [31, 32] \)

\[
\delta \varepsilon^{2D}(i\xi) \approx \delta \varepsilon^{2D}(i\xi) \approx \left[ \frac{\pi e^2}{\hbar n} \right] \left[ \frac{4\pi m^*}{m^{*}} \right]^2 \alpha_l^{2D}(a; i\xi) l d^2.
\]

(5.42)

The final result is independent of \( \delta \) and is the 2D limit.
where we have introduced the $2l'$ pole polarizability for a thin spherical shell as "seen from the inside," given in Eq. (5.18).

The energy per atom is

$$E \frac{d^2 \delta n}{4 \pi} = \frac{h}{4 \pi d^2 \delta n} \int_0^\infty \frac{d \xi}{2 \pi} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \ln[f_{l,m}(i \xi)]$$

$$\approx -\frac{h}{4 \pi d^2 \delta n} \int_0^\infty \frac{d \xi}{2 \pi} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} 4 \pi d \delta n \alpha_{l m}^{(2)}$$

$$\times \alpha_{a l}^{(i \xi) a l}^{(2D)}(a; i \xi) d^2 l$$

$$= -h \int_0^\infty \frac{d \xi}{2 \pi} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \alpha_{l m}^{(i \xi) a l}^{(2D)}(a; i \xi) d^2 l$$

$$= -h \int_0^\infty \frac{d \xi}{2 \pi} \sum_{l=0}^{\infty} [2l+1] \alpha_{l m}^{(i \xi) a l}^{(2D)}(a; i \xi) d^2 l$$

and the force on the atom is

$$F = -h \int_0^\infty \frac{d \xi}{2 \pi} \sum_{l=0}^{\infty} [2l+1] \alpha_{l m}^{(i \xi) a l}^{(2D)}(a; i \xi) d^2 l$$

Note that the $l = 0$ and $l = 1$ terms do not contribute to the interaction.

### 12. Interaction between two 2D concentric spherical shells (three layers)

We consider two concentric thin spherical shells. The outer shell has radius $b$ and the inner radius $a$. Here, the matrix is

$$\tilde{M} = \tilde{M}_0 + \tilde{M}_1 + \tilde{M}_2,$$

where

$$\tilde{M}_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \frac{(\delta \epsilon^{3D}l(l+1)}{(2l+1)b} \left( \frac{1}{b^{2l+1}} - 1 \right),$$

$$\tilde{M}_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \frac{(\delta \epsilon^{3D}l(l+1)}{(2l+1)a} \left( \frac{1}{a^{2l+1}} - 1 \right),$$

and the element of interest is

$$M_{11} = 1 + \frac{(\delta \epsilon^{3D}l(l+1)}{(2l+1)} \left( \frac{1}{a} + \frac{1}{b} \right)$$

$$+ \left[ \frac{(\delta \epsilon^{3D}l(l+1)}{(2l+1)} \right]^2 \frac{1}{ab} \left[ 1 - \left( \frac{a}{b} \right)^{2l+1} \right].$$

The proper mode condition function becomes

$$\tilde{f}_{l,m}(i \xi) = 1 - \frac{\delta \epsilon^{3D}l(l+1)}{a(2l+1) + \delta \epsilon^{3D}l(l+1)}$$

$$\times \left[ \frac{\delta \epsilon^{3D}l(l+1)}{b(2l+1) + \delta \epsilon^{3D}l(l+1)} \right]^{2l+1}$$

$$= 1 - \alpha_{l}(a; i \xi)a_{l}^{(2)}(b; i \xi),$$

where $\alpha_{l}$ is the $2l'$ pole polarizability of a thin spherical shell of radius $b$ in vacuum according to Eq. (5.37) and $\alpha_{l}^{(2)}$ is the $2l'$ pole polarizability of a thin spherical shell of radius $b$ in vacuum as seen from inside according to Eq. (5.37). We have chosen as reference system a system where the two shells are separated from each other and at infinite distance from each other. The energy obtained by using this mode condition function is the energy change when bringing the two shells at infinite separation together and putting the inner shell inside the outer shell.

### 13. Force on an atom in between two 2D spherical films (five layers)

Here, we study an atom in between two spherical films in vacuum. The outer and inner films are of radii $b$ and $a$, respectively. The atom is at the distance $r$ from the center. The matrix for this geometry is

$$\tilde{M} = \tilde{M}_0 + \tilde{M}_1 + \tilde{M}_2,$$

where

$$\tilde{M}_0 = \frac{(2l+1)b + (\delta \epsilon^{3D}l(l+1)}{(2l+1)b}$$

$$\times \left( \frac{1}{a_{l}^{(2D)}(b; \omega)} \right),$$

$$\tilde{M}_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + (\delta n)4 \pi \alpha^{at}$$

$$\times \left( \frac{0}{l+1}r^{-(2l+2)} \right),$$

$$\tilde{M}_2 = \frac{(2l+1)a + (\delta \epsilon^{3D}l(l+1)}{(2l+1)a}$$

$$\times \left( \frac{1}{a_{l}^{(2D)}(a; \omega)} \right).$$

The matrix element of interest to us is

$$M_{11} = \frac{(2l+1)b + (\delta \epsilon^{3D}l(l+1)}{(2l+1)b} \times \frac{(2l+1)a + (\delta \epsilon^{3D}l(l+1)}{(2l+1)a}$$

$$\times \left[ 1 - a_{l}^{(2D)}(b; \omega)a_{l}^{(2D)}(a; \omega) - (\delta n)4 \pi \alpha^{at} \right]$$

$$\times \left[ a_{l}^{(2D)}(a; \omega)(l+1)r^{-(2l+2)} + a_{l}^{(2D)}(b; \omega)r^{2l+1} \right].$$

which results in the following, proper mode condition function:

$$\tilde{f}_{l,m}(i \xi) = 1 - (\delta n)4 \pi \alpha^{at}(i \xi)$$

$$\times \frac{\alpha_{l}^{(2D)}(a; i \xi)(l+1)r^{-(2l+2)} + \alpha_{l}^{(2D)}(b; i \xi)r^{2l+1}}{1 - \alpha_{l}^{(2D)}(b; i \xi)\alpha_{l}^{(2)}(a; i \xi)}.$$

From this we obtain the interaction energy of the atom. It is

$$E \frac{d^2 \delta n}{4 \pi r^2 \delta n} = \frac{h}{4 \pi r^2 \delta n} \int_0^\infty \frac{d \xi}{2 \pi} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \ln[f_{l,m}(i \xi)]$$

$$\approx -\frac{h}{4 \pi r^2 \delta n} \int_0^\infty \frac{d \xi}{2 \pi} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} 4 \pi d \delta n \alpha_{l m}^{(2)}.$$
The Riccati-Bessel equation has many different solutions:

1. Riccati-Bessel functions of the first kind:
   \[ S_i(z) = z_j(z) = \sqrt{\pi z^2}H_{i+1/2}^1(z) = \psi_i(z); \quad (5.59) \]

2. Riccati-Bessel functions of second kind:
   \[ C_i(z) = -z_j(z) = \sqrt{\pi z^2}Y_{i+1/2}^1(z) = \chi_i(z); \quad (5.60) \]

3. Riccati-Bessel functions of the third kind:
   \[ \xi_i(z) = z h_i^{(1)}(z) = \sqrt{\pi z^2}J_{i+1/2}^1(z) = \xi_i(z); \quad (5.61) \]

Let us study a layered sphere of radius \( R \) consisting of \( N \) layers and an inner spherical core. We have \( N + 2 \) media and \( N + 1 \) interfaces. Let the numbering be as follows. Medium 0 is the medium surrounding the sphere, medium 1 is the outermost layer and medium \( N + 1 \) the innermost layer and \( N + 2 \) the innermost spherical core region. Let \( r_k \) be the inner radius of layer \( k \). This is completely in line with the system represented by Fig. 3.

We will use the two Hankel versions in Eq. (5.61) since they represent waves that go in either the positive or negative \( r \)-directions. We assume a time dependence of the form \( e^{-i\omega t} \). With this choice the first Riccati-Hankel function, \( \xi_n(qr) e^{-i\omega t} \propto e^{-iqr+\omega t} \), represents a wave moving in the positive radial direction (towards the left in Fig. 3) while the second, \( \xi_n(qr) e^{-i\omega t} \propto e^{-iqr-\omega t} \), represents a wave moving in the negative radial direction (towards the right in Fig. 3). Thus the general solution for the potentials is

\[ r \pi = \sum_{l=0}^{\infty} \left[ \alpha_l \xi_l(qr) + \beta_l \xi_l(qr) \right] Y_{l,m}(\theta, \phi) e^{-i\omega t}. \quad (5.62) \]

From the potentials we get the fields \([40–42]\)

\[ E_r = -E_\theta + E_{2\theta} = \frac{\partial^2(r \pi_1)}{\partial r^2} + q^2 r \pi_1 + 0, \]

\[ E_\theta = E_{1\theta} + E_{2\theta} = \frac{1}{r} \frac{\partial}{\partial r} \left[ \frac{1}{r} \frac{\partial (r \pi_2)}{\partial r} \right] - \frac{i \omega}{c} \frac{1}{r \sin \theta} \frac{\partial (r \pi_2)}{\partial \phi}, \]

\[ E_\phi = E_{1\phi} + E_{2\phi} = \frac{1}{r \sin \theta} \frac{\partial^2(r \pi_1)}{\partial \theta \partial \phi} + \frac{i \omega}{c} \frac{1}{r} \frac{\partial (r \pi_2)}{\partial \phi}, \]

\[ H_r = H_{1r} + H_{2r} = \frac{i \omega \epsilon}{c} \frac{1}{r} \frac{\partial (r \pi_1)}{\partial \phi} + \frac{1}{r} \frac{\partial^2(r \pi_2)}{\partial r \partial \phi}, \]

\[ H_\theta = H_{1\theta} + H_{2\theta} = \frac{i \omega \epsilon}{c} \frac{1}{r} \frac{\partial (r \pi_1)}{\partial \phi} + \frac{1}{r} \frac{\partial^2(r \pi_2)}{\partial r \partial \phi}. \]

Let us now use the boundary conditions that the tangential components of \( \mathbf{E} \) and \( \mathbf{H} \) are continuous at the interface between...
layer \( n \) and \( n + 1 \). We get
\[
\begin{align*}
(\partial/\partial r)[r \pi_n^1]_{r=r_c} &= (\partial/\partial r)[r \pi_n^{P+1}]_{r=r_c}, \\
(\partial/\partial r)[r \pi_n^2]_{r=r_c} &= (\partial/\partial r)[r \pi_n^{P+2}]_{r=r_c},
\end{align*}
\]
where we to save space have omitted the function arguments. All functions with a \( \xi_l \) added as a superscript have the argument \( q_n r_n \), and the matrix \( \tilde{A}_n \) as
\[
\tilde{A}_n^{TM}(r_n) = \begin{pmatrix} q_n \xi'_l(q_n r_n) & q_n \xi''_l(q_n r_n) \\ q_n \xi'_l(q_n r_n) & q_n \xi''_l(q_n r_n) \end{pmatrix},
\]
and the matrix \( \tilde{M}_n \) as
\[
\tilde{M}_n^{TE}(r_n) = -\frac{1}{\xi_n} \begin{pmatrix} -q_n \xi'_l + q_n \xi''_l & -q_n \xi'_l + q_n \xi''_l \\ q_n \xi'_l & q_n \xi''_l \end{pmatrix}.
\]

Of the solutions to the Ricatti-Bessel equation in Eq. (5.58) the Ricatti-Bessel function of the first kind is the function that is regular at the origin. Thus this is the function we should use in the rightmost region of Fig. 3. Now, since the function \( \psi_l(z) = [\xi_l(z) + \xi_l(z)]/2 \) we have that \( b_{N+1} = a_{N+1} \). According to Eq. (3.6) this means that
\[
\psi_{l,n}(\omega) = M_{11} + M_{12}.
\]

Before we end this section, we introduce the \( 2^l \) pole polarizabilities \( a^{(2)}_n \) and \( a^{(2)}_{N+1} \) for the spherical interface since these appear repeatedly in the sections that follow. The first is valid outside and the second inside. The polarizability \( a^{(2)}_n = -b^n/a^n \) under the assumption that \( b^{n+1} = a^{n+1} \). One obtains \( a^{(2)}_n = -(M_{12}^n + M_{22}^n)/(M_{11}^n + M_{22}^n) \) and from Eq. (5.68) one finds
\[
\begin{align*}
[a^{(2)}_n \xi_l(q_n r_n) + b^{(2)}_n \xi_l(q_n r_n)] &= [a^{(n+1)}_n \xi_l(q_n r_n) + b^{(n+1)}_n \xi_l(q_n r_n)],
\end{align*}
\]
where a prime on a function means the derivative with respect to its argument.

Let us first assume pure TM modes. That means keeping \( \pi_1 \) only. Then we have
\[
\begin{align*}
a^{(n)}_1 q_n \xi'_l(q_n r_n) + b^{(n)}_1 q_n \xi''_l(q_n r_n) &= a^{(n+1)}_1 q_n \xi'_l(q_n r_n) + b^{(n+1)}_1 q_n \xi''_l(q_n r_n), \\
a^{(n)}_1 q_n \xi'_l(q_n r_n) + b^{(n)}_1 q_n \xi''_l(q_n r_n) &= a^{(n+1)}_1 q_n \xi'_l(q_n r_n) + b^{(n+1)}_1 q_n \xi''_l(q_n r_n),
\end{align*}
\]
and we may identify the matrix \( \tilde{A}_n \) as
\[
\tilde{A}_n^{TM}(r_n) = \begin{pmatrix} q_n \xi'_l(q_n r_n) & q_n \xi''_l(q_n r_n) \\ q_n \xi'_l(q_n r_n) & q_n \xi''_l(q_n r_n) \end{pmatrix},
\]
and the matrix \( \tilde{M}_n \) as
\[
\tilde{M}_n^{TM}(r_n) = \begin{pmatrix} -q_n \xi'_l q_n \xi_l + q_n \xi''_l q_n \xi_l - q_n \xi'_l q_n \xi''_l + q_n \xi''_l q_n \xi''_l \\ q_n \xi'_l q_n \xi_l - q_n \xi''_l q_n \xi_l - q_n \xi'_l q_n \xi''_l + q_n \xi''_l q_n \xi''_l \end{pmatrix},
\]

for TM modes,
\[
\begin{align*}
a^{(n)}_l \xi_l(q_n r_n) &= \frac{q_n \xi_l(q_n r_n) \psi_l(q_n r_n) - q_n \xi'_l(q_n r_n) \psi_l(q_n r_n)}{q_n \xi'_l(q_n r_n) \psi'_l(q_n r_n) - q_n \xi''_l(q_n r_n) \psi'_l(q_n r_n)},
\end{align*}
\]
In the same way, one finds from Eq. (5.71) that for TE modes,
\[
\begin{align*}
a^{(n)}_l \xi_l(q_n r_n) &= \frac{q_n \xi_l(q_n r_n) \psi'_l(q_n r_n) - q_n \xi''_l(q_n r_n) \psi'_l(q_n r_n)}{q_n \xi'_l(q_n r_n) \psi_l(q_n r_n) - q_n \xi''_l(q_n r_n) \psi_l(q_n r_n)},
\end{align*}
\]

The polarizability \( a^{(2)}_n = -a^{n+1}/b^{n+1} \) under the assumption that \( a^n = 0 \). One obtains \( a^{(2)}_n = M_{12}/M_{11} \) and from Eq. (5.68)
one finds that for the TM modes,  
\[
\alpha^{TM, n(2)}_l \quad = \quad \frac{q_0 \xi_l (q_0 r_n) \bar{\xi}_l (q_0 (n+1) r_n) - q_{n+1} \bar{\xi}_l (q_0 r_n) \xi_l (q_0 (n+1) r_n)}{q_0 \xi_l (q_0 r_n) \xi_l (q_0 (n+1) r_n) - q_{n+1} \xi_l (q_0 r_n) \bar{\xi}_l (q_0 (n+1) r_n)} \quad (5.75)
\]

From Eq. (5.71) one finds that for TE modes,  
\[
\alpha^{TE, n(2)}_l \quad = \quad \frac{q_0 \xi_l (q_0 r_n) \bar{\xi}_l (q_0 (n+1) r_n) - q_{n+1} \bar{\xi}_l (q_0 r_n) \xi_l (q_0 (n+1) r_n)}{q_0 \xi_l (q_0 r_n) \xi_l (q_0 (n+1) r_n) - q_{n+1} \xi_l (q_0 r_n) \bar{\xi}_l (q_0 (n+1) r_n)} \quad (5.76)
\]

When we calculate the energy by an integral along the imaginary frequency axis the arguments of the Ricatti-Bessel functions become imaginary. It may be favorable to have real-valued arguments, \(\xi a/c\), and \(\sqrt{\xi} a/c\) instead of \(i\xi a/c\) and \(\sqrt{\xi} a/c\), respectively. To achieve real valued arguments we transform the functions. The transformation rules are [43]

For a solid sphere of radius \(a\) and outer radius \(b\), and the mode condition function for TE modes is

\[
f_{l,m}^{TM} = \left[ \bar{\xi}_l (\omega) h_{l}^{(1)} (q_0 a) \right] [j_l (q_1 a)]^t - \left[ (q_0 a) h_{l}^{(1)} (q_0 a) \right] [\bar{\xi}_l (\omega) j_l (q_1 a)] . \quad (5.79)
\]

This result agrees with the result of Ruppin in Eq. (43) on page 353, in Ref. [4]. For the TE modes, we find

\[
M_{11} + M_{12} = \left[ \frac{i}{q_0} \left( -q_0 \xi_l (q_0 a) \bar{\xi}_l (q_1 a) + \xi_l (q_1 a) \right) \right. \\
- q_1 \xi_l (q_0 a) \bar{\xi}_l (q_1 a) + \xi_l (q_1 a) \left. \right] \\
- \frac{i}{q_0} \left[ q_0 \bar{\xi}_l (q_0 a) 2 \psi_l (q_1 a) - q_1 \xi_l (q_0 a) 2 \psi_l (q_1 a) \right] \\
= \left[ \frac{1}{q_0} \left( -q_0 \xi_l (q_0 a) 2 \psi_l (q_1 a) - q_1 \xi_l (q_0 a) 2 \psi_l (q_1 a) \right) \right. \\
- \frac{1}{q_0} \left[ \left[ \bar{\xi}_l (\omega/c)^2 a h_{l}^{(1)} (q_0 a) \right] [j_l (q_1 a)]^t \\
- \left[ (q_0 a) h_{l}^{(1)} (q_0 a) \right] [\bar{\xi}_l (\omega/c)^2 a j_l (q_1 a)] \right] . \quad (5.80)
\]

and the mode condition function for TE modes is

\[
f_{l,m}^{TE} = \left[ h_{l}^{(1)} (q_0 a) \right] [j_l (q_1 a)] - \left[ (q_0 a) h_{l}^{(1)} (q_0 a) \right] [\bar{\xi}_l (\omega/c)^2 a j_l (q_1 a)] . \quad (5.81)
\]

This result agrees with the result of Ruppin in Eq. (34) on page 351, in Ref. [4]. The results of Eqs. (5.79) and (5.81) can also be used for a spherical cavity in a medium if the two dielectric functions are interchanged.

2. Spherical shell or gap (one layer)

For a spherical shell of inner radius \(a\) and outer radius \(b\), Fig. 17, made of a medium with dielectric function \(\bar{\xi}_0\) in an ambient medium with dielectric function \(\bar{\xi}_0\) we have \(\bar{M} = \bar{M}_0 \cdot \bar{M}_1\). This geometry covers the problem of a vacuum gap in the shape of a spherical shell inside an infinite medium, as treated in Ref. [44].
We may use the relation \(2 \psi_l = \xi_l + \xi_l\) to find

\[
2 q_0 \xi_l (q_0 b) \psi_l (q_1 b) - q_1 \xi_l (q_0 b) \psi_l (q_1 b) + \psi_l (q_0 a) - q_0 \psi_l (q_1 a) \psi_l (q_0 a) - q_0 \psi_l (q_1 a) \psi_l (q_0 a)
\]

\[
- 2 q_1 \xi_l (q_1 a) \psi_l (q_0 a) - q_0 \psi_l (q_1 a) \psi_l (q_0 a) = 1 \quad \text{for TM modes}.
\]

We can obtain this by studying the force on an atom in different spherical geometries. We note that the Casimir force on an atom in a layered medium is obtained trivially from the previous section. We just replace \(q_0\) in the last factor in Eqs. (5.85) and (5.86) with \(q_2 = \sqrt{\varepsilon_2 (\omega) \omega / c}\), where \(\varepsilon_2(\omega)\) is the dielectric function of the sphere medium.

### 3. Coated sphere in a medium (one layer)

It is of interest to find the Casimir force on an atom in a layered structure. We can obtain this by studying the force on a thin layer of a coated sphere with dielectric function \(\varepsilon_\alpha(\omega) = 1 + 4\pi n\alpha^m(\omega)\), where \(\alpha^m\) is the polarizability of one atom and \(n\) the number of atoms (we have assumed that the atom is surrounded by vacuum; if not, we should replace the medium by the excess polarizability). For a dilute gas layer, the atoms do not interact with each other and the force on the layer is just the sum of the forces on the individual atoms. By dividing with the number of atoms in the film we get the force on one atom. The layer has to be thin to have a well defined \(r\) value of the atom.

We let the film have the thickness \(\delta\) and be of general radius \(r\). We only keep terms up to linear order in \(\delta\) and linear order in \(n\). We find the result for TM modes is

\[
\mathbf{M}_{\text{gaslayer}}^{\text{TM}} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} - (\delta n) 2\pi \alpha^m q_0 i
\]

\[
\times \left( \xi_l' \xi'_l + \xi_l \xi'_l \left( \frac{l + 1}{q_0 r^2} \right) \right) \left( \xi_l \xi'_l + \xi_l' \xi'_l \left( \frac{l + 1}{q_0 r^2} \right) \right),
\]

where we have suppressed the argument \((q_0 r)\) in all Ricatti-Bessel functions. For TE modes, we find

\[
\mathbf{M}_{\text{gaslayer}}^{\text{TE}} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} - (\delta n) 2\pi \alpha^m q_0 i
\]

\[
\times \left( \xi_l' \xi'_l + \xi_l \xi'_l \left( \frac{l + 1}{q_0 r^2} \right) \right) \left( \xi_l \xi'_l + \xi_l' \xi'_l \left( \frac{l + 1}{q_0 r^2} \right) \right),
\]

Now we are done with the gas layer. We will use these results later in calculating the Casimir force on an atom in spherical layered structures.
5. 2D spherical film (one layer)

In many situations, one is dealing with very thin films. These may be considered 2D. Important examples are a graphene sheet and a 2D electron gas. In the derivation we let the film have finite thickness \( \delta \) and be characterized by a 3D dielectric function \( \varepsilon^{3D} \). We then let the thickness go towards zero. The 3D dielectric function depends on \( \delta \) as \( \varepsilon^{3D} \sim 1/\delta \) for small \( \delta \). In the planar structure we could in the limit when \( \delta \) goes towards zero obtain a momentum dependent 2D dielectric function. Here, we only obtain the long wavelength limit of the 2D dielectric function [31,32]. We obtain for TM modes,

\[
M_{2D}^{TM} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} - \frac{\delta \varepsilon^{3D} q_0 i}{2} \begin{pmatrix} \xi_i(q_0 r) \xi_i(q_0 r) & \xi_i(q_0 r) \xi_i(q_0 r) \\ -\xi_i(q_0 r) \xi_i(q_0 r) & -\xi_i(q_0 r) \xi_i(q_0 r) \end{pmatrix},
\]

for TE modes,

\[
M_{2D}^{TE} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} - \frac{\delta \varepsilon^{3D} q_0 i}{2} \begin{pmatrix} \xi_i(q_0 r) \xi_i(q_0 r) & \xi_i(q_0 r) \xi_i(q_0 r) \\ -\xi_i(q_0 r) \xi_i(q_0 r) & -\xi_i(q_0 r) \xi_i(q_0 r) \end{pmatrix}.
\]

We will also need the 2\( l \) pole polarizabilities \( \alpha_{l}^{2D} \) and \( \alpha_{l}^{2D(2)} \) for the thin spherical film since these appear repeatedly in the sections that follow. The first is valid outside and the second inside. The polarizability \( \alpha_{l}^{2D} = -b^l/a^0 \) under the assumption that \( b^l = a^1 \). One obtains \( \alpha_{l}^{2D} = - (M_{11} + M_{22})/(M_{11} + M_{12}) \), and from Eq. (5.89), one finds that for TM modes,

\[
\alpha_{l}^{2D, TM} = -\frac{2 + \delta \varepsilon^{3D} q_0 i [\xi_i(q_0 r)^2 + \xi_i(q_0 r) \xi_i(q_0 r)]}{2 - \delta \varepsilon^{3D} q_0 i [\xi_i(q_0 r)^2 + \xi_i(q_0 r) \xi_i(q_0 r)]}.
\]

In the same way, one finds from Eq. (5.90) that for TE modes,

\[
\alpha_{l}^{2D, TE} = -\frac{2 + \delta \varepsilon^{3D} q_0 i [\xi_i(q_0 r)^2 + \xi_i(q_0 r) \xi_i(q_0 r)]}{2 - \delta \varepsilon^{3D} q_0 i [\xi_i(q_0 r)^2 + \xi_i(q_0 r) \xi_i(q_0 r)]}.
\]

The polarizability \( \alpha_{l}^{2D(2)} = -a^0/b^l \) under the assumption that \( a^0 = 0 \). One obtains \( \alpha_{l}^{2D(2)} = M_{12}/M_{11} \), and from Eq. (5.89), one finds that for the TM modes,

\[
\alpha_{l}^{2D(2), TM} = -\frac{\delta \varepsilon^{3D} q_0 i [\xi_i(q_0 r)^2]}{2 - \delta \varepsilon^{3D} q_0 i [\xi_i(q_0 r)^2 + \xi_i(q_0 r) \xi_i(q_0 r)]}.
\]

From Eq. (5.90), one finds that for TE modes,

\[
\alpha_{l}^{2D(2), TE} = -\frac{\delta \varepsilon^{3D} q_0 i [\xi_i(q_0 r)^2]}{2 - \delta \varepsilon^{3D} q_0 i [\xi_i(q_0 r)^2 + \xi_i(q_0 r) \xi_i(q_0 r)]}.
\]

6. Force on an atom outside a sphere (two layers)

We let the atom be at the distance \( d \) from the sphere of radius \( a \) and at the distance \( b \) from the center of the sphere. For this problem, we start with the geometry given in Fig. 18, where we let the shell be a very thin gas layer. We have two layers and three interfaces. The matrix \( \tilde{M} = \tilde{M}_0 \cdot \tilde{M}_1 \cdot \tilde{M}_2 \).

Here, we could instead of the first two matrices have used the matrix for a thin diluted gas shell as given in Eqs. (5.87) and (5.88). To vary the derivations to some extent, we refrain from doing that. The left-hand side of the condition for modes is

\[
M_{11} + M_{12} = (M_{11}^0 \quad M_{12}^0) \cdot \tilde{M}_1 \begin{pmatrix} M_{11}^2 + M_{12}^2 \\ M_{21}^2 + M_{22}^2 \end{pmatrix},
\]

where we have moved the matrix subscripts to superscripts to make room for the element indices. We now list all elements needed in the above equation. We begin with the matrices for TM modes. The elements of the first matrix are

\[
M_{11}^0 = \frac{i}{2 \varepsilon_{\infty}} \left[ \xi_i(q_0 b + \delta) \xi_i(q_0 b + \delta) - n_{\varepsilon_i}(q_0 b + \delta) \xi_i(q_0 b + \delta) \right],
\]

\[
M_{12}^0 = \frac{i}{2 \varepsilon_{\infty}} \left[ \xi_i(q_0 b + \delta) \xi_i(q_0 b + \delta) - n_{\varepsilon_i}(q_0 b + \delta) \xi_i(q_0 b + \delta) \right],
\]

and of the second,

\[
M_{21}^1 = \frac{i}{2 \varepsilon_{\infty}} \left[ \xi_i(q_0 b) \xi_i(q_0 b) - n_{\varepsilon_i}(q_0 b) \xi_i(q_0 b) \right],
\]

\[
M_{22}^1 = \frac{i}{2 \varepsilon_{\infty}} \left[ \xi_i(q_0 b) \xi_i(q_0 b) - n_{\varepsilon_i}(q_0 b) \xi_i(q_0 b) \right],
\]

and of the third,

\[
M_{11}^2 + M_{12}^2 = \frac{i}{\varepsilon_{\infty}} \left[ \xi_i(q_0 a) \xi_i(q_0 a) - n_1 \xi_i(q_0 a) \xi_i(q_0 a) \right] + \xi_i(q_0 a) \xi_i(q_0 a) - n_1 \xi_i(q_0 a) \xi_i(q_0 a) \right],
\]

\[
M_{21}^2 + M_{22}^2 = \frac{i}{\varepsilon_{\infty}} \left[ \xi_i(q_0 a) \xi_i(q_0 a) - n_1 \xi_i(q_0 a) \xi_i(q_0 a) \right] + \xi_i(q_0 a) \xi_i(q_0 a) - n_1 \xi_i(q_0 a) \xi_i(q_0 a) \right],
\]
where $n_g$ and $n_1$ are the refractive indices of the gas layer and the sphere, respectively.

We now make a series expansion of the first matrix up to linear order in $\delta$. The other matrices do not depend on $\delta$. The zeroth-order term multiplied with the second matrix produces the matrix $(1 \ 0)$, so it contributes with $M_{11}^2 + M_{12}^2$ to the condition for modes. We then expand in $\alpha_g$, the polarizability of the gas. There is no zeroth-order term in the term linear in $\delta$. The lowest-order term is linear in $\alpha_g$. This means that we do not need to expand $M_1$ in $\alpha_g$. The zeroth-order term is just the unit matrix. Thus if we denote the term of the matrix $\delta M_0$ that is linear in both $\delta$ and $\alpha_g$ with $\delta M_0$, the condition for modes can be written as

$$ (M_{11}^2 + M_{12}^2) + \delta M_{11}^0 (M_{11}^2 + M_{12}^2) + \delta M_{12}^0 (M_{21}^2 + M_{22}^2) = 0, \quad \text{(5.99)} $$

and the mode condition function is

$$ f_{TM}^i(\omega) = 1 + \Delta M_{12}^{\delta} \left( \frac{M_{21}^2 + M_{22}^2}{M_{11}^2 + M_{12}^2} \right) - \left( \frac{M_{11}^2 + M_{12}^2}{M_{11}^2 + M_{12}^2} \right) \begin{array}{l} 1 - \Delta M_{12}^{\delta} \left( \frac{M_{21}^2 + M_{22}^2}{M_{11}^2 + M_{12}^2} \right) \end{array}, \quad \text{(5.100)} $$

where

$$ \Delta M_{12}^{\delta} = -\Delta \alpha_g q_0 \frac{i}{2} \left\{ [\xi_i(q_0b)]^2 + \frac{l(l+1)}{q_0b} [\xi_i(q_0b)] \right\} \quad \text{(5.101)} $$

To obtain the mode condition function in Eq. (5.100), we have divided the function [the left-hand side of Eq. (5.99)] both with the corresponding function for the sphere alone, $M_{11}^2 + M_{12}^2$, and for the spherical shell alone, $1 + \Delta M_{11}^0 + \Delta M_{12}^0$. Note that the final expression does not contain any elements of matrix $M_1$ and just one of $\delta M_0$.

Now, we proceed with the TE modes. The elements of the first matrix are

$$ M_{11}^0 = \frac{i}{2} \left\{ -\xi_i(q_0b) \xi_i(q_0b) + n_g \xi_i(q_0b) \xi_i(q_0b) \right\}, \quad \text{and of the second,} \quad \text{(5.102)} $$

and of the third,

$$ M_{11}^0 + M_{12}^0 = \left( \frac{M_{11}^2 + M_{12}^2}{M_{11}^2 + M_{12}^2} \right) \begin{array}{l} 1 - \Delta M_{12}^{\delta} \left( \frac{M_{21}^2 + M_{22}^2}{M_{11}^2 + M_{12}^2} \right) \end{array}, \quad \text{(5.105)} $$

and the mode condition function is

$$ f_{TE}^i(\omega) = 1 + \Delta M_{12}^{\delta} \left( \frac{M_{21}^2 + M_{22}^2}{M_{11}^2 + M_{12}^2} \right) - \left( \frac{M_{11}^2 + M_{12}^2}{M_{11}^2 + M_{12}^2} \right) \begin{array}{l} 1 - \Delta M_{12}^{\delta} \left( \frac{M_{21}^2 + M_{22}^2}{M_{11}^2 + M_{12}^2} \right) \end{array}, \quad \text{(5.106)} $$

where

$$ \Delta M_{12}^{\delta} = -\Delta \alpha_g q_0 \frac{i}{2} \left\{ [\xi_i(q_0b)]^2 + \frac{l(l+1)}{q_0b} [\xi_i(q_0b)] \right\} \quad \text{(5.107)} $$

To obtain the mode condition function in Eq. (5.106) we have divided the function [the left-hand side of Eq. (5.105)] both with the corresponding function for the sphere alone, $M_{11}^2 + M_{12}^2$, and for the spherical shell alone, $1 + \Delta M_{11}^0 + \Delta M_{12}^0$. 
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The interaction energy per atom is

\[
\frac{E(b)}{4\pi b^2 \delta n_g} = \frac{\hbar}{4\pi b^2 \delta n_g} \int_0^\infty \frac{d\xi}{2\pi} \sum_{l=0}^{\infty} (2l + 1) \ln \left( \tilde{f}_l^{TM}(i\xi) \tilde{f}_l^{TE}(i\xi) \right)
\]

\[
\approx \frac{\hbar}{4\pi b^2 \delta n_g} \int_0^\infty \frac{d\xi}{2\pi} \sum_{l=0}^{\infty} (2l + 1) \left[ \left( \tilde{f}_l^{TM}(i\xi) - 1 \right) + \left( \tilde{f}_l^{TE}(i\xi) - 1 \right) \right]
\]

\[
= \frac{\hbar}{4\pi b^2 \delta n_g} \int_0^\infty \frac{d\xi}{2\pi} \sum_{l=0}^{\infty} (2l + 1) 4\pi n_g \alpha^a(i\xi) \frac{i(i\xi b/c)}{2b} \left\{ \left[ \xi_i'(i\xi b/c)^2 + \frac{l(l + 1)[\xi_i'(i\xi b/c)^2]}{(i\xi b/c)^2} \right] \right\}
\]

\[
\times 2n_1 \psi'_i(i\xi a/c) \psi_l(i\xi n_1 a/c) - \psi_l(i\xi a/c) \psi'_i(i\xi n_1 a/c)
\]

\[
n_1 \xi_i'(i\xi a/c) \psi_l(i\xi n_1 a/c) - \xi_l(i\xi a/c) \psi'_i(i\xi n_1 a/c)
\]

\[
+ 2[\xi_l(i\xi b/c)]^2 \psi'_i(i\xi a/c) \psi_l(i\xi n_1 a/c) - n_1 \psi_l(i\xi a/c) \psi'_i(i\xi n_1 a/c)
\]

\[
- \xi_l(i\xi a/c) \psi_l(i\xi n_1 a/c) + n_1 \xi_l(i\xi a/c) \psi'_i(i\xi n_1 a/c)
\]

\[
= \frac{\hbar}{b^2} \int_0^\infty \frac{d\xi}{2\pi} \sum_{l=0}^{\infty} (2l + 1) \alpha^a(i\xi) \frac{i(i\xi b/c)}{b} \left\{ \left[ \xi_i'(i\xi b/c)^2 + \frac{l(l + 1)[\xi_i'(i\xi b/c)^2]}{(i\xi b/c)^2} \right] \right\}
\]

\[
\times n_1 \psi'_i(i\xi a/c) \psi_l(i\xi n_1 a/c) - \psi_l(i\xi a/c) \psi'_i(i\xi n_1 a/c)
\]

\[
n_1 \xi_i'(i\xi a/c) \psi_l(i\xi n_1 a/c) - \xi_l(i\xi a/c) \psi'_i(i\xi n_1 a/c)
\]

\[
+ [\xi_l(i\xi b/c)]^2 \psi'_i(i\xi a/c) \psi_l(i\xi n_1 a/c) - n_1 \psi_l(i\xi a/c) \psi'_i(i\xi n_1 a/c)
\]

\[
- \xi_l(i\xi a/c) \psi_l(i\xi n_1 a/c) + n_1 \xi_l(i\xi a/c) \psi'_i(i\xi n_1 a/c)
\],

(5.108)

where now \(n_g\) is the density of gas atoms in the gas shell. The force on the atom is \(F(b) = -\vec{F}dE(b)/db\).

7. **Force on an atom in a spherical cavity (two layers)**

We let the atom be at the distance \(d\) from the center of the spherical cavity, of radius \(a\). We start from the two layer structure in Fig. 19. We let the medium surrounding the cavity have dielectric function \(\varepsilon_1(\omega)\). The first layer is a vacuum layer. The second is a thin layer, of thickness \(\delta\), with dielectric function \(\varepsilon_2(\omega)\). We let the medium surrounding the cavity be at \(r = a\) and hence the second at \(r = d + \delta\) and the third at \(r = d\). In what follows, we only keep lowest-order terms in \(\delta\) and in \(N\).

![Fig. 19. (Color online) The geometry of a thin gas layer at radius \(d\) inside a spherical or cylindrical cavity of radius \(a\) in the fully retarded treatment.](image)

Just as in Sec. V D 6 the matrix becomes \(\tilde{\mathbf{M}} = \tilde{\mathbf{M}}_0 \cdot \tilde{\mathbf{M}}_1 \cdot \tilde{\mathbf{M}}_2\) and the left-hand side of the condition for modes is given by Eq. (5.95). In this section, \(q_0 = \omega/c\), \(q_1 = \sqrt{\varepsilon_1(\omega)\omega}/c\) and \(q_2 = \sqrt{\varepsilon_2(\omega)\omega}/c\).

We now list all elements needed in Eq. (5.95). We begin with the matrices for TM modes. The elements of the first matrix are

\[
M_{11}^0 = \frac{i}{2\xi_1} [n_1 \xi_l(q_1a) \xi'_i(q_0a) - \xi'_l(q_1a) \xi_i(q_0a)],
\]

(5.109)

\[
M_{12}^0 = \frac{i}{2\xi_1} [n_1 \xi_l(q_1a) \xi'_i(q_0a) - \xi'_l(q_1a) \xi_i(q_0a)],
\]

and of the second,

\[
M_{11}^1 = \frac{in_2}{2}[\xi_l(q_0(d + \delta))\xi'_i(q_0a) - n_2 \xi_l(q_0(d + \delta))\xi'_i(q_0a)],
\]

(5.110)

\[
M_{12}^1 = \frac{in_2}{2}[\xi_l(q_0(d + \delta))\xi'_i(q_0a) - n_2 \xi_l(q_0(d + \delta))\xi'_i(q_0a)],
\]

\[
M_{21}^1 = \frac{in_2}{2}[n_2 \xi'_i(q_0(d + \delta))\xi_l(q_0a) - \xi'_i(q_0a)\xi_l(q_0a)],
\]

\[
M_{22}^1 = \frac{in_2}{2}[n_2 \xi'_i(q_0(d + \delta))\xi_l(q_0a) - \xi'_i(q_0a)\xi_l(q_0a)].
\]
and of the third,

\[
M_{12}^2 + M_{22}^2 = \frac{i}{2\varepsilon_g} \left[ \zeta'/(q_g d) \right] \left[ \psi_1/(q_d) - \xi/(q_g d) \psi/(q_d) \right].
\]

(5.111)

where \(n_g\) and \(n_1\) are the refractive indices of the gas layer and the surrounding medium, respectively.

We now make a series expansion of the second matrix, Eq. (5.110), up to linear order in \(\delta\). The other matrices do not depend on \(\delta\). The zeroth-order term multiplied with the third matrix produces the matrix \(T_1\), so it contributes with \(M_{11}^0 + M_{12}^0\) to the condition for modes. We then expand in \(\alpha_g\), the polarizability of the gas. There is no zeroth-order term in the term linear in \(\delta\). The lowest-order term is linear in \(\alpha_g\). This means that we do not need to expand the third matrix in \(\alpha_g\). Thus if we denote the term of the matrix \(\tilde{M}_1\) that is linear in both \(\delta\) and \(\alpha_g\) with \(\delta\tilde{M}_1\), the condition for modes can be written as

\[
(M_{11}^0 + M_{12}^0) + (\delta M_{11}^1 + \delta M_{12}^1)
+ M_{12}^0 (\delta M_{21}^1 + \delta M_{22}^1) = 0.
\]

(5.112)

To get the mode condition function we first rewrite this as

\[
(M_{11}^0 + M_{12}^0) + (M_{11}^0 + M_{12}^0) (\delta M_{11}^1 + \delta M_{12}^1)
+ M_{12}^0 [(\delta M_{21}^1 + \delta M_{22}^1) - (\delta M_{11}^1 + \delta M_{12}^1)] = 0.
\]

(5.113)

and the proper mode condition function becomes

\[
I_{TM}^{\text{TM}}(\omega) = 1 + M_{12}^0 (\delta M_{21}^1 + \delta M_{22}^1) - (\delta M_{11}^1 + \delta M_{12}^1)
+ 4\pi N\alpha^2 i\omega q_0 \left\{ \left[ \psi_1/(q_d) \right]^2 + \frac{(l + 1)}{(q_d)^2} \left[ \psi/(q_d) \right]^2 \right\}
\times \frac{n_1\xi/(q_d a) \xi/(q_d a) - \xi/(q_1 a) \xi/(q_1 a)}{n_1\xi/(q_d a) \psi/(q_d a) - \xi/(q_1 a) \psi/(q_1 a)}.
\]

(5.114)

To obtain the mode condition function in Eq. (5.114), we have divided the function [the left-hand side of Eq. (5.113)] both with the corresponding function for the cavity alone, \(M_{11}^0 + M_{12}^0\), and for the spherical shell alone, \(1 + \delta M_{11}^1 + \delta M_{12}^1\).

Now, we proceed with the TE modes. The elements of the first matrix are

\[
M_{11}^0 = \frac{i}{2n_1} [-n_1\xi/(q_d a) \xi/(q_d a) + \xi/(q_1 a) \xi/(q_1 a)]
\]

(5.115)

and of the second,

\[
M_{12}^0 = \frac{i}{2n_1} [-n_1\xi/(q_d a) \xi/(q_d a) + \xi/(q_1 a) \xi/(q_1 a)],
\]

(5.116)

and of the third,

\[
M_{11}^1 + M_{12}^1 = \frac{i}{2n_1} [-n_1\xi/(q_d a) \xi/(q_d a) + \xi/(q_1 a) \xi/(q_1 a)]
\]

(5.117)

where \(n_g\) and \(n_1\) are the refractive indices of the gas layer and the surrounding medium, respectively.

We now make a series expansion of the second matrix, Eq. (5.116), up to linear order in \(\delta\). The other matrices do not depend on \(\delta\). The zeroth-order term multiplied with the third matrix produces the matrix \(T_1\), so it contributes with \(M_{11}^0 + M_{12}^0\) to the condition for modes. We then expand in \(\alpha_g\), the polarizability of the gas. There is no zeroth-order term in the term linear in \(\delta\). The lowest-order term is linear in \(\alpha_g\). This means that we do not need to expand the third matrix in \(\alpha_g\). Thus if we denote the term of the matrix \(\tilde{M}_1\) that is linear in both \(\delta\) and \(\alpha_g\) with \(\delta\tilde{M}_1\), the condition for modes can be written as

\[
(M_{11}^0 + M_{12}^0) + (\delta M_{11}^1 + \delta M_{12}^1)
+ M_{12}^0 (\delta M_{21}^1 + \delta M_{22}^1) = 0.
\]

(5.118)
To get the mode condition function we rewrite this as
\[ (M_{11}^0 + M_{12}^0) + (M_{11}^0 + M_{12}^0) (\delta M_{11}^1 + \delta M_{12}^1) + M_{12}^1 [ (\delta M_{21}^1 + \delta M_{22}^1) - (\delta M_{11}^1 + \delta M_{12}^1) ] = 0, \]  
(5.119)
and the proper mode condition function becomes
\[
\tilde{f}_{i}^{TE}(\omega) = 1 + M_{12}^1 (\delta M_{21}^1 + \delta M_{22}^1) - (\delta M_{11}^1 + \delta M_{12}^1) \left( \frac{M_{11}^0 + M_{12}^0}{M_{11}^0 + M_{12}^0} \right) = 1 + 4\pi N\alpha^4i\delta\rho_0[\psi_l[qod]]^2 \frac{[n_1\xi_1(q_a\alpha)\xi_1(q_a\alpha) + \xi_1(q_a\alpha)\xi_1(q_a\alpha)]}{[n_1\xi_1(q_a\alpha)\psi_l(q_a\alpha) + \xi_1(q_a\alpha)\psi_l(q_a\alpha)]}.
\]
(5.120)

To obtain the mode condition function in Eq. (5.120), we have divided the function [the left-hand side of Eq. (5.119)] both with the corresponding function for the cavity alone, \(M_{11}^0 + M_{12}^0\), and for the spherical shell alone, \(1 + \delta M_{11}^1 + \delta M_{12}^1\).

The interaction energy per atom is
\[
E(d) = \frac{\hbar}{4\pi N\alpha^2}\int_0^\infty \frac{d\xi}{2\pi} \sum_{l=0}^{\infty} (2l + 1) \ln \left[ f_l^{TM}(i\xi) f_l^{TE}(i\xi) \right]
= -\frac{\hbar}{d^2} \int_0^\infty \frac{d\xi}{2\pi} \sum_{l=0}^{\infty} (2l + 1) \alpha^4 \frac{\xi}{c} \left[ \left[ \psi_l \left( \frac{i\xi d}{c} \right) \right]^2 + \frac{l(l+1)}{(\frac{i\xi d}{c})^2} \left[ \psi_l \left( \frac{i\xi d}{c} \right) \right]^2 \right]
\times \frac{n_1\xi_1(q_a\alpha)\xi_1(q_a\alpha) - \xi_1(q_a\alpha)\xi_1(q_a\alpha)}{n_1\xi_1(q_a\alpha)\psi_l(q_a\alpha) - \xi_1(q_a\alpha)\psi_l(q_a\alpha)} + \left[ \psi_l \left( \frac{i\xi d}{c} \right) \right]^2 \frac{n_1\xi_1(q_a\alpha)\xi_1(q_a\alpha) - \xi_1(q_a\alpha)\xi_1(q_a\alpha)}{n_1\xi_1(q_a\alpha)\psi_l(q_a\alpha) - \xi_1(q_a\alpha)\psi_l(q_a\alpha)}.
\]
(5.121)

where we have let \(\delta\), the thickness of the gas layer, go to zero when passing from the first to the second line. The force on the atom is \(F(d) = -\frac{dE(d)}{dd}\).

8. Casimir Polder interaction between two atoms (two layers)

Here, we start with the geometry in Fig. 18. We let the thin shell consist of a diluted gas of atoms of type 2 with density \(N_2\) and the sphere consist of a diluted gas of atoms of type 1 with density \(N_1\). We use upper case \(N\) for the density here to distinguish the densities from the refractive indices that we denote by lower case \(n\). The thickness of the shell and the radius of the sphere we let go toward zero at the end. This means that the interaction energy becomes the sum of the interaction energy between all pairs of atoms of type 1 and 2, all with the separation \(d\). To get the energy for one atom pair, we divide the result by the number of atoms of type 1 and by the number of atoms of type 2. Since we let the thickness of the layer \(\delta\) go toward zero, we may expand the logarithm in the integrand and keep the lowest-order term, \(\ln(1 + x) \approx x\). We are, furthermore, only interested in the dipole-dipole interactions, which means that only the \(l = 1\) term is kept in the integrand. Both the TE and TM contributions have the same structure,
\[
E = \hbar \int_0^\infty \frac{d\xi}{2\pi} (2l + 1) \left. A(b) N_1 \frac{\partial B(a)}{\partial N_1} \right|_{N_1=0},
\]
(5.122)
and
\[
B^{TE}(a) = 2 \psi_l \left( \frac{i\xi a}{c} \right) \psi_l \left( \frac{i\xi a}{c} \right) - n_1 \psi_l \left( \frac{i\xi a}{c} \right) \psi_l \left( \frac{i\xi a}{c} \right)
\]
\[
\times \psi_l \left( \frac{i\xi a}{c} \right) \psi_l \left( \frac{i\xi a}{c} \right) - n_1 \psi_l \left( \frac{i\xi a}{c} \right) \psi_l \left( \frac{i\xi a}{c} \right) \psi_l \left( \frac{i\xi a}{c} \right),
\]
(5.127)

Now,
\[
\left. \frac{\partial B^{TE}(a)}{\partial n_1} \right|_{n_1=1} = 0,
\]
(5.128)

where
\[
A(a) = \delta M_1^0(a),
\]
(5.123)
and
\[
B(a) = \frac{M_2^2(a) - M_1^2(a)}{M_1^2(a) + M_2^2(a)},
\]
(5.124)
respectively. Now,
\[
N_1 \left. \frac{\partial B(a)}{\partial N_1} \right|_{N_1=0} = N_1 \left. \frac{1}{2} 4\pi \alpha^4 \frac{\partial B(a)}{\partial n_1} \right|_{n_1=1}.
\]
(5.125)

In the contribution for TE modes, we have
\[
A^{TE}(b) = -\delta \alpha \xi e^{ib/c} \left( \frac{1 + e^{-ib/c}}{ib/c} \right)^2,
\]
(5.126)
so there is no TE contribution to the dipole-dipole interaction between two polarizable atoms. In the contribution for TM modes, we have

\[
A^{TM}(b) = -\delta 4\pi N_2 \alpha_2^N(i\xi) \frac{i\xi}{c} \frac{1}{2} \left( \frac{\xi (i\xi b/c)^2}{(i\xi b/c)^2} \right) + \frac{l(l+1)}{2} \left( \frac{\xi (i\xi b/c)^2}{(i\xi b/c)^2} \right)
\]

\[
= -\delta 4\pi N_2 \alpha_2^N(i\xi) \frac{i\xi}{c} \frac{1}{2} \frac{1}{(i\xi b/c)^4} e^{-2b/c} \left[ 3 + 6(\xi b/c) + 5(\xi b/c)^2 + 2(\xi b/c)^3 + (\xi b/c)^4 \right],
\]

(5.129)

and

\[
B^{TM}(a) = -2n_1 \psi_1'(i\xi a/c) \psi_1(n_1 \xi a/c) - \psi_1(i\xi a/c) \psi_1'(i_1 \xi a/c).
\]

(5.130)

Now,

\[
\frac{\partial B^{TM}(a)}{\partial n_1} \bigg|_{n_1=1} = \frac{8}{9} (\xi a/c)^3,
\]

(5.131)

so the energy per atom pair is

\[
E = \frac{\hbar}{(N_1 4\pi a^3/3)(N_2 4\pi a^2 d^2)} \int_0^\infty \frac{d\xi}{2\pi} A^{TM}(b) \frac{\partial B^{TM}(a)}{\partial N_1} \bigg|_{N_1=0}
\]

\[
= -\frac{9\hbar}{(N_1 4\pi a^3/3)(N_2 4\pi a^2 d^2)^2} \frac{\xi}{2} \frac{1}{(\xi d/c)^4} N_1 \frac{4\pi \alpha_2^N(i\xi)}{(i\xi b/c)^3} e^{-2d/c}
\]

\[
\times \left[ 3 + 6(\xi d/c) + 5(\xi d/c)^2 + 2(\xi d/c)^3 + (\xi d/c)^4 \right]
\]

\[
= -\frac{\hbar}{d^6 \pi} \int_0^\infty d\xi a_2^N(i\xi \alpha_1^N(i\xi)) e^{-2d/c} \left[ 3 + 6(\xi d/c) + 5(\xi d/c)^2 + 2(\xi d/c)^3 + (\xi d/c)^4 \right].
\]

(5.132)

It is interesting to note that we reproduce the Casimir-Polder interaction between two polarizable atoms [45,46]. Thus we have three quite different methods to derive the Casimir-Polder interaction that produce identical results. To be noted is that only the TM modes contribute.

9. Force on an atom in a spherical gap (three layers)

Let the outer radius be \( b \), the inner radius \( a \) and the radial position of the atom be \( r \). The medium surrounding the vacuum gap has the dielectric function \( \varepsilon(\omega) \). This geometry involves four interfaces and in a straightforward approach the final matrix would be the product of four matrices. The matrix elements in this retarded treatment are rather bulky and difficult to put in print. We will use three matrices, where the middle one is that for the thin diluted gas shell, and take advantage of Eq. (5.95). To make the expressions even more compact we make use of the two types of \( 2^l \) pole polarizabilities, introduced in Sec. V C. Thus the matrix is

\[
\mathbf{M} = \mathbf{M}_0 \cdot \mathbf{\tilde{M}}_1 \cdot \mathbf{\tilde{M}}_2
\]

and

\[
M_{11} + M_{12} = M_{11}^0 (M_{11}^2 + M_{12}^2) \left( 1 - \alpha_{12}^{(02)} \right) \cdot \mathbf{\tilde{M}}_1 \cdot \left( \frac{1}{1 - \alpha_{12}^{(02)}} \right).
\]

(5.133)

Now, let us introduce \( \delta \tilde{\mathbf{M}}_1 \) so that

\[
\mathbf{\tilde{M}}_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \delta \tilde{\mathbf{M}}_1.
\]

(5.134)

Then

\[
\tilde{f}_{1,m} = \frac{M_{11}^1 + \alpha_{12}^{(02)} M_{21}^1 - \alpha_{12}^2 (M_{11}^2 + \alpha_{12}^{(02)} M_{22}^1)}{(1 - \alpha_{12}^{(02)} \alpha_{12}^2) (M_{11}^1 + M_{12}^1)} \approx 1 - \frac{\delta M_{11}^1 + \alpha_{12}^2 (1 - \alpha_{12}^{(02)}) - \alpha_{12}^{(02)} \delta M_{21}^1 + \alpha_{12}^{(02)} \delta M_{22}^1 - \delta M_{11}^1}{(1 - \alpha_{12}^{(02)} \alpha_{12}^2)},
\]

(5.135)

where we have kept terms up to linear order in the atom density. We have chosen as reference system a system with the spherical gap and the gas shell well separated from each other. Thus we have divided our mode condition function both with that for a free gas film and that for the spherical gap.
For TM modes, we have

\[
\delta \tilde{M}\nolimits_1^{\text{TM}} = - (\delta n)2\pi \alpha^m q_0 i \left( \xi_1^2 \xi_i^2 + \xi_i q_i \xi_1 \xi_i^{l+1} \right) \left( \xi_i \xi_i^{l-1} + \xi_i \xi_i^{l-1} \right) \left( \xi_i \xi_i^{l-1} + \xi_i \xi_i^{l-1} \right),
\]

\[
\alpha_1 \nolimits_i^{\text{TM}} = \frac{\xi_1 (q_0 a) \xi_i (q_0 a) - n \xi_i (q_0 a) \psi_i (q_0 a)}{\xi_i (q_0 a) \xi_i (q_0 a) - n \xi_i (q_0 a) \psi_i (q_0 a)},
\]

\[
\alpha_0 \nolimits_2^{\text{TM}} = \frac{n \xi_i (q_0 b) \xi_i (q_0 b) - \xi_i (q_0 b) \xi_i (q_0 b)}{n \xi_i (q_0 b) \xi_i (q_0 b) - \xi_i (q_0 b) \xi_i (q_0 b)}.
\]

where \( q_0 = \omega/c, q_m = n \omega/c, \) and \( n = \sqrt{\varepsilon}. \) All Ricatti-Bessel functions in the matrix have the argument \( (q_0 r). \) For TE modes, the functions are

\[
\delta \tilde{M}\nolimits_1^{\text{TE}} = - (\delta n)2\pi \alpha^m q_0 i \left( \xi_1 (q_0 r) \xi_i (q_0 r) \right) \left( \xi_i (q_0 r) \xi_i (q_0 r) \right),
\]

\[
\alpha_1 \nolimits_i^{\text{TE}} = \frac{\xi_1 (q_0 a) \psi_i (q_0 a) - n \xi_i (q_0 a) \psi_i (q_0 a)}{\xi_i (q_0 a) \psi_i (q_0 a) - n \xi_i (q_0 a) \psi_i (q_0 a)},
\]

\[
\alpha_0 \nolimits_2^{\text{TE}} = \frac{n \xi_i (q_0 b) \psi_i (q_0 b) - \xi_i (q_0 b) \psi_i (q_0 b)}{n \xi_i (q_0 b) \psi_i (q_0 b) - \xi_i (q_0 b) \psi_i (q_0 b)}.
\]

Here one may take the opportunity to check the results. If we let \( \alpha_0 \nolimits_2^{(2)} = 0, \) we regain the results for an atom outside a solid sphere, in Sec. V D 6. If we instead let \( \alpha_1 \nolimits_2 = -1, \) we regain the results for an atom in a spherical cavity, in Sec. V D 7.

10. **Force on an atom outside a 2D spherical shell (three layers)**

We start from the geometry in Fig. 20. We use already from the outset the matrices for a gas layer at \( r = b = a + d \) and a spherical 2D film at \( r = a. \) These were given in Eqs. (5.87)–(5.90). We find

\[
f_i^{\text{TM}} = 1 - (\delta n)4\pi \alpha^m q_0 i \left( \xi_1 (q_0 b) \right)^2 \left( \xi_i (q_0 b) \right)^2 \left( \xi_i (q_0 r) \right)^2 \left( 1 + 2 \xi_1 (q_0 b) \xi_1 (q_0 r) \right)^2 \left( \xi_i (q_0 b) \right)^2 \left( \xi_i (q_0 r) \right)^2 \left( \xi_i (q_0 a) \right)^2 \frac{\delta \varepsilon \nolimits_{3D} q_0 i \psi_i (q_0 a)}{1 - \delta \varepsilon \nolimits_{3D} q_0 i \psi_i (q_0 a) \psi_i (q_0 a)},
\]

and

\[
f_i^{\text{TE}} = 1 - (\delta n)4\pi \alpha^m i q_0 \left( \xi_1 (q_0 b) \right)^2 \left( \xi_i (q_0 b) \right)^2 \left( \xi_i (q_0 r) \right)^2 \left( 1 + 2 \xi_1 (q_0 b) \xi_1 (q_0 r) \right)^2 \left( \xi_i (q_0 b) \right)^2 \left( \xi_i (q_0 r) \right)^2 \left( \xi_i (q_0 a) \right)^2 \frac{\delta \varepsilon \nolimits_{3D} i q_0 \psi_i (q_0 a)}{1 - \delta \varepsilon \nolimits_{3D} i q_0 \psi_i (q_0 a) \psi_i (q_0 a)}.
\]

We have also derived these results in the alternative way followed in the preceding sections. The interaction energy per atom is

\[
\frac{E(b)}{4\pi n b^2 \delta} = \frac{\hbar}{4\pi n b^2 \delta} \int_0^\infty \frac{d\varepsilon}{2\pi} \sum_{l=0}^{\infty} (2l + 1) \ln \left( f_i^{\text{TM}}(i \varepsilon) f_i^{\text{TE}}(i \varepsilon) \right)
\]

\[
= - \frac{\hbar}{b^2} \int_0^\infty \frac{d\varepsilon}{2\pi} \sum_{l=0}^{\infty} (2l + 1) \alpha^m (i \varepsilon) \delta \varepsilon \nolimits_{3D} (i \varepsilon) \left( \frac{\xi_i}{c} \right)^2 \left( \xi_1 (i \varepsilon b) \right)^2 \left( \xi_i (i \varepsilon b) \right)^2 \left( \xi_1 (i \varepsilon c) \right)^2 \left( \xi_i (i \varepsilon c) \right)^2 \left( \xi_1 (i \varepsilon a) \right)^2 \left( \xi_i (i \varepsilon a) \right)^2
\]

\[
\times \left( 1 + \delta \varepsilon \nolimits_{3D} (i \varepsilon) \left( \frac{\xi_i}{c} \right) \xi_i (i \varepsilon a) \psi_i (i \varepsilon a) \right) \left( 1 + \delta \varepsilon \nolimits_{3D} (i \varepsilon) \left( \frac{\xi_i}{c} \right) \psi_i (i \varepsilon a) \right) \left( \xi_1 (i \varepsilon a) \right)^2 \left( \xi_1 (i \varepsilon c) \right)^2
\]

\[
\times \left( \frac{\xi_i (i \varepsilon b) \psi_i (i \varepsilon b) \xi_1 (i \varepsilon a) \psi_i (i \varepsilon a)}{\xi_1 (i \varepsilon b) \psi_i (i \varepsilon a) \xi_i (i \varepsilon b) \psi_i (i \varepsilon a)} \right),
\]

where we have let \( \delta, \) the thickness of the gas layer, go to zero when passing from the first to the second line. The force on the atom is \( F(b) = - \delta E(b)/\partial b. \)

11. **Force on an atom inside a 2D spherical shell (three layers)**

We start from the geometry in Fig. 21. We use already from the outset the matrices for a spherical 2D film at \( r = a \) and a gas layer at \( r = d. \) These were given in Eqs. (5.87)–(5.90). We find

\[
f_i^{\text{TM}} = 1 + M_{12} \left( \delta M_{11}^{(2)} + \delta M_{12}^{(2)} \right) - \delta M_{11}^{(2)} - \delta M_{12}^{(2)} = 1 - i q_0 \delta \varepsilon \nolimits_{3D} \frac{1}{2} \left( \psi_i (q_0 a) \right)^2 \left( \delta M_{11}^{(2)} + \delta M_{12}^{(2)} - \delta M_{11}^{(2)} + \delta M_{12}^{(2)} \right) \frac{\delta M_{11}^{(2)} + \delta M_{12}^{(2)} - \delta M_{11}^{(2)} + \delta M_{12}^{(2)}}{1 - i q_0 \delta \varepsilon \nolimits_{3D} \psi_i (q_0 a) \psi_i (q_0 a)}
\]

\[
= 1 - i q_0 \delta \varepsilon \nolimits_{3D} \left( \xi_i (q_0 a) \right)^2 \frac{4\pi N \alpha^m q_0 i \xi_i}{1 - i q_0 \delta \varepsilon \nolimits_{3D} \psi_i (q_0 a) \psi_i (q_0 a)} \left( \frac{\psi_i (q_0 d) \psi_i (q_0 a)}{\psi_i (q_0 d) \psi_i (q_0 a)} \right) + \frac{1}{2} \left( \frac{l(l+1)}{(q_0 d)^2} \right) \left( \psi_i (q_0 a) \right)^2 \left( \frac{\psi_i (q_0 d) \psi_i (q_0 a)}{\psi_i (q_0 d) \psi_i (q_0 a)} \right)
\]

\[
\times \left( \frac{\psi_i (q_0 a) \psi_i (q_0 a)}{\psi_i (q_0 a) \psi_i (q_0 a)} \right)
\]

\[
(5.141)
\]
and

\[
E^{\text{TE}}(d) = 1 + \frac{\hbar}{4 \pi n d^2} \int_0^\infty \frac{d \xi}{2 \pi} \sum_{l=0}^\infty (2l + 1) \ln \left[ \hat{J}_l(i \xi) \hat{J}^{\text{TE}}_l(i \xi) \right] \\
= -\frac{\hbar}{d^2} \int_0^\infty \frac{d \xi}{2 \pi} \sum_{l=0}^\infty (2l + 1) a^{(n)}(i \xi) e^{3D(i \xi)}(i \xi/c)^2 \left\{ \left[ \psi_l(i \xi d/c) \right]^2 - \left[ \psi_l\left( i \frac{\xi d}{c} \right) \right]^2 \right\} \\
\times \left[ 1 + e^{3D(i \xi)}(i \xi) \left( \frac{\xi}{c} \right) \psi_l\left( i \frac{\xi d}{c} \right) \right]^{2} + \frac{\left[ \xi_l(i \xi d/c) \right]^2 \left[ \psi_l\left( i \frac{\xi d}{c} \right) \right]^2}{1 + e^{3D(i \xi)}(i \xi) \left( \frac{\xi}{c} \right) \psi_l\left( i \frac{\xi d}{c} \right)},
\]

where we have let \(\delta\), the thickness of the gas layer, go to zero when passing from the first to the second line. The force on the atom is \(F(d) = -\hat{F} d E(d)/dd\).

12. Interaction between two 2D spherical shells (three layers)

We consider two concentric thin spherical shells in vacuum. Since the films are in vacuum \(q_0 = \omega/c\). The outer shell has radius \(b\) and the inner radius \(a\). Here, the matrix is \(\hat{M} = \hat{M}_0 \cdot \hat{M}_1\), where for TM modes

\[
\hat{M}_0^{TM} = \begin{pmatrix} 0 & \frac{\delta e^{3D} q_0 i}{2} \left( \xi_l'(q_0 b) \xi_l'(q_0 b) - \xi_l'(q_0 b) \xi_l'(q_0 b) \right) \\
0 & 1 \end{pmatrix},
\]

\[
\hat{M}_1^{TM} = \begin{pmatrix} 0 & \frac{\delta e^{3D} q_0 i}{2} \left( \xi_l(q_0 a) \xi_l(q_0 a) - \xi_l'(q_0 a) \xi_l'(q_0 a) \right) \\
0 & 1 \end{pmatrix},
\]

and the condition for modes is

\[
M^{TM}_{11} + M^{TM}_{12} = 1 - \frac{\delta e^{3D} q_0 i}{2} \left[ \xi_l'(q_0 b) \xi_l'(q_0 b) + \xi_l(q_0 a) \xi_l(q_0 a) \right] + \frac{\delta e^{3D} q_0 i}{2} \left[ \xi_l(q_0 b) \xi_l(q_0 b) + \xi_l(q_0 a) \xi_l(q_0 a) \right] = 0.
\]

For TE modes, the two matrices are

\[
\hat{M}_0^{TE} = \begin{pmatrix} 0 & \frac{\delta e^{3D} q_0 i}{2} \left( \xi_l(q_0 b) \xi_l(q_0 b) - \xi_l(q_0 b) \xi_l(q_0 b) \right) \\
0 & 1 \end{pmatrix},
\]

\[
\hat{M}_1^{TE} = \begin{pmatrix} 0 & \frac{\delta e^{3D} q_0 i}{2} \left( \xi_l(q_0 a) \xi_l(q_0 a) - \xi_l(q_0 a) \xi_l(q_0 a) \right) \\
0 & 1 \end{pmatrix}.
\]
and the condition for modes becomes
\[
M_{l1}^{TE} + M_{l2}^{TE} = 1 - \frac{\delta \varepsilon^{3D} q_0 i}{2} \left[ \xi_i (q_0 b) \xi_i (q_0 a) + [\xi_i (q_0 b)]^2 + \xi_i (q_0 a) \xi_i (q_0 a) + [\xi_i (q_0 a)]^2 \right] + \left( \frac{\delta \varepsilon^{3D} q_0 i}{2} \right)^2 \left[ [\xi_i (q_0 b)]^2 \xi_i (q_0 a) \xi_i (q_0 a) - [\xi_i (q_0 b)]^2 \xi_i (q_0 a)]^2 \right] = 0.
\]

The mode condition function for TM modes is
\[
f_{l,m}^{TM}(i \xi) = 1 - \left( \frac{\delta \varepsilon^{3D}(i \xi)\xi}{2c} \right)^2 \left[ \xi_i \left( \frac{i \xi b}{c} \right) \right]^2 \left[ \xi_i \left( \frac{i \xi a}{c} \right) \right]^2 \left[ 1 + \delta \varepsilon^{3D} (i \xi)b \left( \xi_i \left( \frac{i \xi b}{c} \right) \psi_i \left( \frac{i \xi b}{c} \right) \right) \right],
\]
and for TE modes,
\[
f_{l,m}^{TE}(i \xi) = 1 - \left( \frac{\delta \varepsilon^{3D}(i \xi)\xi}{2c} \right)^2 \left[ \xi_i \left( \frac{i \xi b}{c} \right) \right]^2 \left[ \xi_i \left( \frac{i \xi a}{c} \right) \right]^2 \left[ 1 + \delta \varepsilon^{3D} (i \xi)b \left( \xi_i \left( \frac{i \xi b}{c} \right) \psi_i \left( \frac{i \xi b}{c} \right) \right) \right].
\]

Here, our notation may unfortunately cause some confusion. Note that \( \xi \) is the variable along the imaginary frequency axis and \( \xi_i \) is a Ricatti-Bessel function. We have chosen to express the mode condition functions in terms of the functions \( \xi \) and \( \psi \) to simplify the transformation into real valued functions of real valued arguments according to Eq. (5.73).

We have chosen as reference system a system where the two shells are separated from each other and at infinite distance from each other. The energy obtained by using this mode condition function is the energy change when bringing the two shells together from at infinite separation and putting the inner shell inside the outer shell.

13. Force on an atom in between two 2D spherical films (five layers)

Here, we may reuse the results from Sec. V D 9. The only difference is the expressions for the 2p polarizabilities.

The mode condition function is
\[
f_{l,m} = \frac{M_{l1}^{1} + \alpha_i^{2D0(2)} M_{l2}^{1} - \alpha_i^{2D2} (M_{l1}^{2} + \alpha_i^{2D0(2)} M_{l2}^{2})}{(1 - \alpha_i^{2D0(2)} \alpha_i^{2D2}) (M_{l1}^{1} + M_{l2}^{1})} \approx 1 - \delta M_{l2}^{1} \left( 1 + \alpha_i^{2D2} \left( 1 - \alpha_i^{2D0(2)} \right) - \alpha_i^{2D0(2)} \delta M_{l2}^{1} + \alpha_i^{2D0(2)} \alpha_i^{2D2} \left( \delta M_{l2}^{1} - \delta M_{l1}^{1} \right) \right),
\]
where we have kept terms up to linear order in the atom density. We have chosen as reference system a system with the spherical films and the gas shell well separated from each other. Thus we have divided our mode condition function both with that for a free gas film and that for the thin spherical films.

For TM modes, we have
\[
\delta M_{l1}^{TM} = -\left( \frac{\varepsilon}{2} \right) \frac{2 \pi a^2 q_0 i}{\varepsilon_0} \left( \xi_i (q_0 b) \xi_i (q_0 a) \right),
\]
\[
\delta M_{l2}^{TM} = -\left( \frac{\varepsilon}{2} \right) \frac{2 \pi a^2 q_0 i}{\varepsilon_0} \left( \xi_i (q_0 b) \xi_i (q_0 a) \right),
\]
\[
\alpha_i^{2D0(2),TM} = -\left( \frac{\varepsilon}{2} \right) \frac{2 \pi a^2 q_0 i}{\varepsilon_0} \left( \xi_i (q_0 b) \xi_i (q_0 a) \right),
\]
where \( q_0 = \omega/c \). All Ricatti-Bessel functions in the matrix have the argument \( (q_0 r) \). For TE modes, the functions are
\[
\delta M_{l1}^{TE} = -\left( \frac{\varepsilon}{2} \right) \frac{2 \pi a^2 q_0 i}{\varepsilon_0} \left( \xi_i (q_0 r) \xi_i (q_0 r) \right),
\]
\[
\delta M_{l2}^{TE} = -\left( \frac{\varepsilon}{2} \right) \frac{2 \pi a^2 q_0 i}{\varepsilon_0} \left( \xi_i (q_0 r) \xi_i (q_0 r) \right),
\]
\[
\alpha_i^{2D0(2),TE} = -\left( \frac{\varepsilon}{2} \right) \frac{2 \pi a^2 q_0 i}{\varepsilon_0} \left( \xi_i (q_0 b) \xi_i (q_0 b) \right),
\]
\[
\alpha_i^{2D0(2),TE} = -\left( \frac{\varepsilon}{2} \right) \frac{2 \pi a^2 q_0 i}{\varepsilon_0} \left( \xi_i (q_0 b) \xi_i (q_0 b) \right),
\]
\[
\alpha_i^{2D2,TE} = -\left( \frac{\varepsilon}{2} \right) \frac{2 \pi a^2 q_0 i}{\varepsilon_0} \left( \xi_i (q_0 b) \xi_i (q_0 b) \right),
\]
\[
\alpha_i^{2D0(2),TE} = -\left( \frac{\varepsilon}{2} \right) \frac{2 \pi a^2 q_0 i}{\varepsilon_0} \left( \xi_i (q_0 b) \xi_i (q_0 b) \right),
\]
VI. CYLINDRICAL STRUCTURES

The system we consider here is a layered cylinder consisting of $N$ layers and an inner cylindrical core. We have $N+2$ media and $N+1$ interfaces. Let the numbering be as follows. Medium 0 is the medium surrounding the cylinder, medium 1 is the outermost layer, medium $N$ the innermost layer and $N+1$ the innermost cylindrical region (the core). Let $r_n$ be the inner radius of layer $n$. The boundary condition is that there are no incoming waves, i.e., there is no wave moving towards the right in medium $n=0$ in Fig. 3. The fields are self-sustained; no fields are coming in from outside.

A. Nonretarded main results

In the nonretarded treatment of a cylindrical structure we let the waves represent solutions to Laplace’s equation (3.21), in cylindrical coordinates $(r,\theta,z)$, for the scalar potential, $\Phi$. The interfaces are cylindrical surfaces and the $r$ coordinate is the coordinate that is constant on each interface. The solutions are of the form

$$\Phi_{k,m}(r,\theta,z) = I_m(kr) e^{im\theta} e^{ikz} \quad \text{and} \quad K_m(kr) e^{im\theta} e^{ikz},$$

(6.1)

where the functions $I_m(z)$ and $K_m(z)$ are so-called modified Bessel functions. The first is bounded for small $z$ values and the second for large. They are solutions to the modified Bessel equation,

$$z^2 \partial^2 \omega/\partial z^2 + z \partial \omega/\partial z - (m^2 + z^2)\omega = 0.$$  

(6.2)

Note that the variable $z$ here denotes a general complex variable and should not be mistaken for the spatial $z$ variable in Eq. (6.1). We let $r$ increase towards the left in Fig. 3. We want to find the normal modes for a specific set of $k$ and $m$ values. Then all waves have the common factor $e^{im\theta} e^{ikz}$. We suppress this factor here. Then

$$R(r) = I_m(kr), \quad L(r) = K_m(kr).$$

(6.3)

Using the boundary conditions that the potential and the normal component of the $\mathbf{D}$ field are continuous across an interface $n$ gives

$$a^n I_m(kr_n) + b^n K_m(kr_n) = a^n I_m(kr_n) + b^n K_m(kr_n),$$

$$a^n \tilde{\varepsilon}_n k I_m(kr_n) + b^n \tilde{\varepsilon}_n k K_m(kr_n) = a^{n+1} \tilde{\varepsilon}_{n+1} k I_m'(kr_n) + b^{n+1} \tilde{\varepsilon}_{n+1} k K_m'(kr_n),$$

and we may identify the matrix $\tilde{A}_n(r_n)$ as

$$\tilde{A}_n(r_n) = \begin{pmatrix} I_m(kr_n) & K_m(kr_n) \\ \tilde{\varepsilon}_n I_m'(kr_n) & \tilde{\varepsilon}_n K_m'(kr_n) \end{pmatrix}.$$  

(6.5)

The matrix $\tilde{M}_n$ is

$$\tilde{M}_n = \tilde{A}_n^{-1} \cdot \tilde{A}_{n+1}$$

$$= \frac{1}{W(\tilde{\varepsilon}_n)} \begin{pmatrix} (\tilde{\varepsilon}_{n+1} - \tilde{\varepsilon}_n) I_m' K_m' + (\tilde{\varepsilon}_n - \tilde{\varepsilon}_{n+1}) K_m' I_m' \\ \tilde{\varepsilon}_n I_m' K_m - \tilde{\varepsilon}_{n+1} I_m K_m' \end{pmatrix},$$

(6.6)

where we have suppressed the argument $(kr_n)$ of all modified Bessel functions and their derivatives. As before the derivative is with respect to the argument. We have made use of the Wronskian of the two modified Bessel functions: $W[I_m(x), I_0(x)] = I_m'(x) I_0(x) - I_m(x) I_0'(x) = 1/x$.

Since the function $L(z)$ in Eq. (6.3) diverges at the origin it is excluded from the core region and hence we have no wave moving towards the left in that region. According to Eq. (3.6), this means that

$$f_{k,m}(\omega) = M_{11}. $$

(6.7)

Before we end this section, we introduce the multipole polarizabilities $\alpha^{(n)}_{k,m}$ and $\alpha^{(2,n)}_{k,m}$ for the cylindrical interface since these appear repeatedly in the sections that follow. The first is valid outside and the second inside. The polarizability $\alpha^{(n)}_{k,m} = -b^n/a^n$ under the assumption that $b^{n+1} = 0$. One obtains $\alpha^{(n)}_{k,m} = -M_{21}/M_{11}$, and from Eq. (6.6), one finds

$$\alpha^{(n)}_{k,m}(r_n;\omega) = -\frac{(\tilde{\varepsilon}_{n+1} - \tilde{\varepsilon}_n) I_m' K_m' + (\tilde{\varepsilon}_n - \tilde{\varepsilon}_{n+1}) K_m' I_m'}{\tilde{\varepsilon}_n I_m' K_m - \tilde{\varepsilon}_{n+1} I_m K_m'}. $$

(6.8)

The polarizability $\alpha^{(2,n)}_{k,m} = -a^{n+1}/b^{n+1}$ under the assumption that $a^n = 0$. One obtains $\alpha^{(2,n)}_{k,m} = M_{12}/M_{11}$, and from Eq. (5.5), one finds

$$\alpha^{(2,n)}_{k,m}(r_n;\omega) = -\frac{(\tilde{\varepsilon}_{n+1} - \tilde{\varepsilon}_n) K_m' I_m'}{\tilde{\varepsilon}_n I_m' K_m - \tilde{\varepsilon}_{n+1} I_m K_m'}. $$

(6.9)

The suppressed argument of the modified Bessel functions in the multipole polarizabilities above is $(kr_n)$. Sometimes it is convenient to use an alternative form of the matrix $\tilde{M}_n$,

$$\tilde{M}_n = M_{11}^{(2)} \begin{pmatrix} \alpha^{(n)}_{k,m} & \alpha^{(2,n)}_{k,m} \\ \tilde{\varepsilon}_n I_m' K_m - \tilde{\varepsilon}_{n+1} I_m K_m' & \tilde{\varepsilon}_{n+1} I_m' K_m - \tilde{\varepsilon}_n I_m K_m' \end{pmatrix}. $$

(6.10)

Now we have all we need to determine the nonretarded normal modes in a layered cylindrical structure. We give some examples in the following sections.

B. Nonretarded special results

1. Solid cylinder (no layer)

For a solid cylinder of radius $a$ and dielectric function $\tilde{\varepsilon}_1(\omega)$ in an ambient of dielectric function $\tilde{\varepsilon}_0(\omega)$, as illustrated in Fig. 10, we have

$$\tilde{M} = \tilde{M}_0$$

$$= \frac{k_0}{\tilde{\varepsilon}_0} \begin{pmatrix} \tilde{\varepsilon}_1 I_m' K_m - \tilde{\varepsilon}_0 I_m K_m' & (\tilde{\varepsilon}_1 - \tilde{\varepsilon}_0) K_m' I_m' \\ (\tilde{\varepsilon}_0 - \tilde{\varepsilon}_1) I_m' K_m - \tilde{\varepsilon}_1 I_m K_m' \end{pmatrix}. $$

(6.11)
where the suppressed arguments are \((ka)\). The condition for modes is

\[
\frac{\tilde{\varepsilon}_1(\omega)}{\tilde{\varepsilon}_0(\omega)} = \frac{I_m^\prime(ka)}{I_m(ka)} K_m'(ka) / K_m(ka) \quad (6.12)
\]

2. **Cylindrical shell or gap (one layer)**

Here, we start from a more general geometry namely that of a coated cylinder in a medium and get the cylindrical shell and gap as special limits. For a solid cylinder of dielectric function \(\tilde{\varepsilon}_2\) with a coating of inner radius \(a\) and outer radius \(b\). Fig. 1.1, made of a medium with dielectric function \(\tilde{\varepsilon}_1\) in an ambient medium with dielectric function \(\tilde{\varepsilon}_0\), we have

\[
\tilde{M} = \tilde{M}_0 \cdot \tilde{M}_1
\]

\[
= \frac{kb}{\tilde{\varepsilon}_0} \left( \tilde{\varepsilon}_1 I_m^\prime(kb) K_m(ka) - \tilde{\varepsilon}_0 I_m(ka) K_m'(ka) \right)
\]

\[
\left\{ \begin{array}{c} 0 \\ -1 \end{array} \right\}_{m} \times \left\{ \begin{array}{c} \alpha_{k,m}^{(2)} \\ -\alpha_{k,m}^{(1)} \end{array} \right\}_{m} \prod \left\{ \begin{array}{c} \tilde{\varepsilon}_1 I_m^\prime(kb) K_m(ka) - \tilde{\varepsilon}_0 I_m(ka) K_m'(ka) \\ \tilde{\varepsilon}_2 I_m^\prime(ka) K_m(ka) - \tilde{\varepsilon}_1 I_m(ka) K_m'(ka) \end{array} \right\}_{m}. \quad (6.13)
\]

and from direct derivation of the \(M_{11}\) element, the condition for modes becomes

\[
0 = (1 - \alpha_{k,m}^{(2)1}) = 1 - \frac{\tilde{\varepsilon}_1 I_m^\prime(kb) K_m(ka) - \tilde{\varepsilon}_0 I_m(ka) K_m'(ka)}{\tilde{\varepsilon}_2 I_m^\prime(ka) K_m(ka) - \tilde{\varepsilon}_1 I_m(ka) K_m'(ka)}. \quad (6.14)
\]

Let us now study a cylindrical shell of inner radius \(a\), outer radius \(b\) and of a medium with dielectric function \(\tilde{\varepsilon}(\omega)\) in a medium of dielectric function \(\tilde{\varepsilon}_0(\omega)\). The condition for modes we get from Eq. (6.14) by the replacements \(\tilde{\varepsilon}(\omega) \to \tilde{\varepsilon}_0(\omega)\) and \(\tilde{\varepsilon}_1(\omega) \to \tilde{\varepsilon}_0(\omega)\). The result is

\[
\left[ \begin{array}{c} K_m'(ka) \\ I_m'(ka) \end{array} \right] = \left[ \begin{array}{c} K_m(ka) \\ I_m(ka) \end{array} \right] \left[ \begin{array}{c} \tilde{\varepsilon}_1 I_m^\prime(kb) K_m(ka) - \tilde{\varepsilon}_0 I_m(ka) K_m'(ka) \\ \tilde{\varepsilon}_2 I_m^\prime(ka) K_m(ka) - \tilde{\varepsilon}_1 I_m(ka) K_m'(ka) \end{array} \right]. \quad (6.15)
\]

For a cylindrical gap of dielectric function \(\tilde{\varepsilon}_0(\omega)\) in a medium of dielectric function \(\tilde{\varepsilon}_0(\omega)\), we instead make the replacements \(\tilde{\varepsilon}_0(\omega)\), \(\tilde{\varepsilon}(\omega) \to \tilde{\varepsilon}(\omega)\) and \(\tilde{\varepsilon}_1(\omega) \to \tilde{\varepsilon}_0(\omega)\). The condition for modes is

\[
\left[ \begin{array}{c} K_m(ka) \\ I_m(ka) \end{array} \right] = \tilde{\varepsilon}_0 \left[ \begin{array}{c} K_m'(ka) \\ I_m'(ka) \end{array} \right] \left[ \begin{array}{c} \tilde{\varepsilon}_1 I_m^\prime(kb) K_m(ka) - \tilde{\varepsilon}_0 I_m(ka) K_m'(ka) \\ \tilde{\varepsilon}_2 I_m^\prime(ka) K_m(ka) - \tilde{\varepsilon}_1 I_m(ka) K_m'(ka) \end{array} \right]. \quad (6.16)
\]

3. **Thin cylindrical diluted gas film (one layer)**

It is of interest to find the van der Waals force on an atom in a layered structure. We can obtain this by studying the force on a thin layer of a diluted gas with dielectric function \(\tilde{\varepsilon}_g(\omega) = 1 + 4\pi n a^2(\omega)\), where \(a^2\) is the polarizability of one atom and \(n\) the density of atoms (we have assumed that the atom is surrounded by vacuum; if not the 1 should be replaced by the dielectric function of the ambient medium and the atomic polarizability should be replaced by the excess polarizability).

For a diluted gas layer, the atoms do not interact with each other and the force on the layer is just the sum of the forces on the individual atoms. So by dividing with the number of atoms in the film, we get the force on one atom. The layer has to be thin in order to have a well defined \(r\) value of the atom. Since we will derive the force on an atom in different cylindrical geometries, it is fruitful to derive the matrix for a thin diluted gas shell. This result can be directly used in the derivation of the van der Waals force on an atom in different cylindrical geometries.

We let the film have the thickness \(\delta\) and be of a general radius \(r\). We only keep terms up to linear order in \(\delta\) and linear order in \(n\). The matrix for the gas film is \(\tilde{M}_0 \cdot \tilde{M}_1\), where

\[
\tilde{M}_0 = \left[ \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right] + 4\pi n a^2 kr \times \left[ \begin{array}{cc} I_m^\prime(kr) K_m(kr) & K_m(kr) K_m'(kr) \\ -I_m(kr) I_m'(kr) & -I_m(kr) I_m'(kr) \end{array} \right]. \quad (6.17)
\]

Now,

\[
\tilde{M}_1 = \left[ \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right] - 4\pi n a^2 k(r - \delta) \left[ \begin{array}{cc} I_m^\prime(kr) K_m(kr) & K_m(kr) K_m'(kr) \\ -I_m(kr) I_m'(kr) & -I_m(kr) I_m'(kr) \end{array} \right], \quad (6.18)
\]

where the suppressed arguments of all modified Bessel functions are \((kr - \delta)\). We find

\[
\tilde{M}_\text{gaslayer} = \tilde{M}_0 \cdot \tilde{M}_1
\]

\[
= \left[ \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right] + 4\pi (\delta n) a^2 k \times \left[ \begin{array}{cc} \frac{d[I_m^\prime kr K_m]}{d(k r)} & \frac{d[I_m kr K_m]}{d(k r)} \\ -\frac{d[I_m kr L_m]}{d(k r)} & -\frac{d[I_m^\prime kr L_m]}{d(k r)} \end{array} \right]. \quad (6.19)
\]

where now the arguments of all modified Bessel functions are \((kr)\). Performing the derivaties and using the modified Bessel equation, Eq. (6.2), we find

\[
\tilde{M}_\text{gaslayer} = \left[ \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right] + (\delta n) 4\pi a^2 [m^2 + (kr)^2] \left[ \begin{array}{cc} I_m K_m & K_m K_m' \\ -I_m I_m' & -I_m I_m' \end{array} \right] + (\delta n) 4\pi a^2 (kr)^2 \left[ \begin{array}{cc} I_m^\prime K_m' & K_m' K_m'' \\ -I_m I_m' & -I_m I_m' \end{array} \right]. \quad (6.20)
\]

Now we are done with the gas layer. We will use these results later in calculating the van der Waals force on an atom in cylindrical layered structures.

4. **2D cylindrical film (one layer)**

In many situations, one is dealing with very thin films. These may be considered 2D. Important examples are
Now, we have Eq. (6.2), we arrive at

\[ E = \hbar L \int_0^\infty \frac{dk}{2\pi} \left\{ \sum_{m=-\infty}^{\infty} L \int_{-\infty}^{\infty} \frac{d\xi}{2\pi} \ln[\tilde{f}_{k,m}(i\xi)] \right\} \]

The multipole polarizability “seen from inside the shell” we get from Eq. (6.21). The polarizability is \(-a^1/b^1\) under the assumption that \(a^0 = 0\). One obtains \(a^{2D(2)}_{k,m} = M_{12}/M_{11}\), and

\[
a^{2D(2)}_{k,m} (r; \omega) = \frac{\delta \delta^{3D}[m^2 + (kr)^2]K_m(kr)K_m(kr)}{r + \delta \delta^{3D}[m^2 + (kr)^2]I_m(kr)K_m(kr)}. \tag{6.26}
\]

Sometimes, it is convenient to use an alternative form of the matrix \(\tilde{M}_{2D}\),

\[
\tilde{M}_{2D} = M_{11}^{2D} \left( 1 - \frac{\alpha^{2D}}{\alpha^{11,2D}} \right), \tag{6.27}
\]

5. Force on an atom outside a cylinder (two layers)

In this section, we derive the van der Waals interaction between a polarizable atom and an infinitely long solid cylinder of dielectric function \(\varepsilon_3(\omega)\). We assume that the atom and cylinder are in vacuum for simplicity. The geometry of the problem is shown in Fig. 12. The radius of the cylinder is \(a\) and the atom is at the distance \(b = a + \delta\) from the cylinder axis.

To obtain the results we proceed as follows. We introduce a thin shell defined by the radii \(b\) and \(b + \delta\). We let the medium of the shell have the dielectric function \(\varepsilon_g\), where we have taken as reference system a system where the atom is at the distance \(b = a + \delta\) from the cylinder axis. We let \(\alpha\) go towards zero and keep only terms up to linear order before we let \(\delta\) go towards zero.

The matrix of the problem is just the matrix of the thin shell, Eq. (6.20), multiplying that for the cylindrical core, given in Eq. (6.11). We find \(\tilde{M} = \tilde{M}_{\text{shell}} \cdot \tilde{M}_{\text{core}}\). The element of interest is

\[ M_{11} = M_{11}^{\text{shell}} M_{11}^{\text{core}} + M_{12}^{\text{shell}} M_{21}^{\text{core}}. \tag{6.28} \]

The mode condition function becomes

\[
\tilde{f}_{k,m} = 1 + \frac{M_{12}^{\text{shell}} M_{11}^{\text{core}}}{M_{11}^{\text{shell}}} \cdot \frac{M_{12}^{\text{core}}}{M_{21}^{\text{core}}}
= 1 - \frac{M_{12}^{\text{shell}} M_{11}^{\text{core}}}{M_{11}^{\text{shell}}} \cdot \frac{M_{12}^{\text{core}}}{M_{21}^{\text{core}}}
= 1 - (\delta \delta^{3D} + \delta^{3D}/(2\pi b) \delta^{3D} \int_{-\infty}^{\infty} \frac{d\xi}{2\pi} \ln[1 - M_{12}^{\text{shell}}(k,i\xi)\alpha_{k,m}(a;i\xi)]
\]

where we have taken as reference system a platform where the gas shell and the core are well separated from each other.

Now, the nonretarded (van der Waals) interaction energy between an atom and a cylinder is given by

\[ E = \hbar L \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^{\infty} L \int_{-\infty}^{\infty} \frac{dk}{2\pi} \ln[\tilde{f}_{k,m}(i\xi)] \]

\[ E = \hbar L \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^{\infty} L \int_{-\infty}^{\infty} \frac{dk}{2\pi} \ln[1 - M_{12}^{\text{shell}}(k,i\xi)\alpha_{k,m}(a;i\xi)] \]

where the suppressed arguments of the modified Bessel functions are \((kr)\).

We will also need the multipole polarizability of the thin cylindrical shell in vacuum. It can be obtained from Eq. (6.24). The polarizability is \(-b^1/a^1\) under the assumption that \(b^1 = 0\). One obtains \(a^{2D(2)} = -M_{21}/M_{11}\). We find

\[
a^{2D(2)}_{k,m} (r; \omega) = \frac{\delta \delta^{3D}[m^2 + (kr)^2]I_m(kr)I_m(kr)}{r + \delta \delta^{3D}[m^2 + (kr)^2]I_m(kr)K_m(kr)}. \tag{6.25}
\]

where we have reserved the first argument before the semicolon for the radius of the cylindrical film.

\[ E = \hbar L \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^{\infty} L \int_{-\infty}^{\infty} \frac{dk}{2\pi} \ln[\tilde{f}_{k,m}(i\xi)] \]
\[ \begin{align*}
&= -2\hbar L \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^{\infty} \int_0^\infty \frac{dk}{2\pi} (\delta n) 4\pi \alpha^a(i\xi) \alpha_{k,m}(a;i\xi)[m^2 + (kb)^2][K_m(kb)]^2 + (kb)^2[K_m'(kb)]^2] \\
&= -4\hbar \frac{b^2}{\hbar^2} \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^{\infty} \int_0^\infty \frac{dk}{2\pi} \alpha^a(i\xi) \alpha_{k,m}(a;i\xi)[m^2 + (kb)^2][K_m(kb)]^2 + (kb)^2[K_m'(kb)]^2], \\
\end{align*} \]

(6.30)

where

\[ \alpha_{k,m}(a;i\xi) = \frac{[\tilde{\varepsilon}_1(i\xi) - 1](ka) I_m(ka) I'_m(ka)}{1 + [\tilde{\varepsilon}_1(i\xi) - 1](ka) K_m(ka) I'_m(ka)} \]

(6.31)

is the multipole polarizability for a cylinder in vacuum, Eq. (6.8). See Ref. [3] Eq. (5.77). Note that in this section we defined the density of the gas shell so that the shell contained a single atom. Then we did not have to divide the energy with the number of atoms. The force on the atom is \( F(b) = -\dot{F}E(b)/db. \)

### 6. Force on an atom inside a cylindrical cavity (two layers)

In this section, we derive the van der Waals interaction between a polarizable atom inside an infinitely long cylindrical vacuum cavity in a medium of dielectric function \( \tilde{\varepsilon}_1(\omega) \). The geometry of the problem is shown in Fig. 13. The radius of the cavity is \( a \) and the atom is at the distance \( d \) from the cylinder axis. To obtain the results, we proceed as follows. We introduce a thin shell defined by the radii \( d \) and \( d + \delta \). We let the medium of the shell have the dielectric function \( \varepsilon_g = 1 + \alpha = 1 + 4\pi n a^a = 1 + 4\pi \alpha^a / (2\pi d \delta L) = 1 + 2\alpha^a / (\delta L) \) where \( \alpha^a \) is the polarizability of the atom and \( L \) is the length of the cylinder which we let go to infinity at the end. We assume that the medium of the shell is very diluted. We let \( \alpha \) go towards zero and keep only terms up to linear order before we let \( \delta \) go towards zero.

The matrix of the problem is just the matrix of the cavity, Eq. (6.11), multiplying that for the diluted gas shell, given in Eq. (6.20), \( \mathbf{M} = \mathbf{M}_{\text{cavity}} \cdot \mathbf{M}_{\text{shell}} \). The element of interest is

\[ M_{11} = M_{11}^{\text{cavity}} M_{11}^{\text{shell}} + M_{12}^{\text{cavity}} M_{21}^{\text{shell}}. \]

(6.32)

The mode condition function becomes

\[ f_{k,m} = 1 + \frac{M_{12}^{\text{cavity}} M_{21}^{\text{shell}}}{M_{11}^{\text{cavity}} M_{11}^{\text{shell}}}, \]

\[ = 1 + \alpha_{k,m}^{(2)}(a;i\xi) \]

\[ = 1 - \frac{(1 - \tilde{\varepsilon}_1) K_m(ka) K'_m(ka)}{I_m(ka) K_m(ka) - \tilde{\varepsilon}_1 I_m(ka) K'_m(ka)} (\delta n) 4\pi \alpha^a [m^2 + (kd)^2][K_m(kd)]^2 + (kd)^2[K'_m(kd)]^2 \]

(6.33)

where we have taken as reference system a system where the gas shell and the cavity are well separated from each other.

Now, the nonretarded (van der Waals) interaction energy for an atom inside a cylindrical cavity is given by

\[ E = \hbar \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^{\infty} L \int_{-\infty}^\infty \frac{dk}{2\pi} \ln[f_{k,m}(k,i\xi)] \]

\[ = \hbar L \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^{\infty} \int_{-\infty}^\infty \frac{dk}{2\pi} \ln \left[ 1 + M_{12}^{\text{gasl}}(k,i\xi) \alpha_{k,m}^{(2)}(a;i\xi) \right] \]

\[ \approx \frac{2\hbar L}{d} \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^{\infty} \int_{-\infty}^\infty \frac{dk}{2\pi} \frac{M_{12}^{\text{gasl}}(k,i\xi) \alpha_{k,m}^{(2)}(a;i\xi)}{2}, \]

\[ = -\frac{2\hbar L}{d} \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^{\infty} \int_0^\infty \frac{dk}{2\pi} (\delta n) 4\pi \alpha^a(i\xi) \alpha_{k,m}^{(2)}(a;i\xi)[m^2 + (kd)^2][K_m(kd)]^2 + (kd)^2[K'_m(kd)]^2 \]

\[ = -\frac{4\hbar}{d^2} \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^{\infty} \int_{-\infty}^\infty \frac{dk}{2\pi} \alpha^a(i\xi) \alpha_{k,m}^{(2)}(a;i\xi)[m^2 + (kd)^2][K_m(kd)]^2 + (kd)^2[K'_m(kd)]^2, \]

(6.34)

where

\[ \alpha_{k,m}^{(2)}(a;i\xi) = \frac{(1 - \tilde{\varepsilon}_1(i\xi)) K_m(ka) K'_m(ka)}{I'_m(ka) K_m(ka) - \tilde{\varepsilon}_1(i\xi) I_m(ka) K'_m(ka)} \]

(6.35)
is the multipole polarizability for inside a cylindrical vacuum cavity, Eq. (6.9). Note that in this section we defined the density of the gas shell so that the shell contained a single atom. Then we did not have to divide the energy with the number of atoms. The force on the atom is \( \mathbf{F}(d) = -\mathbf{r}dE(d)/dd \).

### 7. Force on an atom in a cylindrical gap (three layers)

Here, we study an atom in a cylindrical vacuum gap with the outer and inner radii \( b \) and \( a \), respectively. The medium outside the gap has dielectric function \( \tilde{\varepsilon}_1(\omega) \) and the medium inside the dielectric function \( \tilde{\varepsilon}_2(\omega) \). The atom is at the distance \( r \) from the center. The matrix for this geometry is \( \mathbf{M} = \mathbf{M}_{\text{cavity}} \cdot \mathbf{M}_{\text{shell}} \cdot \mathbf{M}_{\text{core}} \), and the matrix element of interest is

\[
M_{11} = \left( M_{11}^{\text{cav}} M_{12}^{\text{cav}} \right) \left( M_{11}^{\text{shell}} M_{12}^{\text{shell}} \right) \cdot \left( M_{11}^{\text{core}} M_{12}^{\text{core}} \right).
\]

\[
= M_{11}^{\text{cav}} M_{11}^{\text{shell}} M_{11}^{\text{core}} \left( 1, \alpha_{k,m}^{\text{cav}}(2) \right) \left( \begin{array}{c} 1 \\ -\alpha_{k,m}^{\text{shell}}(2) \\ -\alpha_{k,m}^{\text{core}}(2) \end{array} \right) \cdot \left( \begin{array}{c} 1 \\ -\alpha_{k,m}^{\text{core}}(2) \end{array} \right).
\]

This leads to the following proper mode condition function:

\[
\tilde{f}_{k,m} = 1 - \frac{\alpha_{k,m}^{\text{shell}}(2) + \alpha_{k,m}^{\text{core}}(2)}{1 - \alpha_{k,m}^{\text{core}}(2)} \approx 1 - \frac{\alpha_{k,m}^{\text{shell}}(2) + \alpha_{k,m}^{\text{core}}(2)}{1 - \alpha_{k,m}^{\text{core}}(2)},
\]

where the reference system is the cylindrical gap in absence of the atom. The functions appearing in the expression are

\[
\alpha_{k,m}^{\text{shell}}(2) \approx (\delta n) (4\pi a^{4l}(\omega)) r \left[ I_m(kr) \right]^2 + (kr)^2 \left[ I'_m(kr) \right]^2,
\]

\[
\alpha_{k,m}^{\text{shell}}(2) \approx (\delta n) (4\pi a^{4l}(\omega)) r \left[ K_m(kr) \right]^2 + (kr)^2 \left[ K'_m(kr) \right]^2,
\]

\[
M_{22}^{\text{shell}} = 1 \approx -(\delta n) (4\pi a^{4l}(\omega)) r \left[ I_m(kr) K_m(kr) + (kr)^2 I'_m(kr) K'_m(kr) \right],
\]

\[
\alpha_{k,m}^{\text{cav}}(2) = \frac{\delta n}{r} \left[ \frac{1}{1 - \tilde{\varepsilon}_1(\omega)} K_m(kb) K'_m(kb) \right] \frac{\tilde{\varepsilon}_2(\omega) - 1}{\tilde{\varepsilon}_2(\omega) - 1} \frac{I'_m(kb) K'_m(kb)}{I'_m(kb) K'_m(kb)}.
\]

Before we write down the expression for the energy per atom we make the factor \((\delta n) (4\pi a^{4l}(\omega)) \) explicit, a factor that is common for all terms after \( -1 \) in the expression for \( \tilde{f}_{k,m} \). We have

\[
\tilde{f}_{k,m} \approx 1 - (\delta n) (4\pi a^{4l}(\omega)) r \left[ 1 - \alpha_{k,m}^{\text{core}}(2) \alpha_{k,m}^{\text{cav}}(2) \right] \frac{\left( I_m(kr) \right)^2 + \alpha_{k,m}^{\text{core}}(2) \left( K_m(kr) \right)^2 - 2 \alpha_{k,m}^{\text{core}}(2) I'_m(kr) K'_m(kr) \right] \frac{\left( I_m(kr) \right)^2 + \alpha_{k,m}^{\text{core}}(2) \left( K_m(kr) \right)^2 - 2 \alpha_{k,m}^{\text{core}}(2) I'_m(kr) K'_m(kr) \right]}
\]

\[
\frac{E}{2\pi (\delta n)L} = \frac{\hbar}{2\pi (\delta n)L} \int_0^\infty \frac{dk}{2\pi} \sum_{m=-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dk}{2\pi} \ln [\tilde{f}_{k,m}(k,i\xi)]
\]

\[
\approx \frac{\hbar}{2\pi (\delta n)} \int_0^\infty \frac{dk}{2\pi} \sum_{m=-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dk}{2\pi} \left[ 1 - \tilde{f}_{k,m}(k,i\xi) \right] - 1
\]

\[
= \frac{2\hbar}{r} \int_0^\infty \frac{dk}{2\pi} \sum_{m=-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dk}{2\pi} \left[ 1 - \alpha_{k,m}(4l)(i\xi) \right] \frac{\left( I_m(kr) \right)^2 + \alpha_{k,m}^{\text{cav}}(2) \left( I'_m(kr) \right)^2}{\left( I_m(kr) \right)^2 + \alpha_{k,m}^{\text{cav}}(2) \left( I'_m(kr) \right)^2 - 2 \alpha_{k,m}^{\text{core}}(2) I'_m(kr) K'_m(kr) \right]}
\]

\[
\tilde{f}_{k,m}(k,i\xi) \approx \frac{E}{2\pi (\delta n)L} = -(\delta n) r E \frac{dE}{dr}.
\]

The force on the atom is \( \mathbf{F}(r) = -\mathbf{r} \frac{dE}{dr}/dr \).
In this section, we derive the interaction between an atom and a very thin cylindrical shell, Fig. 21. It could approximate the interaction between an atom and a nanotube. We let the shell have the thickness $\delta$ and let $\delta$ be very small so that one keeps only terms linear in $\delta$. The 3D dielectric function of the material will then be inversely proportional to $\delta$ [31,32]. The derivation proceeds along the lines in Sec. VI B 5 and the matrix $\mathbf{M}_{\text{core}}$ is replaced by $\mathbf{M}_{\text{3D}}$. The matrix of the problem is just the matrix of the thin gas shell, Eq. (6.20), multiplying that for the 2D shell, given in Eq. (6.27), $\tilde{\mathbf{M}} = \tilde{\mathbf{M}}_{\text{shell}} \cdot \tilde{\mathbf{M}}_{\text{2D}}$. Note that the radius of the 2D cylindrical film is $a$ and the atom is at the distance $d$ from the film and distance $b$ from the cylinder axis. The element of interest is

$$M_{11} = M_{11}^{\text{shell}} M_{11}^{\text{2D}} + M_{12}^{\text{shell}} M_{21}^{\text{2D}}. \quad (6.41)$$

The mode condition function becomes

$$\tilde{f}_{k,m} = 1 + \frac{M_{12}^{\text{shell}}}{M_{11}^{\text{shell}}} \frac{M_{21}^{\text{2D}}}{M_{21}^{\text{2D}}} \approx 1 - M_{12}^{\text{shell}} \alpha_{k,m}^{\text{2D}}, \quad (6.42)$$

where

$$M_{12}^{\text{shell}} = (\delta n) \frac{4\pi}{a} \frac{\alpha^m(\omega)}{b} \left\{ [m^2 + (kb)^2][K_m(kb)]^2 + (kb)^2[K'_m(kb)]^2 \right\},$$

$$\alpha_{k,m}^{\text{2D}} = \frac{\delta \varepsilon^{\text{3D}}(\omega)[m^2 + (ka)^2]I_m(ka)I_m(ka)}{a + \delta \varepsilon^{\text{3D}}(\omega)[m^2 + (ka)^2]} \frac{I_m(ka)}{I_m(ka)K_m(ka)}. \quad (6.43)$$

Now, the nonretarded (van der Waals) interaction energy between an atom and a 2D cylinder shell is given by

$$E \approx -\frac{2\hbar}{2\pi b \delta L n} \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^{\infty} L \int_0^\infty \frac{dk}{2\pi} M_{12}^{\text{shell}} \alpha_{k,m}^{\text{2D}}$$

$$= -\frac{4\hbar}{b^2} \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^{\infty} \int_0^\infty \frac{dk}{2\pi} \alpha^m(i\xi)[m^2 + (kb)^2][K_m(kb)]^2 + (kb)^2[K'_m(kb)]^2]$$

$$\times \frac{\delta \varepsilon^{\text{3D}}(i\xi)[m^2 + (ka)^2]I_m(ka)I_m(ka)}{a + \delta \varepsilon^{\text{3D}}(i\xi)[m^2 + (ka)^2]} \frac{I_m(ka)}{I_m(ka)K_m(ka)}. \quad (6.44)$$

Two examples where the results apply are a cylinder made of a graphenelike film and a thin metal film, respectively. Then the expressions for $\delta \varepsilon(i\xi)$ as given in Eq. (5.43) can be used [31,32]. The force on the atom is $F(b) = -\dot{\mathbf{r}}dE(b)/db$.

In this section, we derive the interaction of an atom inside a very thin cylindrical shell, Fig. 21. It could approximate the interaction of an atom inside a nanotube. We let the shell have the thickness $\delta$ and let $\delta$ be very small so that one keeps only terms linear in $\delta$. The 3D dielectric function of the material will then be inversely proportional to $\delta$ [31,32]. The derivation proceeds along the lines in the previous section and the matrix of the problem is just the matrix of the 2D shell, Eq. (6.27), multiplying that for the thin gas shell, given in Eq. (6.20), $\mathbf{M} = \mathbf{M}_{\text{shell}} \cdot \mathbf{M}_{\text{2D}}$. Note that the radius of the 2D cylindrical film is $a$ and the atom is at a distance $d$ from the cylinder axis. The element of interest is

$$M_{11} = M_{11}^{\text{2D}} M_{11}^{\text{shell}} + M_{12}^{\text{2D}} M_{21}^{\text{shell}}. \quad (6.45)$$

The mode condition function becomes

$$\tilde{f}_{k,m} = 1 + \frac{M_{12}^{\text{2D}}}{M_{11}^{\text{2D}}} \frac{M_{21}^{\text{shell}}}{M_{21}^{\text{shell}}} \approx 1 + \alpha_{k,m}^{\text{2D(2)}} M_{21}^{\text{shell}}, \quad (6.46)$$

where

$$M_{21}^{\text{shell}} = -(\delta n) \frac{4\pi}{a} \frac{\alpha^m(\omega)}{d} \left\{ [m^2 + (kd)^2][I_m(kd)]^2 + (kd)^2[I'_m(kd)]^2 \right\},$$

$$\alpha_{k,m}^{\text{2D(2)}} = \frac{\delta \varepsilon^{\text{3D}}(m^2 + (ka)^2)K_m(ka)K_m(ka)}{a + \delta \varepsilon^{\text{3D}}(m^2 + (ka)^2)} \frac{I_m(ka)K_m(ka)}{I_m(ka)K_m(ka)}. \quad (6.47)$$
Now, the nonretarded (van der Waals) interaction energy of an atom inside a thin cylindrical shell is given by
\[
E \approx \frac{2\hbar}{2\pi d S L n} \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^\infty L \int_0^\infty \frac{dk}{2\pi} \alpha^{2D(2)}_{k,m} M^{\text{shell}}_{21}
\]
\[
= -\frac{4\hbar}{d^2} \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^\infty \int_0^\infty \frac{dk}{2\pi} \alpha^a(i\xi) \left( [m^2 + (kd)^2][I_m(kd)]^2 + (kd)^2[I'_m(kd)]^2 \right)
\times \frac{\delta\theta^3D(i\xi)[m^2 + (ka)^2]I_m(ka)I_m(ka)}{a + \delta\theta^3D(i\xi)[m^2 + (ka)^2]I_m(ka)I_m(ka)}.
\]
(6.48)

Two examples where the results apply are a cylinder made of a graphenelike and a thin metal sheet, respectively. Then the expressions for \(\delta\theta(i\xi)\) as given in Eq. (5.43) can be used [31,32]. The force on the atom is \(F(d) = -\delta dE(d)/dd\).

### 10. Interaction between two 2D cylindrical shells (three layers)

We consider two coaxial thin cylindrical shells, one outer of radius \(b\) and one inner of radius \(a\). The matrix for the system is \(\mathbf{M} = \mathbf{M}_{2D}, \mathbf{M}_{2D}\) and the matrix of interest is
\[
M_{11} = M_{11}^{2D0}M_{11}^{2D} + M_{12}^{2D0}M_{21}^{2D} = M_{11}^{2D0}M_{11}^{2D} \left( 1 - \alpha^{2D(2)}_{k,m} \alpha^{2D(2)}_{k,m} \right),
\]
(6.49)

where all appearing functions are
\[
M_{11}^{2D0} = 1 + \delta\theta^3D(\omega) \frac{[m^2 + (kb)^2]I_m(kb)K_m(kb)}{b},
\]
\[
M_{11}^{2D} = 1 + \delta\theta^3D(\omega) \frac{[m^2 + (ka)^2]I_m(ka)K_m(ka)}{a},
\]
\[
M_{12}^{2D0} = \delta\theta^3D(\omega) \frac{[m^2 + (kb)^2][K_m(kb)]^2}{b},
\]
\[
M_{21}^{2D} = -\delta\theta^3D(\omega) \frac{[m^2 + (ka)^2][I_m(ka)]^2}{a},
\]
(6.50)

\[
\alpha^{2D(2)}_{k,m} = \alpha^{2D(2)}_{k,m}(b;\omega) = \frac{\delta\theta^3D(\omega)[m^2 + (kb)^2][K_m(kb)]^2}{b + \delta\theta^3D(\omega)[m^2 + (kb)^2]I_m(kb)K_m(kb)},
\]
\[
\alpha^{2D(2)}_{k,m} = \alpha^{2D(2)}_{k,m}(a;\omega) = \frac{\delta\theta^3D(\omega)[m^2 + (ka)^2][I_m(ka)]^2}{a + \delta\theta^3D(\omega)[m^2 + (ka)^2]I_m(ka)K_m(ka)}.
\]

If one wants to find the electromagnetic normal modes of the system, one finds the solutions to \(M_{11} = 0\). If one wants to find the energy it takes to bring the two thin cylindrical shells from infinite separation together and place the inner inside the outer, one uses the proper mode condition function,
\[
\tilde{f}_{k,m}(i\xi) = 1 - \alpha^{2D(2)}_{k,m}(b;\$_{i\xi}) \alpha^{2D(2)}_{k,m}(a;\$_{i\xi}.
\]
(6.51)

The energy per unit length is
\[
E = 2\hbar \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^\infty \int_0^\infty \frac{dk}{2\pi} \ln |\tilde{f}_{k,m}(k,\xi)|
\]
\[
= 2\hbar \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^\infty \int_0^\infty \frac{dk}{2\pi} \ln \left[ 1 - \alpha^{2D(2)}_{k,m}(b;\$_{i\xi}) \alpha^{2D(2)}_{k,m}(a;\$_{i\xi}) \right]
\]
\[
= 2\hbar \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^\infty \int_0^\infty \frac{dk}{2\pi} \ln \left[ 1 - \frac{\delta\theta^3D(\omega)[m^2 + (kb)^2][K_m(kb)]^2}{b + \delta\theta^3D(\omega)[m^2 + (kb)^2]I_m(kb)K_m(kb)} \times \frac{\delta\theta^3D(\omega)[m^2 + (ka)^2][I_m(ka)]^2}{a + \delta\theta^3D(\omega)[m^2 + (ka)^2]I_m(ka)K_m(ka)} \right].
\]
(6.52)

### 11. Force on an atom in between two 2D cylindrical films (five layers)

Here, we study an atom in a cylindrical vacuum gap between two 2D cylindrical films with the outer and inner radii \(b\) and \(a\), respectively. The ambient medium in which the films and the atom reside is vacuum. The atom is at a distance \(r\) from the center.
Here, we may make use of the results in Sec. VI B 7. The matrix for this geometry is the product of those for the outer 2D film, the gas shell and the inner 2D film, \[ \bar{M} = \bar{M}_{2D} \cdot \bar{M}_{\text{shell}} \cdot \bar{M}_{2D}, \] and the matrix element of interest is

\[ M_{11} = (M_{2D}^{11} M_{2D}^{12}) \begin{pmatrix} M_{11}^{\text{shell}} & M_{12}^{\text{shell}} \\ M_{21}^{\text{shell}} & M_{22}^{\text{shell}} \end{pmatrix} \cdot (M_{11}^{2D} M_{22}^{2D}) \]

\[ = M_{11}^{2D} M_{11}^{\text{shell}} M_{11}^{2D} \left( 1 + \alpha_{2D}^{(2)}(1) \begin{pmatrix} \alpha_{k,m}^{(2)} & \alpha_{k,m}^{(2)} \\ -\alpha_{k,m}^{(2)} & -\alpha_{k,m}^{(2)} \end{pmatrix} \right) \cdot \begin{pmatrix} 1 \\ -\alpha_{k,m}^{(2)} \end{pmatrix} \]

\[ = M_{11}^{2D} M_{11}^{\text{shell}} M_{11}^{2D} \left( 1 - \alpha_{k,m}^{(2)} \alpha_{k,m}^{(2)} - \alpha_{k,m}^{(2)} \alpha_{k,m}^{(2)} - \alpha_{k,m}^{(2)} \left[ \alpha_{k,m}^{(2)} + \alpha_{k,m}^{(2)} \left( M_{22}^{\text{shell}} - 1 \right) \right] \right). \]  

(6.53)

This leads to the following proper mode condition function:

\[ \tilde{f}_{k,m} = 1 - \frac{\alpha_{k,m}^{(2)} \alpha_{k,m}^{(2)}}{1 - \alpha_{k,m}^{(2)} \alpha_{k,m}^{(2)}} \left( \alpha_{k,m}^{(2)} + \alpha_{k,m}^{(2)} \left( M_{22}^{\text{shell}} - 1 \right) \right) \approx 1 - \frac{\alpha_{k,m}^{(2)} \alpha_{k,m}^{(2)}}{1 - \alpha_{k,m}^{(2)} \alpha_{k,m}^{(2)}} \left( \alpha_{k,m}^{(2)} + \alpha_{k,m}^{(2)} \left( M_{22}^{\text{shell}} - 1 \right) \right), \]

(6.54)

where the reference system is a system where all three shells are well separated from each other. The functions appearing in the expression are

\[ \alpha_{k,m}^{(2)} \approx (\delta n) \frac{4\pi a_{2D}(\omega)}{r} \left[ (m^2 + (kr)^2) |I_m(kr)|^2 + (kr)^2 |I'_m(kr)|^2 \right], \]

\[ \alpha_{k,m}^{(2)} \approx (\delta n) \frac{4\pi a_{2D}(\omega)}{r} \left[ (m^2 + (kr)^2) |K_m(kr)|^2 + (kr)^2 |K'_m(kr)|^2 \right], \]

\[ M_{22}^{\text{shell}} - 1 \approx - (\delta n) \frac{4\pi a_{2D}(\omega)}{r} \left[ (m^2 + (kr)^2) |I_m(kr)K_m(kr)| + (kr)^2 |I'_m(kr)K'_m(kr)| \right], \]

(6.55)

\[ \alpha_{k,m}^{(2)} = \left\{ \begin{array}{ll} \alpha_{k,m}^{(2)}(b; \omega) = \frac{\delta^{2D}(\omega)[m^2 + (kb)^2] |K_m(kb)|^2}{b + \delta^{2D}(\omega)[m^2 + (kb)^2] |I_m(kb)K_m(kb)|}, & \text{if } a + \delta^{2D}(\omega)[m^2 + (ka)^2] |I_m(ka)K_m(ka)| > 0, \\ \alpha_{k,m}^{(2)}(a; \omega) = \frac{\delta^{2D}(\omega)[m^2 + (ka)^2] |I_m(ka)|^2}{a + \delta^{2D}(\omega)[m^2 + (ka)^2] |I_m(ka)| |K_m(ka)|} & \text{if } a + \delta^{2D}(\omega)[m^2 + (ka)^2] |I_m(ka)K_m(ka)| < 0. \end{array} \right. \]

Before we write down the expression for the energy per atom we make the factor \((\delta n)4\pi a_{2D}(\omega)\) explicit, a factor that is common for all terms after \(1-\) in the expression for \(\tilde{f}_{k,m}\). We have

\[ \tilde{f}_{k,m} \approx 1 - \frac{4\pi a_{2D}(\omega)}{r} \left[ (m^2 + (kr)^2) |I_m(kr)|^2 + \alpha_{k,m}^{(2)} |K_m(kr)|^2 - 2\alpha_{k,m}^{(2)} |I_m(kr)K_m(kr)| \right] \]

\[ + (kr)^2 \left[ \alpha_{k,m}^{(2)} |I'_m(kr)|^2 + \alpha_{k,m}^{(2)} |K'_m(kr)|^2 - 2\alpha_{k,m}^{(2)} |I'_m(kr)K'_m(kr)| \right]. \]

(6.56)

Now, the energy per atom is

\[ \frac{E}{2\pi(\delta n)L} = \frac{\hbar}{2\pi(\delta n)L} \int_0^{\infty} \frac{dk}{2\pi} \int_{-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \ln[\tilde{f}_{k,m}(k,i\xi)] \]

\[ \approx \frac{\hbar}{2\pi(\delta n)} \int_0^{\infty} \frac{dk}{2\pi} \sum_{m=-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dk}{2\pi} \ln[\tilde{f}_{k,m}(k,i\xi)] \]

\[ = -\frac{\hbar}{r} \int_0^{\infty} \frac{dk}{2\pi} \sum_{m=-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dk}{2\pi} \frac{4\pi a_{2D}(\omega)}{r} \left[ (m^2 + (kr)^2) |I_m(kr)|^2 + \alpha_{k,m}^{(2)} |K_m(kr)|^2 \right] \]

\[ - 2\alpha_{k,m}^{(2)} |I_m(kr)K_m(kr)| + (kr)^2 \left[ \alpha_{k,m}^{(2)} |I'_m(kr)|^2 + \alpha_{k,m}^{(2)} |K'_m(kr)|^2 - 2\alpha_{k,m}^{(2)} |I'_m(kr)K'_m(kr)| \right]. \]

(6.57)

The force on the atom is \(F(r) = -\hat{r}dE(r)/dr\).

C. Retarded main results

To find the normal modes for a layered cylinder including retardation effects, we need to solve the wave equation for the electric and magnetic fields in all layers and use the proper boundary conditions at the interfaces. To solve the vector-wave
The radial part $h$ is the projection of the incoming momentum on the cylinder axis. The general solution for the potentials is expressed in terms of

$$ \pi_{i,m} = [R_m(\sqrt{q^2 - k^2}r)][e^{im\phi}][e^{i\omega t}].$$

$m = 0, \pm 1, \pm 2 \ldots$

The radial part $R(r)$ is a solution to the Bessel equation,

$$ z^2 \frac{d^2 \omega}{dz^2} + z \frac{d \omega}{dz} + (z^2 - \nu^2)\omega = 0.$$

The Bessel equation has many different solutions: (1) Bessel functions of the first kind, $J_\nu(z)$; (2) Bessel functions of the second kind, $Y_\nu(z)$ (Weber’s function, Neumann’s function); (3) Bessel functions of the third kind, $H^{(1)}_\nu(z)$, $H^{(2)}_\nu(z)$ (Hankel functions).

Each is a regular function of $z$ throughout the complex $z$ plane cut along the negative real axis. They are related to each other according to

$$ Y_\nu(z) = [J_\nu(z) \cos (\nu \pi) - J_{-\nu}(z)] / \sin (\nu \pi),$$

$$ H^{(1)}_\nu(z) = J_\nu(z) + iY_\nu(z),$$

$$ H^{(2)}_\nu(z) = J_\nu(z) - iY_\nu(z).$$

Let us study a layered cylinder of radius $R$ consisting of $N$ layers and an inner cylindrical core. We have $N + 2$ media and $N + 1$ interfaces. Let the numbering be as follows. Medium 0 is the medium surrounding the cylinder, medium 1 is the outermost layer and medium $N + 1$ the innermost layer and $N + 2$ the innermost cylindrical core. Let $r_i$ be the inner radius of layer $i$. This is completely in line with the system represented by Fig. 3.

We will use the two Hankel versions since they represent waves that go in either the positive or negative $r$ directions. We assume a time dependence of the form $e^{-i\omega t}$. With this choice the first Hankel function, $H^{(1)}_\nu(qr) e^{-i\omega t} \propto e^{i(qr - \omega t)}$, represents a wave moving in the positive radial direction (towards the left in Fig. 3) while the second, $H^{(2)}_\nu(qr) e^{-i\omega t} \propto e^{-i(qr + \omega t)}$, represents a wave moving in the negative radial direction (towards the right in Fig. 3). Thus the general solution for the potentials is

$$ \pi = \sum_{m=0}^{\infty} [a_m H^{(2)}_{m}(kr) + b_m H^{(1)}_{m}(kr)] e^{im\phi} e^{i\omega t},$$

$$ k = \sqrt{q^2 - \nu^2}.$$
For the special case when $h = 0$, we see that the matrices are in a block form:

$$\tilde{A}_n = \begin{pmatrix}
\tilde{a}^{(2)}_1, k^2_n H^{(2)}_m (k_n r) + b^2_n k^2_{n+1} H^{(1)}_m (k_{n+1} r) =
\tilde{a}^{(2)}_1,
\tilde{a}^{(1)}_1,
\tilde{a}^{(1)}_2,
\tilde{a}^{(2)}_2,
\end{pmatrix} \tilde{A}_{n+1} = \begin{pmatrix}
\tilde{a}^{(2)}_1,
\tilde{a}^{(1)}_1,
\tilde{a}^{(1)}_2,
\tilde{a}^{(2)}_2,
\end{pmatrix},
$$

and we may now identify the matrix

$$\tilde{A}_n = \begin{pmatrix}
\tilde{k}_n H^{(2)}_m & k_n H^{(1)}_m & \frac{imh}{r_n} H^{(2)}_m & \frac{imk}{r_n} H^{(1)}_m \\
\frac{imh}{r_n} H^{(2)}_m & \frac{imk}{r_n} H^{(1)}_m & 0 & 0 \\
0 & 0 & \tilde{k}_n^2 H^{(2)}_m & \tilde{k}_n^2 H^{(1)}_m \\
0 & 0 & \tilde{k}_n^2 H^{(2)}_m & \tilde{k}_n^2 H^{(1)}_m
\end{pmatrix}.$$  (6.65)

where we have omitted the argument $(k_n r)$ in all Hankel functions and their derivatives.

For the special case when $h = 0$, we see that the matrices are in a block form:

$$\tilde{A}_n = \begin{pmatrix}
k_n H^{(2)}_m & k_n H^{(1)}_m & 0 & 0 \\
k^2_n H^{(2)}_m & k^2_n H^{(1)}_m & 0 & 0 \\
0 & 0 & q_n k_n H^{(2)}_m & q_n k_n H^{(1)}_m \\
0 & 0 & \tilde{k}_n^2 H^{(2)}_m & \tilde{k}_n^2 H^{(1)}_m
\end{pmatrix}.$$  (6.66)

which means that the TM and TE modes decouple for $h = 0$.

Now, the resulting matrix $\tilde{M}_n = \tilde{A}_n^{-1}$. $\tilde{A}_{n+1}$ becomes too large to write down in a matrix form. Instead, we list each element:

$$M_{11} = \frac{1}{W k_n} \left[ k^2_n H^{(1)}_m k_{n+1} H^{(2)+}_m - k_n H^{(1)+}_m k^2_{n+1} H^{(2)+}_m \right],$$

$$M_{12} = \frac{1}{W k_n} \left[ k^2_n H^{(1)}_m k_{n+1} H^{(2)+}_m - k_n H^{(1)+}_m k^2_{n+1} H^{(2)+}_m \right],$$

$$M_{13} = \frac{1}{W k^3 n} H^{(1)+}_m H^{(2)+}_m (imh/r_{n+1}) \left[ k^2_n - k^2_{n+1} \right],$$

$$M_{14} = \frac{1}{W k^3 n} H^{(1)+}_m H^{(2)+}_m (imh/r_{n+1}) \left[ k^2_n - k^2_{n+1} \right],$$

$$M_{21} = \frac{1}{W k_n} \left[ -k^2_n H^{(2)+}_m k_{n+1} H^{(2)+}_m + k_n H^{(2)+}_m k^2_{n+1} H^{(2)+}_m \right],$$

$$M_{22} = \frac{1}{W k_n} \left[ -k^2_n H^{(2)+}_m k_{n+1} H^{(2)+}_m + k_n H^{(2)+}_m k^2_{n+1} H^{(2)+}_m \right],$$

$$M_{23} = \frac{1}{W k^3 n} H^{(2)+}_m H^{(2)+}_m (imh/r_{n+1}) \left[ k^2_n - k^2_{n+1} \right].$$

155457-48
\[ M_{24} = \frac{1}{Wk_n} \mathcal{H}_m^{(1) \ast} \mathcal{H}_m^{(2)} (imh/q_n r_n) \left[k_n^2 - k_n^2\right], \]
\[ M_{31} = \frac{1}{Wk_n^3} \mathcal{H}_m^{(1) \ast} \mathcal{H}_m^{(2) \ast} (imh/q_n r_n) \left[k_n^2 - k_n^2\right], \]
\[ M_{32} = \frac{1}{Wk_n^3} \mathcal{H}_m^{(1) \ast} \mathcal{H}_m^{(2)} (imh/q_n r_n) \left[k_n^2 - k_n^2\right], \]
\[ M_{33} = \frac{1}{Wk_n} \left[(k_n^2/q_n) \mathcal{H}_m^{(1) \ast} q_n J_{\nu+1}^0 - q_n \mathcal{H}_m^{(1) \ast} (k_n^2/q_n) H_m^{(2 \ast)}\right], \]
\[ M_{34} = \frac{1}{Wk_n^3} \left[(k_n^2/q_n) \mathcal{H}_m^{(1) \ast} q_n J_{\nu+1}^0 + q_n \mathcal{H}_m^{(1) \ast} (k_n^2/q_n) H_m^{(2 \ast)}\right], \]
\[ M_{41} = \frac{1}{Wk_n^3} \mathcal{H}_m^{(2) \ast} (imh/q_n r_n) \left[k_n^2 - k_n^2\right], \]
\[ M_{42} = \frac{1}{Wk_n^3} \mathcal{H}_m^{(2) \ast} (imh/q_n r_n) \left[k_n^2 - k_n^2\right], \]
\[ M_{43} = \frac{1}{Wk_n^3} \left[-(k_n^2/q_n) H_m^{(2) \ast} q_n J_{\nu+1}^0 + q_n \mathcal{H}_m^{(1) \ast} (k_n^2/q_n) H_m^{(2 \ast)}\right], \]
\[ M_{44} = \frac{1}{Wk_n^3} \left[-(k_n^2/q_n) H_m^{(2) \ast} q_n J_{\nu+1}^0 + q_n \mathcal{H}_m^{(1) \ast} (k_n^2/q_n) H_m^{(2 \ast)}\right]. \tag{6.68} \]

We have suppressed all arguments of the Hankel functions and their derivatives. All functions with a + added as a superscript have the argument \((k_n^2 r_n)\) and the ones without the superscript have the argument \((k_n r_n)\). \(W\) is short for the Wronskian, \(W[\mathcal{H}_m^{(1)}(x), \mathcal{H}_m^{(2)}(x)] = \mathcal{H}_m^{(1)}(x) \mathcal{H}_m^{(2) \ast}(x) - \mathcal{H}_m^{(2)}(x) \mathcal{H}_m^{(1) \ast}(x) = -4i/\pi x\). Now we have all we need to determine the fully retarded normal modes in a layered cylindrical structure. We give some examples in the following sections.

Since it is inconvenient to work with \(4 \times 4\) matrices, we divide a general matrix into \(4\) submatrices,
\[ \mathbf{\tilde{M}} = \begin{pmatrix} \mathbf{B} & \mathbf{\tilde{C}} \\ \mathbf{D} & \mathbf{\tilde{F}} \end{pmatrix}. \tag{6.69} \]

With this alternative notation the condition for modes becomes
\[ (B_{11} + B_{12}) (F_{11} + F_{12}) - (C_{11} + C_{12}) (D_{11} + D_{12}) = 0, \tag{6.70} \]
and the product of two adjacent matrices becomes
\[ \mathbf{\tilde{M}}_n \cdot \mathbf{\tilde{M}}_{n+1} = \begin{pmatrix} \mathbf{B}_n & \mathbf{\tilde{C}}_n \\ \mathbf{D}_n & \mathbf{\tilde{F}}_n \end{pmatrix} \cdot \begin{pmatrix} \mathbf{B}_{n+1} & \mathbf{\tilde{C}}_{n+1} \\ \mathbf{D}_{n+1} & \mathbf{\tilde{F}}_{n+1} \end{pmatrix} = \begin{pmatrix} \mathbf{B}_n \cdot \mathbf{B}_{n+1} + \mathbf{\tilde{C}}_n \cdot \mathbf{D}_{n+1} & \mathbf{\tilde{C}}_n \cdot \mathbf{\tilde{F}}_{n+1} \\ \mathbf{\tilde{D}}_n \cdot \mathbf{B}_{n+1} + \mathbf{\tilde{F}}_n \cdot \mathbf{\tilde{F}}_{n+1} & \mathbf{\tilde{F}}_n \cdot \mathbf{\tilde{D}}_{n+1} \end{pmatrix}. \tag{6.71} \]

D. Retarded special results

1. Solid cylinder (no layer)

For a solid cylinder of radius \(a\) and dielectric function \(\varepsilon_1(\omega)\) in an ambient of dielectric function \(\varepsilon_0(\omega)\), as illustrated in Fig. 16, we have \(\mathbf{\tilde{M}} = \mathbf{\tilde{M}}_0\), and the type of combinations of matrix elements that appear in the mode condition are
\[ M_{11} + M_{12} = B_{11} + B_{12} = \frac{2}{Wk^3_0} \left[k_0^2 \mathcal{H}_m^{(1) \ast} J_{\nu'} - k_0 \mathcal{H}_m^{(1) \ast} k_0^2 J_{\nu'}\right], \]
\[ M_{13} + M_{14} = C_{11} + C_{12} = \frac{2}{Wk^3_0} \mathcal{H}_m^{(1) \ast} J_{\nu} (imh/q_0 a) \left[k_0^2 - k_0^2\right], \]
\[ M_{21} + M_{22} = B_{21} + B_{22} = \frac{2}{Wk^3_0} \left[-k_0^2 \mathcal{H}_m^{(2) \ast} k_0^2 J_{\nu'} + k_0 \mathcal{H}_m^{(2) \ast} k_0^2 J_{\nu'}\right], \]
\[ M_{23} + M_{24} = C_{21} + C_{22} = \frac{2}{Wk^3_0} \left[-k_0^2 \mathcal{H}_m^{(2) \ast} k_0^2 J_{\nu'} + k_0 \mathcal{H}_m^{(2) \ast} k_0^2 J_{\nu'}\right]. \tag{155457-49} \]
$$M_{23} + M_{24} = C_{21} + C_{22} = \frac{2}{WK_0^2} H_m^{(2)} J_m (imh/q\alpha) \left[ k_1^2 - k_0^2 \right],$$

$$M_{31} + M_{32} = D_{11} + D_{12} = \frac{2}{WK_0^2} H_m^{(1)} J_m (imh/q0\alpha) \left[ k_1^2 - k_0^2 \right],$$

$$M_{33} + M_{34} = F_{11} + F_{12} = \frac{2}{WK_0^2} \left[ (k_0^2/q0) H_m^{(1)} q_1 k_1 J_m' - q_0 k_0 H_m^{(1)} (k_1^2/q1) J_m \right],$$

$$M_{41} + M_{42} = D_{21} + D_{22} = \frac{2}{WK_0^2} H_m^{(2)} J_m (imh/q\alpha) \left[ k_0^2 - k_1^2 \right],$$

$$M_{43} + M_{44} = F_{21} + F_{22} = \frac{2}{WK_0^2} \left[ - (k_0^2/q0) H_m^{(2)} q_1 k_1 J_m' + q_0 k_0 H_m^{(2)} (k_1^2/q1) J_m \right],$$

where we have used the relation $2J_m(z) = H_m^{(1)}(z) + H_m^{(2)}(z)$. We have suppressed all arguments of the functions. The suppressed arguments are $(k_0\alpha)$ for the $H$ functions and their derivatives and $(k_1\alpha)$ for the $J$ functions and their derivatives.

The condition for modes is according to Eq. (3.15) $(M_{11} + M_{12}) (M_{31} + M_{32}) = (M_{13} + M_{14}) (M_{31} + M_{32})$, or according to Eq. (6.70), $(B_{11} + B_{12}) (F_{11} + F_{12}) = (C_{11} + C_{12}) (D_{11} + D_{12})$, which leads to

$$\left( \frac{1}{k_1} J_m'(k_1\alpha) - \frac{1}{k_0} H_m^{(1)}(k_0\alpha) \right) \left( \frac{1}{k_0} J_m'(k_0\alpha) - \frac{1}{k_1} H_m^{(1)}(k_1\alpha) \right) = (m h/\alpha)^2 \left( \frac{1}{k_1^2} - \frac{1}{k_0^2} \right)^2,$$

This is in complete agreement with Ruppin in Eq. (107) on page 389 in Ref. [4]. When either $m$ or $h$ or both are zero the TM and TE modes decouple. If they are decoupled, letting the first factor on the left-hand side be equal to zero defines the TE modes and letting the second factor be equal to zero defines the TM modes.

### 2. Force on an atom outside a cylinder (two layers)

Here, we proceed in the same way as in Sec. VI B 5 but the matrices are now much more involved. Here, both $\alpha$ and $\delta$ appear in the arguments of the functions. In the nonretarded case, only $\delta$ did. The geometry of this problem is illustrated in Fig. 18. We first expand the matrix for the gas layer in $\alpha$ and keep terms up to linear in $\alpha$. We have

$$\bar{M} = \bar{M}_0 \cdot \bar{M}_1 \cdot \bar{M}_2 = \bar{M}^{layer} \cdot \bar{M}_2,$$

$$\bar{M}_0 \approx \bar{I} + \alpha \bar{M}_0^1, \quad \bar{M}_1 \approx \bar{I} + \alpha \bar{M}_1^1,$$

$$\bar{M}^{layer} \approx \bar{I} + \alpha (\bar{M}_0^1 + \bar{M}_1^1).$$

The elements of $\bar{M}^0_1$ are in the first row,

$$M_{11} = \frac{i \pi k_0 (b + \delta)}{8} \left( \frac{q_0}{k_0} \right)^2 \left[ H_m^{(1)} H_m^{(2)} - 2 H_m^{(1)} H_m + k_0 (b + \delta) \left( H_m^{(1)} H_m^{(2)} - H_m^{(1)} H_m^{(2)} \right) \right],$$

$$M_{12} = \frac{i \pi k_0 (b + \delta)}{8} \left( \frac{q_0}{k_0} \right)^2 \left[ - H_m^{(1)} H_m^{(1)} + k_0 (b + \delta) \left( H_m^{(1)} H_m^{(1)} - H_m^{(1)} H_m^{(1)} \right) \right],$$

$$M_{13} = \frac{m \pi}{4} H_m^{(1)} H_m^{(2)} \left( \frac{q_0}{k_0} \right) / k_0,$$

$$M_{14} = \frac{m \pi}{4} H_m^{(1)} H_m^{(1)} \left( \frac{q_0}{k_0} \right) / k_0,$$

in the second row,

$$M_{21} = \frac{i \pi k_0 (b + \delta)}{8} \left( \frac{q_0}{k_0} \right)^2 \left[ H_m^{(2)} H_m^{(2)} - k_0 (b + \delta) \left( H_m^{(2)} H_m^{(2)} - H_m^{(2)} H_m^{(2)} \right) \right],$$

$$M_{22} = \frac{i \pi k_0 (b + \delta)}{8} \left( \frac{q_0}{k_0} \right)^2 \left[ - H_m^{(2)} H_m^{(1)} + 2 H_m^{(2)} H_m^{(1)} - k_0 (b + \delta) \left( H_m^{(2)} H_m^{(1)} - H_m^{(2)} H_m^{(1)} \right) \right],$$

$$M_{23} = - \frac{m \pi}{4} H_m^{(2)} H_m^{(2)} \left( \frac{q_0}{k_0} \right) / k_0,$$

$$M_{24} = - \frac{m \pi}{4} H_m^{(2)} H_m^{(2)} \left( \frac{q_0}{k_0} \right) / k_0,$$
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in the third row,
\[
M_{31} = -\frac{m\pi}{4} H_m^{(1)} H_m^{(2)} \frac{h}{k_0} \left( \frac{q_0}{k_0} \right),
\]
\[
M_{32} = -\frac{m\pi}{4} H_m^{(1)} H_m^{(1)} \frac{h}{k_0} \left( \frac{q_0}{k_0} \right),
\]
\[
M_{33} = \frac{i\pi k_0 (b + \delta)}{8} \left\{ H_m^{(1)} H_m^{(2) \nu} + H_m^{(1) \nu} H_m^{(2)} + \left( \frac{q_0}{k_0} \right)^2 \left[ H_m^{(1)} H_m^{(2) \nu} - 2H_m^{(1) \nu} H_m^{(2)} + k_0 (b + \delta) \left( H_m^{(1)} H_m^{(2) \nu} - H_m^{(1) \nu} H_m^{(2)} \right) \right] \right\},
\]
\[
M_{34} = \frac{i\pi k_0 (b + \delta)}{8} \left\{ 2H_m^{(1)} H_m^{(1) \nu} + \left( \frac{q_0}{k_0} \right)^2 \left[ -H_m^{(1)} H_m^{(1) \nu} + k_0 (b + \delta) \left( H_m^{(1)} H_m^{(1) \nu} - H_m^{(1) \nu} H_m^{(1)} \right) \right] \right\},
\]
and in the fourth row,
\[
M_{41} = \frac{m\pi}{4} H_m^{(2)} H_m^{(2)} \frac{h}{k_0} \left( \frac{q_0}{k_0} \right),
\]
\[
M_{42} = \frac{m\pi}{4} H_m^{(1)} H_m^{(2)} \frac{h}{k_0} \left( \frac{q_0}{k_0} \right),
\]
\[
M_{43} = -\frac{i\pi k_0 (b + \delta)}{8} \left\{ 2H_m^{(2)} H_m^{(2) \nu} - (\omega/c k_0)^2 \left( H_m^{(2)} H_m^{(2) \nu} + k_0 (b + \delta) \left( H_m^{(2)} H_m^{(2) \nu} - H_m^{(2) \nu} H_m^{(2)} \right) \right) \right\},
\]
\[
M_{44} = -\frac{i\pi k_0 (b + \delta)}{8} \left\{ H_m^{(2)} H_m^{(1) \nu} + H_m^{(2) \nu} H_m^{(1)} + \left( \frac{q_0}{k_0} \right)^2 \left( H_m^{(2)} H_m^{(1) \nu} - 2H_m^{(2) \nu} H_m^{(1)} + k_0 (b + \delta) H_m^{(2)} H_m^{(1) \nu} - H_m^{(2) \nu} H_m^{(1)} \right) \right\}.
\]
The suppressed arguments are in all elements \( k_0 (b + \delta) \). The elements of \( \tilde{M}_1 \) are in the first row,
\[
M_{11} = \frac{i\pi k_0 b}{8} \left( \frac{q_0}{k_0} \right)^2 \left[ H_m^{(1) \nu} H_m^{(2)} + (k_0 b) \left( H_m^{(1) \nu} H_m^{(2)} - H_m^{(1) \nu} H_m^{(2)} \right) \right],
\]
\[
M_{12} = \frac{i\pi k_0 b}{8} \left( \frac{q_0}{k_0} \right)^2 \left[ H_m^{(1) \nu} H_m^{(1)} + (k_0 b) \left( H_m^{(1) \nu} H_m^{(1)} - H_m^{(1) \nu} H_m^{(1)} \right) \right],
\]
\[
M_{13} = -\frac{m\pi}{4} H_m^{(1)} H_m^{(2)} \frac{h}{k_0} \left( \frac{q_0}{k_0} \right),
\]
\[
M_{14} = -\frac{m\pi}{4} H_m^{(1)} H_m^{(1)} \frac{h}{k_0} \left( \frac{q_0}{k_0} \right),
\]
in the second row,
\[
M_{21} = -\frac{i\pi k_0 b}{8} \left( \frac{q_0}{k_0} \right)^2 \left[ H_m^{(2) \nu} H_m^{(2)} + (k_0 b) \left( H_m^{(2) \nu} H_m^{(2)} - H_m^{(2) \nu} H_m^{(2)} \right) \right],
\]
\[
M_{22} = -\frac{i\pi k_0 b}{8} \left( \frac{q_0}{k_0} \right)^2 \left[ H_m^{(1) \nu} H_m^{(2)} + (k_0 b) \left( H_m^{(1) \nu} H_m^{(2)} - H_m^{(1) \nu} H_m^{(2)} \right) \right],
\]
\[
M_{23} = \frac{m\pi}{4} H_m^{(2)} H_m^{(2)} \frac{h}{k_0} \left( \frac{q_0}{k_0} \right),
\]
\[
M_{24} = \frac{m\pi}{4} H_m^{(1)} H_m^{(2)} \frac{h}{k_0} \left( \frac{q_0}{k_0} \right),
\]
in the third row,
\[
M_{31} = \frac{m\pi}{4} H_m^{(1)} H_m^{(1)} \frac{h}{k_0} \left( \frac{q_0}{k_0} \right),
\]
\[
M_{32} = \frac{m\pi}{4} H_m^{(1)} H_m^{(1)} \frac{h}{k_0} \left( \frac{q_0}{k_0} \right),
\]
\[
M_{33} = \frac{i\pi k_0 b}{8} \left\{ -H_m^{(1)} H_m^{(2) \nu} - H_m^{(1) \nu} H_m^{(2)} + \left( \frac{q_0}{k_0} \right)^2 \left( H_m^{(1) \nu} H_m^{(2)} + (k_0 b)(H_m^{(1) \nu} H_m^{(2)} - H_m^{(1) \nu} H_m^{(2)}) \right) \right\},
\]
\[
M_{34} = \frac{i\pi k_0 b}{8} \left\{ -H_m^{(1)} H_m^{(1) \nu} - H_m^{(1) \nu} H_m^{(1)} + \left( \frac{q_0}{k_0} \right)^2 \left( H_m^{(1) \nu} H_m^{(1)} + (k_0 b)(H_m^{(1) \nu} H_m^{(1)} - H_m^{(1) \nu} H_m^{(1)}) \right) \right\}.
\]
and in the fourth row,

\[
M_{41} = -\frac{m \pi}{4} H_m^{(2)} H_m^{(2)} \frac{h}{k_0} \left( \frac{q_0}{k_0} \right),
\]

\[
M_{42} = -\frac{m \pi}{4} H_m^{(1)} H_m^{(2)} \frac{h}{k_0} \left( \frac{q_0}{k_0} \right),
\]

\[
M_{43} = \frac{i \pi k_0 b}{8} \left\{ H_m^{(1)} H_m^{(1)} H_m^{(1)} H_m^{(1)} + \left( \frac{q_0}{k_0} \right)^2 \left[ H_m^{(2)} H_m^{(2)} + (k_0 b) \left( H_m^{(2)} H_m^{(2)} - H_m^{(2)} H_m^{(2)} \right) \right] \right\}.
\]

\[
M_{44} = \frac{i \pi k_0 b}{8} \left\{ H_m^{(1)} H_m^{(2)} H_m^{(1)} H_m^{(1)} + \left( \frac{q_0}{k_0} \right)^2 \left[ H_m^{(2)} H_m^{(2)} + (k_0 b) \left( H_m^{(2)} H_m^{(2)} - H_m^{(2)} H_m^{(2)} \right) \right] \right\}.
\]

The suppressed arguments are in all elements \((k_0 b)\). Next we expand \(\tilde{M}_{\text{layer}}\) from Eq. (6.74) in \(\delta\) up to the linear term. We note that the zeroth-order term of \(\tilde{M}_{\text{layer}}^0\) exactly cancels \(M_1^0\). Thus

\[
\tilde{M}_{\text{layer}} \approx \mathbf{1} + \alpha \delta \left[ \frac{\partial \tilde{M}_{\text{layer}}}{\partial \delta} \right]_{\delta=0}.
\]

The elements of the resulting matrix linear in \(\delta\) are in the first row,

\[
M_{11} = \frac{i \pi \alpha (k_0 \delta)}{8} \left( \frac{q_0}{k_0} \right)^2 \left[ H_m^{(1)} H_m^{(1)} - 2 H_m^{(1)} H_m^{(2)} + (k_0 b) \left( 3 H_m^{(1)} H_m^{(2)} - 3 H_m^{(1)} H_m^{(2)} - 2 H_m^{(1)} H_m^{(2)} \right) \right]
+ (k_0 b)^2 \left( -H_m^{(2)} H_m^{(2)} + H_m^{(1)} H_m^{(1)} \right),
\]

\[
M_{12} = \frac{i \pi \alpha (k_0 \delta)}{8} \left( \frac{q_0}{k_0} \right)^2 \left[ -H_m^{(1)} H_m^{(1)} + (k_0 b) \left( H_m^{(1)} H_m^{(1)} - 3 H_m^{(1)} H_m^{(1)} \right) + (k_0 b)^2 \left( -H_m^{(2)} H_m^{(2)} + H_m^{(1)} H_m^{(1)} \right) \right],
\]

\[
M_{13} = \frac{m \pi \alpha}{4} (k_0 \delta) \left[ H_m^{(1)} H_m^{(2)} + H_m^{(1)} H_m^{(2)} \right] \frac{h}{k_0} \left( \frac{q_0}{k_0} \right),
\]

\[
M_{14} = \frac{m \pi \alpha}{4} (k_0 \delta) \left[ 2 H_m^{(1)} H_m^{(1)} \right] \frac{h}{k_0} \left( \frac{q_0}{k_0} \right),
\]

in the second row,

\[
M_{21} = \frac{i \pi \alpha (k_0 \delta)}{8} \left( \frac{q_0}{k_0} \right)^2 \left[ H_m^{(2)} H_m^{(2)} \right]
+ (k_0 b)^2 \left( -H_m^{(2)} H_m^{(2)} + H_m^{(2)} H_m^{(2)} \right),
\]

\[
M_{22} = \frac{i \pi \alpha (k_0 \delta)}{8} \left( \frac{q_0}{k_0} \right)^2 \left[ H_m^{(2)} H_m^{(2)} \right]
+ (k_0 b)^2 \left( -H_m^{(2)} H_m^{(2)} + H_m^{(2)} H_m^{(2)} \right),
\]

\[
M_{23} = \frac{m \pi \alpha}{4} (k_0 \delta) \left[ 2 H_m^{(1)} H_m^{(2)} \right] \frac{h}{k_0} \left( \frac{q_0}{k_0} \right),
\]

\[
M_{24} = \frac{m \pi \alpha}{4} (k_0 \delta) \left[ H_m^{(1)} H_m^{(2)} + H_m^{(1)} H_m^{(2)} \right] \frac{h}{k_0} \left( \frac{q_0}{k_0} \right),
\]

in the third row,

\[
M_{31} = -\frac{m \pi \alpha}{4} (k_0 \delta) \left[ H_m^{(1)} H_m^{(2)} \right] \frac{h}{k_0} \left( \frac{q_0}{k_0} \right),
\]

\[
M_{32} = -\frac{m \pi \alpha}{4} (k_0 \delta) \left[ 2 H_m^{(1)} H_m^{(2)} \right] \frac{h}{k_0} \left( \frac{q_0}{k_0} \right),
\]

\[
M_{33} = \frac{i \pi \alpha (k_0 \delta)}{8} \left[ H_m^{(2)} H_m^{(2)} \right]
+ (k_0 b)^2 \left( -H_m^{(2)} H_m^{(2)} + H_m^{(2)} H_m^{(2)} \right),
\]

\[
M_{34} = \frac{i \pi \alpha (k_0 \delta)}{8} \left[ H_m^{(1)} H_m^{(2)} \right]
+ (k_0 b)^2 \left( -H_m^{(2)} H_m^{(2)} + H_m^{(2)} H_m^{(2)} \right),
\]

\[
\]
\[ M_{34} = \frac{i\pi\alpha(k_0\delta)}{8} \left[ 2H_m^{(1)}H_m^{(1)v'} + (k_0b)(2H_m^{(1)}H_m^{(1)v'} + 2H_m^{(1)}H_m^{(1)v''}) \right] \\
+ \frac{i\pi\alpha(k_0\delta)}{8} \left( \frac{q_0}{k_0} \right)^2 \left[ -H_m^{(1)}H_m^{(1)v'} + (k_0b)(H_m^{(1)}H_m^{(1)v'} - 3H_m^{(1)}H_m^{(1)}) + (k_0b)^2 \left( -H_m^{(1)}H_m^{(1)v''} + H_m^{(1)}H_m^{(1)v''} \right) \right]. \] (6.86)

and in the fourth row,

\[ M_{41} = \frac{m\pi\alpha}{4} (k_0\delta) \left[ 2H_m^{(2)}H_m^{(2)v'} + (k_0b) \left( 2H_m^{(2)}H_m^{(2)v'} + 2H_m^{(2)}H_m^{(2)v''} \right) \right] \\
+ \frac{i\pi\alpha(k_0\delta)}{8} \left( \frac{q_0}{k_0} \right)^2 \left[ -H_m^{(2)}H_m^{(2)v'} + (k_0b)(H_m^{(2)}H_m^{(2)v'} - 3H_m^{(2)}H_m^{(2)}) + (k_0b)^2 \left( -H_m^{(2)}H_m^{(2)v''} + H_m^{(2)}H_m^{(2)v''} \right) \right]. \] (6.87)

Expressed in terms of the elements of these matrices, the condition for modes becomes

\[ [(A_{11} + A_{12}) + \delta\alpha (C_{11} + C_{12})] [(A_{33} + A_{34}) + \delta\alpha (C_{33} + C_{34})] \\
- [(A_{13} + A_{14}) + \delta\alpha (C_{13} + C_{14})] [(A_{31} + A_{32}) + \delta\alpha (C_{31} + C_{32})] = 0, \] (6.89)

and to linear order in \( \delta \),

\[ (A_{11} + A_{12})(A_{33} + A_{34}) - (A_{13} + A_{14})(A_{31} + A_{32}) + \delta\alpha [(A_{11} + A_{12})(C_{33} + C_{34}) - (A_{13} + A_{14})(C_{31} + C_{32})] \\
+ (C_{11} + C_{12})(A_{33} + A_{34}) - (C_{13} + C_{14})(A_{31} + A_{32})] = 0. \] (6.90)

From this we find the mode condition function is

\[ f = 1 + \delta\alpha [(A_{11} + A_{12}) (C_{33} + C_{34}) - (A_{13} + A_{14})(C_{31} + C_{32}) + (C_{11} + C_{12})(A_{33} + A_{34}) - (C_{13} + C_{14})(A_{31} + A_{32})] / [(A_{11} + A_{12})(A_{33} + A_{34}) - (A_{13} + A_{14})(A_{31} + A_{32})] - \delta\alpha (B_{11} + B_{12} + B_{33} + B_{34}), \] (6.91)

or expressed in the \( \hat{A} \) and \( \hat{B} \) elements,

\[ f = 1 + \delta\alpha \left( B_{32} [(A_{11} + A_{12})(A_{23} + A_{24}) - (A_{13} + A_{14})(A_{21} + A_{22})] + B_{34} [(A_{11} + A_{12})(A_{33} + A_{34}) - (A_{13} + A_{14})(A_{31} + A_{32})] + B_{12} [(A_{33} + A_{34})(A_{21} + A_{22}) - (A_{31} + A_{32})(A_{23} + A_{24}) - (A_{11} + A_{12})(A_{33} + A_{34}) + (A_{13} + A_{14})(A_{31} + A_{32})] + B_{13} [(A_{33} + A_{34})(A_{41} + A_{42}) - (A_{31} + A_{32})(A_{43} + A_{44})] \right) / [(A_{11} + A_{12})(A_{33} + A_{34}) - (A_{13} + A_{14})(A_{31} + A_{32})]. \] (6.92)

Note that we have chosen as a reference system a system of two independent ones, one with the solid cylinder alone and the other with the thin cylinder alone. The calculated energy is then the interaction energy between the two objects.
Now, the retarded (Casimir) interaction energy between an atom and a cylinder is given by

\[
E = \hbar \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^{\infty} L \int_{-\infty}^{\infty} \frac{dh}{2\pi} \ln \left[ f_m(h,i\xi) \right]
\]

\[
\approx \hbar \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^{\infty} L \int_{-\infty}^{\infty} \frac{dh}{2\pi} [f_m(h,i\xi) - 1]
\]

\[
\approx \hbar \int_0^\infty \frac{d\xi}{2\pi} \sum_{m=-\infty}^{\infty} \int_{-\infty}^{\infty} dh \frac{2a^d}{b} \left\{ B_{32} \left[ (A_{11} + A_{12}) (A_{23} + A_{24}) - (A_{13} + A_{14}) (A_{21} + A_{22}) \right]
\]

\[
+ B_{34} \left[ (A_{11} + A_{12}) (A_{43} + A_{44}) - (A_{13} + A_{14}) (A_{41} + A_{42}) - (A_{11} + A_{12}) (A_{33} + A_{34}) + (A_{13} + A_{14}) (A_{31} + A_{32}) \right]
\]

\[
+ B_{12} \left[ (A_{33} + A_{34}) (A_{21} + A_{22}) - (A_{31} + A_{32}) (A_{23} + A_{24}) - (A_{11} + A_{12}) (A_{33} + A_{34}) + (A_{13} + A_{14}) (A_{31} + A_{32}) \right]
\]

\[
+ B_{13} \left[ (A_{33} + A_{34}) (A_{41} + A_{42}) - (A_{31} + A_{32}) (A_{43} + A_{44}) \right] / [(A_{11} + A_{12}) (A_{33} + A_{34}) - (A_{13} + A_{14}) (A_{31} + A_{32})],
\]

(6.93)

where we have used that \( \alpha = 2a^d / (bL\delta) \). Remember that \( b = a + d \) is the distance to the atom from the cylinder axis and \( d \) is the closest distance from the atom to the cylinder. The radial coordinate in the \( A \) elements is \( a \) and in the \( B \) elements is \( b \). The \( \mathbf{A} \) elements are equal to the \( \mathbf{M} \) elements in Eq. (6.72) and the \( \mathbf{B} \) elements are equal to the \( \mathbf{M} \) elements in Eqs. (6.84) and (6.86) after removal of a factor \( \delta \):

\[
(A_{11} + A_{12}) (A_{23} + A_{24}) - (A_{13} + A_{14}) (A_{21} + A_{22})
\]

\[
= \left( \frac{2}{Wk_0^3} \right)^2 \frac{k^4 q^4}{q_1 q_0} \left( \frac{1}{k_0^2} - \frac{1}{k_1^2} \right) \frac{q_0}{\xi} \frac{W (m\hbar/a)}{J_m^2}
\]

\[
= \left( \frac{2}{Wk_0^3} \right)^2 \frac{k^4 q^4}{q_1 q_0} \left( \frac{1}{k_0^2} - \frac{1}{k_1^2} \right) \frac{4q_0}{\pi k_0 a} (m\hbar/a) J_m^2,
\]

(6.94)

\[
(A_{11} + A_{12}) (A_{33} + A_{34}) - (A_{13} + A_{14}) (A_{31} + A_{32})
\]

\[
= \left( \frac{2}{Wk_0^3} \right)^2 \frac{k^4 q^4}{q_1 q_0} (H_m^{(1)} J_m)^2 \left[ \left( \frac{1}{k_1} J_m - \frac{1}{k_0} H_m^{(1)} \right) \left( \frac{q_m}{k_1} J_m - \frac{q_0}{k_0} H_m^{(1)} \right) + (m\hbar/a)^2 \left( \frac{1}{k_0^2} - \frac{1}{k_1^2} \right)^2 \right],
\]

(6.95)

We have suppressed all arguments of the functions. The suppressed arguments are \((k_0a)\) for the \( H \) functions and their derivatives and \((k_1a)\) for the \( J \) functions and their derivatives. Note that the factor \((2/Wk_0^3)^2\) in common of all three \( A \) expressions cancels out in the integrand of Eq. (6.93).

Now, the arguments of the functions are all imaginary on the imaginary axis. It may be favorable to have real-valued arguments, \((\gamma_0 h)\), and \((\gamma_1 h)\) instead of \((k_0a)\) and \((k_1a)\), respectively, where \(\gamma_0(\omega) = \sqrt{1 - (\omega/c\hbar)^2}\) and \(\gamma_1(\omega) = \sqrt{1 - (\tilde{\omega}(\omega/c\hbar)^2}\), respectively. On the imaginary frequency axis, these become real valued, \(\gamma_0(i\xi) = \sqrt{1 + (\xi/c\hbar)^2}\) and \(\gamma_1(i\xi) = \sqrt{1 + (\xi/c\hbar)^2}\), respectively. To achieve real valued arguments we transform the functions to the modified Bessel functions \( I_m(z) \) and \( K_m(z) \). The transformation rules are [43]

\[
H_m^{(1)}(ix) = \frac{2}{\pi} \frac{m+1}{\pi} K_m(x), \quad H_m^{(2)}(ix) = 2i^m S_m(x), \quad J_m(ix) = i^m I_m(x),
\]

\[
H_m^{(1)}(ix) J_m(ix) = -\frac{2}{\pi} i K_m(x) I_m(x), \quad H_m^{(2)}(ix) J_m(ix) = 2(-1)^m S_m(x) I_m(x),
\]

(6.95)
where we have introduced the complex valued function $S_m(x)$,

$$S_m(x) = \frac{1}{\pi}i(-1)^m K_m(x) + I_m(x).$$  \hfill (6.96)

The modified Bessel functions of real valued arguments are real valued. With these transformations and after a removal of a common factor the factors containing $A$ elements in Eq. (6.93) become

$$B_{11} = \frac{1}{b} \left( \frac{q_0}{\gamma_0 h} \right) \left[ m^2 K_m S_m - (\gamma_0 h b) \frac{1}{2} K_m S_m' + (\gamma_0 h b)^2 K_m' S_m'' \right],$$

$$B_{12} = \frac{-i(-1)^m}{b \pi} \left( \frac{q_0}{\gamma_0 h} \right)^2 \left[ m^2 (K_m)^2 - (\gamma_0 h b) \frac{1}{2} K_m K_m' + (\gamma_0 h b)^2 (K_m')^2 \right],$$

$$B_{13} = \frac{1}{b} \left( \frac{q_0}{\gamma_0 h} \right)^2 \left[ 1 + 2 (\gamma_0 h b) K_m S_m \right],$$

$$B_{14} = \left( \frac{1}{b \pi} \right) \left( \frac{q_0}{\gamma_0 h} \right)^2 \left( m^2 (K_m)^2 + (\gamma_0 h b)^2 (K_m')^2 + (K_m')^2 \right) + \left( \frac{q_0}{\gamma_0 h} \right)^2 \left[ m^2 (K_m)^2 - (\gamma_0 h b) \frac{1}{2} K_m K_m' + (\gamma_0 h b)^2 (K_m')^2 \right],$$

where all functions have the same suppressed argument, $(\gamma_0 b)$. To arrive at these expressions we have made use of the modified Bessel equation and its derivative to rid us of second- and third-order derivatives of the modified Bessel functions.

Since the derivations are rather involved one should make as many checks as possible. We have checked our results by taking the nonretarded limit of the resulting integrand in Eq. (6.93) and have reproduced the integrand of Eq. (6.30). The force on the atom is $F(b) = -\hat{F} \hat{E}(b)/db$. 
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3. Force on an atom outside a 2D cylindrical shell (three layers)

In this section, we derive the interaction between an atom and a very thin cylindrical shell. It could approximate the interaction between an atom and a nanotube. The geometry is illustrated in Fig. 20. We let the shell have the thickness $\delta$ and let $\delta$ be very small so that one keeps only terms linear in $\delta$. The 3D dielectric function of the material will then be inversely proportional to $\delta$ [31,32]. The derivation proceeds along the lines in the previous section and the matrix $\tilde{A}$ is replaced according to $\tilde{A} \rightarrow 1 + \tilde{F} \cdot \tilde{G}$. This result is obtained in the following way. The matrix for the thin layer is obtained as the product of two matrices of the form

$$
(1 + FG_{11} + FG_{12})(FG_{23} + FG_{24}) - (FG_{13} + FG_{14})(FG_{21} + 1 + FG_{22})
$$

and let

$$
\delta \tilde{e}(-1)^{m} \frac{\pi m q_{0}}{\gamma_{0}} I_{m}(\gamma_{0}a) I'_{m}(\gamma_{0}a) - (\delta \tilde{e})^{2}(-1)^{m}
$$

where $\tilde{e}$ is replaced according to

$$
\tilde{A} \rightarrow 1 + \tilde{F} \cdot \tilde{G}.
$$

To find the interaction energy between an atom and the thin cylindrical shell, we use Eq. (6.93) and replace the factors containing $A$ elements, given in Eq. (6.97) with the factors containing $FG$ elements, given in Eq. (6.99).

Two examples where the results apply are a cylinder made of a graphenelike film and a thin metal film, respectively. Then the expressions for $\delta \tilde{e}(i\xi)$ as given in Eq. (5.43) can be used [31,32]. We have checked our results by taking the nonretarded limit of the resulting integrand in Eq. (6.93) and have reproduced the integrand of Eq. (6.34).

VII. SUMMARY AND DISCUSSION

We have presented a general formalism for determining the electromagnetic normal modes in layered structures. We have, furthermore, shown how to calculate the dispersion energy and forces for these structures, both at zero and finite temperature. For the convenience of the reader we have derived in detail what is needed to address the three most common geometrical classes viz. the planar, spherical, and cylindrical. We have presented both nonretarded and fully retarded treatments. We have also given the resulting relations for a large number of illustrating examples.

Systems with a general number of layers can be handled and the thickness of each layer can have any value; even 2D layers are allowed, which means that graphene, graphenelike, and 2D electron gases can be treated.

Within the formalism it is possible to obtain the force on an atom inside or outside the layered structures. We have given many examples of this in the text. We have even derived the van der Waals and Casimir-Polder interactions between two atoms using the formalism for spherical structures in Secs. V B 7 and V D 8, respectively.

Throughout this work, we have been careful to define our system and used a boundary condition that outside the system there are only outgoing waves and no incoming waves towards the system. All normal modes included in the treatment are caused by time-dependent charge and current densities within the system. Now, incoming waves are also solutions to Maxwell’s equations but would be caused by objects outside our system. The energy of these could change when objects within our system are moved relative to each other and hence affect the force between the objects. However, the influence of the external objects decreases with the distance between these objects and our system and can be neglected if the distance is big enough. As a Gedankenexperiment, we could in the planar case put the whole system inside a cubic box of finite size and with totally reflecting walls. We now let
the box be included in our system. Then, there are incoming waves towards the original system but not towards our new system. This approach is used in the standard derivation of the Casimir effect (see Ref. [3] Sec. 4.3.1). When we let the size of the box go to infinity, the effect of the box vanishes. That we reproduced the Casimir classical result in Eq. (4.63) using our boundary conditions with no incoming waves supports the approach we have used throughout this work.


[45] See Eq. (6.38) of Ref. [3].
