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Estimation-based ILC applied to a parallel kinematic robot

Johanna Wallén Axehill, Isolde Dressler, Svante Gunnarsson, Anders Robertsson, Mikael Norrlöf

Abstract

Estimation-based iterative learning control (ILC) is applied to a parallel kinematic manipulator known as the Gantry-Tau parallel robot. The system represents a control problem where measurements of the controlled variables are not available. The main idea is to use estimates of the controlled variables in the ILC algorithm, and in the paper this approach is evaluated experimentally on the Gantry-Tau robot. The experimental results show that an ILC algorithm using estimates of the tool position gives a considerable improvement of the control performance. The tool position estimate is obtained by fusing measurements of the actuator angular positions with measurements of the tool path acceleration using a complementary filter.
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1. Introduction

Robots with parallel kinematic structure have potential of high performance due to high stiffness and high achievable accelerations, however often with the disadvantage of a small workspace [20]. The Gantry-Tau configuration [19], shown in Figure 1 and Figure 5, has a large workspace compared to other parallel robots, while being stiff compared to serial robots. Other advantages are possibilities of machining large components with high accuracy [9], and a modular construction for manufacturing of small lot sizes [11].

To achieve high performance, one way is to rely on high-precision components, detailed models and highly accurate and often expensive measurement devices. Another option could be to use iterative learning control (ILC), see e.g. [2], which is applicable when the system performs the same motion repeatedly.

There are comparatively few contributions with ILC algorithms applied to parallel robots. One example is [1], where ILC algorithms using joint positions are applied to a direct-driven hexapod. In [8], an ILC algo-

Figure 1: The Gantry-Tau configuration, with cart position vector $\theta = (\theta_1, \theta_2, \theta_3)^T$ and tool position $\text{TCP}_T$.
are performed on smaller parallel robots with different designs and in many cases stiffer structure compared to the Gantry-Tau robot.

In commercial robot systems typically the motor angular positions are measured, while the objective is to make the tool follow a desired path. Measurements of the actual tool pose is normally not available. An alternative to direct tool measurements is to use additional sensors in combination with some sensor fusion or estimation algorithm to obtain a tool-position estimate. An early approach to estimation-based ILC is presented in [14], which presents a simulation study where measurement of the motor angle is combined with the arm acceleration of a single link robot. The corresponding approach is implemented and evaluated experimentally in [15]. For realistic robot structures the state estimation problems becomes a challenging nonlinear filtering problem. In [3] results are presented based on real data where measurements from motor angles and tool acceleration are fused using Extended Kalman Filter and Particle Filters. The combination of nonlinear state estimation and ILC is evaluated with promising results in [24] using a realistic two degrees-of-freedom simulation model containing mechanical elasticities.

In this paper estimation-based ILC is implemented and evaluated experimentally using the Gantry-Tau parallel kinematics robot. The presentation is a development of the initial work presented in [23] where observer based ILC was first applied to the Gantry-Tau parallel kinematic robot. The paper is organised as follows. Section 2 gives a brief theoretical background to estimation-based ILC, and Section 3 describes the Gantry-Tau robot system, the sensors that will be used in the experiments, and the nominal performance of the robot. In Section 4 the robot tool-position estimation is discussed, and Section 5 specifies the setup for the experiments. Section 6 contains a thorough discussion about the experimental results, and finally, Section 7 concludes the paper.

2. Estimation-based ILC

A key property of the problem studied in the paper is that the controlled variable cannot be directly measured. The situation is schematically described in Figure 2, from [25], where \( r(t) \) and \( u_k(t) \) denote the reference signal and the ILC input respectively, index \( k \) refers to the iteration number. The system \( T \) can represent an open loop system as well as a closed loop system with internal feedback. Further details are given in [25]. There are two types of output signals from the system, \( z_k(t) \) denotes the controlled variable and \( y_k(t) \) the measured variable. In the robot system in Section 3, \( z_k(t) \) is the position of the robot tool in two dimensions. In general the tool position is not directly measurable, therefore the ILC algorithm has to rely on estimates of the controlled variable based on measurements of related quantities. The measured variables are collected in the variable \( y_k(t) \).

\[
\begin{align*}
  y_k(t) &= T_r(q)r(t) + T_w(q)u_k(t) \quad (1a) \\
  z_k(t) &= T_c(q)r(t) + T_a(q)u_k(t) \quad (1b)
\end{align*}
\]

where \( T_r(q), T_w(q), T_c(q), \) and \( T_a(q) \) are stable discrete-time transfer operators and \( q \) denotes the shift operator. Using the framework presented in [25] an estimate \( \hat{z}(t) \) of the controlled variable can be computed. The estimation approach is illustrated in Figure 3.

\[
\begin{align*}
  \hat{z}_k(t) &= F_r(q)r(t) + F_a(q)u_k(t) + F_y(q)y_k(t) \quad (2)
\end{align*}
\]

with filters \( F_r(q), F_a(q), \) and \( F_y(q) \). Different ways to choose the filters are discussed in [25] and in Section 4 below.

The ILC algorithms that will be used in the paper are given by

\[
  u_{k+1}(t) = Q(q)(u_k(t) + L(q)e_k(t)) \quad (3)
\]
where the filters $Q$ and $L$ are possibly non-causal. The error used in the ILC algorithm is the difference between the reference $r$ and the estimate $\hat{z}(t)$ in (2) of the controlled variable at iteration $k$, as in

$$\epsilon_k(t) = r(t) - \hat{z}(t) \tag{4}$$

Assume that the system defined by Equation (1) is controlled using the ILC algorithm given by (3), where the estimate $\hat{z}(t)$ is generated according to Equation (2), then the ILC input signal is updated according to

$$u_{k+1}(t) = H(q)u_k(t) + H_r(q)r(t) \tag{5}$$

where

$$H(q) = Q(q)(1 - L(q)(F_x(q) + F_y(q)T_{xq}(q)))) \tag{6}$$

$$H_r(q) = Q(q)L(q)(1 - L(q)(F_x(q) + F_y(q)T_{yq}(q)))) \tag{7}$$

The stability criterion for the estimation-based ILC algorithm can hence, see [25], be expressed in the frequency domain as

$$|Q(e^{j\omega})(1 - L(e^{j\omega})(F_x(e^{j\omega}) + F_y(e^{j\omega})T_{xq}(e^{j\omega})))| < 1 \tag{8}$$

for all $\omega$.

3. The Robot System

The robot system used in the experiments is shown in Figure 4 and Figure 5. The most relevant variables in the system are presented in the block diagram shown in Figure 4 and the descriptions of the respective variables are presented in Table 1.

3.1. The Gantry-Tau robot

The Gantry-Tau robot prototype has three kinematic chains, see Figure 1 and Figure 5. The actuators are of prismatic type, realised by three carts moving along guide-ways, where each cart is attached to an electrical motor via a transmission. The positions of the three carts are represented by the vector $\theta(t)$. The carts are connected to the end-effector plate via link clusters with lengths $1.8$ – $2$ m. The links belonging to one cluster form parallelograms, resulting in constant end-effector orientation, and three translational DOFs. The GantryTau configuration is extended with a 2-DOF serial wrist, see Figure 5b. The additional degrees of freedom are not used in the experiments. The kinematic model of the robot is calibrated and the resulting mean static end-effector positioning error, over the whole workspace, is identified to be $140 \mu$m.

3.2. Control system

The robot is controlled by an extended ABB IRC5 system, where signals can be read and modified externally as described in [4]. The IRC5 control system operates at 250 Hz sampling rate, and data from external sensors are synchronised with the internal robot system measurements. The movements of the carts are controlled by three separate PID-type controllers. The angular positions of the three motors are represented by the vector $\theta_m(t)$. The motor angular references of the three motors, represented by the vector $r_m(t)$, are generated from the tool position references $r(t)$, using the
kinematic model in [12, 10]. The motors are connected to the carts via transmissions with gear ratio $\eta$.

3.3. Sensors and measurements

The variable $y_c(t)$ is computed using the measured angular positions of the motors $\theta_m(t)$, scaled by the gear ratio, and the kinematic model. The accuracy of $y_c(t)$ will depend on the accuracy of the kinematic model and on the actual dynamics from $\theta_m(t)$ to $\theta(t)$, which can include backlash and mechanical flexibilities. The main idea of the paper is to base the ILC algorithm on a tool-position estimate, computed by fusing $y_c(t)$, with information from additional sensors. The additional sensors considered here are accelerometers, but a camera, or a combination of accelerometers and camera, could also be used. For evaluation purposes the experimental setup is equipped with length gauges that measure the tool position. This type of sensor has a relatively small operating range, and a laser scanner would be an alternative, although considerably more expensive.

3-DOF accelerometer. The tool acceleration is measured using an accelerometer denoted MMA7361L from Freescale [13], mounted on the end-effector plate, see Figure 5b. The accelerometer orientation is constant due to constant end-effector orientation. The calculated standard deviation of the measurement noise is about 0.07 m/s$^2$, and the output from the accelerometer is represented by the vector $a(t)$.

Length gauges. Two length gauges (position sensors) ST 3078 from Heidenhain [16] mounted on a stand are used for measuring the tool position in $XY$-direction (horizontal), see Figure 5b. The gauges have a range of 30 mm and accuracy of $\pm 1 \mu$m, and the output from the sensors is represented by the vector $z(t)$.

3.4. Trajectory

The experiments in the paper are carried out using a test path depicted in Figure 6. The speed 100 mm/s is the actual maximum speed, considering the length of the movement and the acceleration limitations of the motors.

3.5. Nominal performance and repeatability

Figure 6 shows the tool position reference path $r(t)$ and the measured tool position in the $XY$-direction $z(t)$. Repeatability is a key property when using ILC, since only the repetitive part of the error can be corrected by an ILC algorithm. In order to explore the repeatability of the system, five identical experiments were performed on the robot, and the repeatability is evaluated by forming

$$e_{\text{rep},i}^j = \frac{\bar{\theta}_{m,i}(t) - \bar{\theta}_{m,i}(t)}{\eta}$$

where $\theta_{m,i}(t)$ denotes the measured angular position of motor $i = 1, \ldots, 3$ and experiment $j = 1, \ldots, 5$ and $\bar{\theta}_{m,i}(t)$ represents the mean value of the error for the five experiments at time $t$. To get the cart error in mm the motor angular position is divided by the gear ratio, $\eta$. Figure 7 shows the histogram of $\{e_{\text{rep},i}^j\}_{i=1,\ldots,3}$ for cart 3 and it is representative for all carts. The majority of samples are within 0.01 mm and the maximum value (0.04 mm) is still small compared to the maximum cart-position error, which is of the order of one millimetre as can be seen in Figure 6.

4. Estimation of tool position

A key component in the estimation-based ILC algorithm studied in the paper is the method for generating the estimate $\hat{z}(t)$ of the controlled variable $z(t)$. The achievable performance is determined by the estimation accuracy of the controlled variable. A general discussion of estimation-based ILC is given in [25], where different ways to generate the estimate is discussed in
terms of performance and other aspects. One obvious alternative is to use a Kalman filter, but this requires accurate models in order to generate sufficiently accurate estimates. In addition, the computational complexity increases rapidly for a more complex robot model. A contribution in this area is [3] where the authors compare the extended Kalman filter and the particle filter when fusing measurements of the tool acceleration with measurements of the motor angular position.

Since the purpose of this paper is to show the feasibility of applying estimation-based ILC to a parallel kinematic robot, complementary filtering, a simpler approach, is used for estimation of the robot tool position. Complementary filtering is an estimation technique for sensor fusion used in, for instance, flight control and navigation system design, popular because of its simplicity [17], and it fuses noisy measurements of the same physical variable with different frequency characteristics. Filters are called complementary filters if the sum of the transfer functions is one for all frequencies.

For the robot system considered here, experimental results show that the calculated tool position $y_i(t)$ is a reasonable tool-position estimate for low frequencies. The signal $y_c(t)$, obtained by double integration of the measured tool acceleration $a(t)$, is a reasonably accurate tool-position estimate for higher frequencies. These two signals are fused together by a complementary filter, giving the tool-position estimate

$$\tilde{z}(t) = G(q)y_c(t) + (1 - G(q))y_i(t)$$

(10)

with a second-order low-pass Butterworth filter $G(q)$, applied using MATLAB’s \texttt{filtfilt} function. Due to the measurement setup, seen in Figure 5, estimation is only considering the $XY$-direction since this is the only direction where measurements of the position are available. The cutoff frequency of $G(q)$ is tuned to give the smallest maximum estimation error $e(t) = z(t) - \tilde{z}(t)$ for the path in Figure 6.

From Figure 8 it can be seen that the estimation error $e(t)$ decreases significantly in the $Y$-direction when using the complementary filter estimate (10) compared to using $\tilde{z}(t) = y_c(t)$. This can be explained by the fact that the robot is flexible in this direction and therefore the accelerometer mounted on the end-effector plate provides more additional information than for the stiffer $X$-direction.

In [22] corresponding experiments using a linear Kalman filter are presented. The accuracy is similar to what is obtained using complementary filtering, but it should be kept in mind that the quality of the underlying linear model probably can be improved.

5. Experimental setup

The experiments are carried out using the path shown in Figure 6, and the programmed tool velocity is $v = 100$ mm/s. Experiments with other velocities are presented in [22].

Three types of experiments will be considered, and they differ in the way the error signal driving the update of the ILC input is defined. Recall Equations (3) and (4), i.e.

$$u_{k+1}(t) = Q(q)(u_k(t) + L(q)e_k(t))$$

(11)
and
\[ \epsilon_k(t) = r(t) - z_k(t) \]  
\hspace{1cm} (12)
The experiments are defined as follows:

Case 1: The ILC update is driven by the motor angular position error, i.e.
\[ \epsilon_k(t) = r_m(t) - \theta_{m,k}(t) \]
\hspace{1cm} (13)
where \( z_k(t) \) is generated using the complementary filter in equation (10)
\[ \hat{z}(t) = G(q)y_i(t) + (1 - G(q))y_{i0}(t) \]  
\hspace{1cm} (14)
Case 3: The ILC update is driven by the tool position error obtained by using the measured tool position, i.e.
\[ \epsilon_k(t) = r(t) - z_k(t) \]
\hspace{1cm} (15)
The evaluation is based on the nominal error without ILC, i.e. \( k = 0 \). The vector of nominal errors for the three motors is given by
\[ e_{m0} = \begin{pmatrix} e_{m,0}^1 \\ e_{m,0}^2 \\ e_{m,0}^3 \end{pmatrix} = \begin{pmatrix} r_m^1 \\ r_m^2 \\ r_m^3 \end{pmatrix} - \begin{pmatrix} \theta_{m,0}^1 \\ \theta_{m,0}^2 \\ \theta_{m,0}^3 \end{pmatrix} \]  
\hspace{1cm} (16)
with \( e_{m,0} \) denoting the motor angular position error, \( \theta_{m,0} \) being the measured motor angular position for cart \( i \) at iteration 0 and \( r_m \) being the corresponding reference. The cart position error is derived by dividing \( e_m \) by the gear ratio \( \eta \). Analogously to (15), the vector of nominal tool-position errors in the X- and Y-direction is
\[ e_{m,0} = \begin{pmatrix} e_{m,0}^X \\ e_{m,0}^Y \end{pmatrix} = \begin{pmatrix} r_m^X \\ r_m^Y \end{pmatrix} - \begin{pmatrix} \bar{z}_{m,0}^X \\ \bar{z}_{m,0}^Y \end{pmatrix} \]  
\hspace{1cm} (17)

The reduction of the 2-norm of the motor angular position error at iteration \( k \) for each of the three carts is given in percentage of the nominal error (15).
\[ \bar{e}_{m,k}^1 = 100 \cdot \frac{\|e_{m,k}^1\|^2}{\|e_{m,0}^1\|^2} \]  
\hspace{1cm} [%] \hspace{1cm} (17a)
\[ \bar{e}_{m,k}^2 = 100 \cdot \frac{\|e_{m,k}^2\|^2}{\|e_{m,0}^2\|^2} \]  
\hspace{1cm} [%] \hspace{1cm} (17b)
\[ \bar{e}_{m,k}^3 = 100 \cdot \frac{\|e_{m,k}^3\|^2}{\|e_{m,0}^3\|^2} \]  
\hspace{1cm} [%] \hspace{1cm} (17c)

The reduction of the tool error is similarly given by
\[ \bar{e}_{e,k}^X = 100 \cdot \frac{\|e_{e,k}^X\|^2}{\|e_{e,0}^X\|^2} \]  
\hspace{1cm} [%] \hspace{1cm} (18a)
\[ \bar{e}_{e,k}^Y = 100 \cdot \frac{\|e_{e,k}^Y\|^2}{\|e_{e,0}^Y\|^2} \]  
\hspace{1cm} [%] \hspace{1cm} (18b)

6. Experimental results

6.1. Case 1 — ILC using \( \theta_{m}(t) \)

The purpose of this section is to show the performance of the system when applying an ILC algorithm driven by the motor angular position error. For simplicity it is assumed that the couplings between the three motors are relatively small, and hence the system will be treated as three separate SISO systems, i.e.
\[ \theta_{m,i}(t) = G_{m,i}(q)\gamma_{m,i}(t), \quad i = 1, 2, 3 \]  
\hspace{1cm} (19)
where \( G_{m,i}(q) \) denotes the transfer operator of motor \( i \) and \( q \) denotes the shift operator. It is a fairly straightforward problem to identify these systems, and details concerning this step, including model validation, are given in [22]. The system identification gives as a result that all three motors can approximately be described by
\[ G_{m,i}(q) = q^{-5} \frac{0.03}{1 - 0.97q^{-1}} \]  
\hspace{1cm} (20)
with the sampling interval \( T_s = 4\,\text{ms} \). The time delay is caused by internal data communication in the robot control system.

Since the aim of the paper is to concentrate on the qualitative behaviour of the system a simple ILC algorithm is used, and therefore the filter \( L(q) \) is chosen as
\[ L(q) = \gamma q^0 \]  
\hspace{1cm} (21)
with \( \delta = 5 \) and \( \gamma = 0.9 \). The filter \( Q(q) \) is chosen as a second-order low-pass Butterworth filter with cutoff frequency \( f_c = 10\,\text{Hz} \), and forward-backward-filtering is used in order to give a zero-phase filtering. The same ILC design variables are applied to all motors, since the models (20) of the motor dynamics for the carts are similar to each other. The ILC input signal is added to the motor angular position reference, hence \( T_{m,i}(q) \) in (1) is equal to \( G_{m,i}(q) \) from (20) for the three motors \( i = 1, 2, 3 \). Using the motor angular positions in the ILC algorithm results in \( F_{1}(q) = F_{2}(q) = 0, F_{3}(q) = 1 \) in (2).

Applying the criterion (8) it can be verified that
\[ |Q(e^{\omega}) \cdot \frac{1}{L(e^{\omega})} | < 0.95 \forall \omega \]  
\hspace{1cm} (22)
for all three motors. Further details, also including time domain stability analysis, are given in [22].

Figure 9 shows that the error measure (17) is reduced to nearly 2% for the motors after around five iterations. In the experiments the motor angular position references $r_m(t)$ are calculated from the tool position reference $r(t)$ using the model of the inverse kinematics and the gear ratio $\eta$. Similarly the calculated tool position $y_c(t)$ is determined using the gear ratio, the forward kinematics model, and the measured motor angular positions $\theta_m(t)$. Figure 10 shows the performance of the robot in terms of these quantities, and based on the illustrations in the figure two main observations can be made:

- The calculated tool position $y_c(t)$ follows the tool position reference $r(t)$ very well. This is in agreement with the fact that the motor angular positions $\theta_m(t)$ follow the references $r_m(t)$ more closely thanks to the use of ILC.

- The real tool path error between $r(t)$ and $z(t)$ has been reduced compared to the case without ILC, shown in Figure 6, but there is still a considerable path error.

To examine the repeatability properties, the ILC experiment is repeated five times under as identical conditions as possible. The error measure (17) for each motor and iteration is shown in Figure 11. It can be seen that the behaviour with slightly non-monotone convergence in Figure 9 may be explained by the variation of the error measure (17) for each iteration. The variation in the resulting error may be even larger due to varying experimental conditions, for example temperature.

6.2. Case 2 — ILC using $\hat{z}(t)$

The overall idea that will be applied here is straightforward, i.e. to apply an ILC algorithm driven by the estimated tool path error given by Equation (13). There are however some issues that need to be considered. First the complementary filter approach for estimating the tool position, Equation (10), needs to be put in the general framework given by (2). Introducing the vector

$$y(t) = \begin{bmatrix} y_c(t) \\ y_a(t) \end{bmatrix}$$

and

$$F_y(q) = \begin{bmatrix} G(q) & 1 - G(q) \end{bmatrix}$$

the estimate can be formulated as

$$\hat{z}(t) = F_y(q)y(t)$$

Second, the ILC inputs will in this case be added to the tool reference signal, and the overall system will then have two inputs and two outputs, i.e. the reference and achieved tool positions in the X- and Y-directions respectively. For simplicity the behaviour in the two directions will be treated as two separate decoupled systems. Given that the estimate of the controlled variable
is defined by (25) Equation (7) gives

\[ H(q) = Q(q)(1 - L(q)F_x(q)T_{wy}(q)) \quad (26) \]

where \( T_{wy}(q) \) is the \( 2 \times 1 \) transfer operator from the ILC input to the two components in \( y(t) \), given by (23).

In order to be able to carry out analysis and design it is necessary to have models of the relationships from ILC input to the components of \( y(t) \). Since the ILC signal is added to the reference signal such models can be obtained using system identification. In general this is a challenging task, and some initial results are presented in [22].

Previous work on modelling of the Gantry-Tau robot includes rigid-body dynamics [12, 10] and black-box identification of flexible dynamics [7]. Identification of a slightly different robot prototype of approximately the same size is done in [21] and [18]. The experiments presented in this paper show a notable flexible behaviour.

Most of the flexibilities probably originate from the carbon fibre links and the framework, as the joints are very stiff and a comparison of measured motor angular positions and cart positions show considerably less flexibility than the tool motion.

In the identification experiments here the system is excited by applying a PRBS signal to the tool position reference and measuring the tool position \( z(t) \) and motor angular positions, from which \( y_c(t) \) can be calculated using the kinematic model. Linear black-box models are then estimated using the PRBS signal as input and \( z(t) \) and \( y_c(t) \) as outputs. More information concerning the identification experiments are given in [22], and the discussion here will concentrate on the use of the models in the ILC algorithm design.

As a complement to the system identification, pulse-response experiments have been performed in order to determine the resonance frequencies of the robot structure. A force pulse is generated by the impact of a hammer on the end-effector plate in the X- and Y-direction, respectively. The resulting tool position is measured, and the tool vibration can be determined by inspection in the time domain. When the force is applied in the X-direction, a resonance of 7.4 Hz is observed in the X-direction, see Table 2. The tool vibration is 11.4 – 11.9 Hz in the Y-direction, which after a few oscillations turns into a 7.4 Hz vibration. With the force applied in the Y-direction, the resonance frequency in the X-direction is 10.5 Hz and in the Y-direction 11.5 Hz. The resonance in the Y-direction is larger in magnitude than for the X-direction and dominant for the robot behaviour.

<table>
<thead>
<tr>
<th>Vibration frequencies</th>
<th>Impact direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>in X-direction [Hz]</td>
<td>7.4</td>
</tr>
<tr>
<td>in Y-direction [Hz]</td>
<td>7.4, 11.4 – 11.9</td>
</tr>
</tbody>
</table>

From the identification experiments above it is known that the robot has a dominating resonance frequency at around 11.5 Hz in the Y-direction and not so pronounced resonance frequencies at 7.4 Hz and 10.5 Hz in the X-direction. For ILC to compensate error components around and above these system resonances, it is not sufficient to simply choose a low-pass filter \( Q(q) \) with cutoff frequency below the lowest resonance frequency. Instead, the filter design has to be based on a model from the input point of the ILC input signal, here the reference \( r(t) \), to the estimate \( z_k(t) \).

The tuning of \( Q(q) \) aims at being robust to large model errors especially around the resonance frequencies, and it is designed from the magnitude of \( H(q) = 1 - L(q)F_x(q)T_{wy}(q) \), see Figure 12. Due to measurement noise, learning of the error components up to 30 Hz is chosen, which is above the dominating resonance frequencies of the system. In Figure 12 the robustness properties of the algorithm around the resonance frequencies of the system can be seen, together with the attenuation of frequencies over 30 Hz. The figure also shows that the criterion (8) is fulfilled.
The behaviour of the ILC algorithm applied to the system is then evaluated experimentally, and the resulting tool path, after ten iterations, is shown in Figure 13. By comparing the resulting tool path shown in Figure 13 to the result for Case 1 shown in Figure 10, it is seen that the tool performance after 10 iterations is improved compared to Case 1, especially in the Y-direction. Most error components in the stiffer X-direction can be compensated using an ILC algorithm with motor angular position measurements. The accelerometer signal gives additional information about the tool position in the Y-direction, so that the performance can be improved in that direction when using tool-position estimates in the ILC algorithm.

6.3. Case 3 — ILC using z(t)

Finally, for illustration purposes the ILC algorithm using the tool position is evaluated. This case has close similarities with Case 2, and the design of \( Q(q) \) follows the procedure in Case 2, with an algorithm robust to large model errors and with learning up to 30 Hz to avoid high-frequency measurement noise to be included in the learning. For Case 3, with the ILC input signal added to the reference \( r(t) \) and \( F_r(q) = F_u(q) = 0 \), \( F_y(q) = 1 \) in (2).

The model-based design of \( Q(q) \) is followed by some experimental fine-tuning, and the resulting filter \( Q(q) \) is almost identical to the filter for Case 2 in the Y-direction, while the gain around the resonance frequency is slightly larger in the X-direction. The resulting magnitude diagrams are very similar to the diagrams for Case 2 shown in Figure 12, and the corresponding figure is omitted here. The resulting performance is presented in the next section.

6.4. Comparison

Figure 14 shows the resulting performance, in terms of reduction of the tool error measure defined in Equation (18), for the three cases. In addition Table 3 shows the mean value of the error measure (18) over iterations 5 to 10 for the three different cases.

Table 3: Mean value for iterations 5–10 of the robot tool error measure (18) for the Cases 1, 2, and 3 in the X- and Y-directions.

<table>
<thead>
<tr>
<th></th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>13.3%</td>
<td>12.6%</td>
<td>10.3%</td>
</tr>
<tr>
<td>Y</td>
<td>36.1%</td>
<td>23.9%</td>
<td>24.9%</td>
</tr>
</tbody>
</table>

Keeping in mind that the results displayed in Figure 13, Figure 14 and in Table 3 have been obtained for one particular reference path some observations can be made. It is clear that Case 2, i.e. estimation based ILC using the estimated tool position, gives better performance than Case 1, i.e. ILC based on the motor angular position error. The biggest improvement is obtained in the Y-direction, which is the direction where the robot shows the highest mechanical flexibility.

In conclusion, the ILC algorithm has shown promising results in terms of improving tool path accuracy for the robot system. Further research could focus on refining the design of \( Q(q) \) to better accommodate the specific mechanical characteristics of the robot.

Figure 12: Case 2: The magnitude \(|Q^{-1}(e^{j\omega T})|\) illustrated together with \(|1 - L(e^{j\omega T})(F_r(e^{j\omega T}) + F_y(e^{j\omega T})T_u(e^{j\omega T}))|\) in the X- and Y-direction. Learning is cut off at about 30 Hz.

Figure 13: Case 2: Tool performance after 10 iterations; reference path compared to measured tool path.
Despite the comparatively simple approach the experiments show very clearly that the estimation based ILC algorithm gives considerably improved performance, in terms of tool path error, Figure 13, compared to ILC based on the measured motor angular positions, Figure 10. It should also be noted that already motor based ILC gives improved performance compared to the nominal case without ILC, Figure 6.

There are a number of directions in which the initial results presented in this paper can be developed further. One such direction is improved modelling of the system in general and in particular the dynamics of the arm structure. Access to more accurate models would enable a more systematic approach to the design of the mechanism to generate the estimate of the controlled variable, with the Kalman filter being the most obvious alternative to complementary filtering. More accurate models would also enable a more systematic and model based design of the ILC algorithms. Another interesting research direction is to include other types of affordable sensors like e.g. simple cameras. These topics are all left for future research.
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