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Abstract

Modern signal processing systems require more and more processing capacity as times goes on. Previously, large increases in speed and power efficiency have come from process technology improvements. However, lately the gain from process improvements have been greatly reduced. Currently, the way forward for high-performance systems is to use specialized hardware and/or parallel designs.

Application Specific Integrated Circuits (ASICs) have long been used to accelerate the processing of tasks that are too computationally heavy for more general processors. The problem with ASICs is that they are costly to develop and verify, and the product life time can be limited with newer standards. Since they are very specific the applicable domain is very narrow.

More general processors are more flexible and can easily adapt to perform the functions of ASIC based designs. However, the generality comes with a performance cost that renders general designs unusable for some tasks. The question then becomes, how general can a processor be while still being power efficient and fast enough for some particular domain?

Application Specific Instruction set Processors (ASIPs) are processors that target a specific application domain, and can offer enough performance with power efficiency and silicon cost that is comparable to ASICs. The flexibility allows for the same hardware design to be used over several system designs, and also for multiple functions in the same system, if some functions are not used simultaneously.
One problem with ASIPs is that they are more difficult to program than a general purpose processor, given that we want efficient software. Utilizing all of the features that give an ASIP its performance advantage can be difficult at times, and new tools and methods for programming them are needed.

This thesis will present ePUMA (embedded Parallel DSP platform with Unique Memory Access), an ASIP architecture that targets algorithms with predictable data access. These kinds of algorithms are very common in e.g. baseband processing or multimedia applications. The primary focus will be on the specific features of ePUMA that are utilized to achieve high performance, and how it is possible to automatically utilize them using tools. The most significant features include data permutation for conflict-free data access, and utilization of address generation features for overhead free code execution. This sometimes requires specific information; for example the exact sequences of addresses in memory that are accessed, or that some operations may be performed in parallel. This is not always available when writing code using the traditional way with traditional languages, e.g. C, as extracting this information is still a very active research topic. In the near future at least, the way that software is written needs to change to exploit all hardware features, but in many cases in a positive way. Often the problem with current methods is that code is overly specific, and that a more general abstractions are actually easier to generate code from.
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</tr>
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</table>
Part I

Background
Chapter 1
Introduction

Digital Signal Processing (DSP) has become prevalent in many of the products we use on a daily basis, with perhaps the mobile phone as one of the most prominent examples. With it we can make telephone calls, surf the web, capture images/videos, use GPS navigation, play games etc. Even radar is starting to be used in consumer products such as cars, along with other image analysis to assist when driving.

A signal processing system in the most general form could be represented as in Figure 1.1. An input signal is processed in some way, and a useful output signal is extracted.

![Figure 1.1: Signal processing system.](image)

Many signal processing applications require a lot of computation. One such example is modern smart phones which require over 100 GOPS/W [1, 2]. For embedded DSP systems, reaching the performance requirements is not trivial. It is not just the problem of achieving sufficient performance at low enough power consumption, but the hardware implementation cost must be kept low as well. This problem is only exacer-
bated by the need to support a wider range of products and more complex standards. Using the traditional approach of just adding hardware and assuming that newer process technology will reduce the hardware cost and power requirements is no longer feasible.

Another problem is the longevity of different hardware modules. Developing and verifying hardware is expensive, so developing custom designs for one specific use case is not desirable. We would like to be able to reuse the same hardware design in several products and, if possible, use the same hardware for different functions in a system by using hardware multiplexing. I.e. if we have tasks that do not need to run in parallel and a flexible enough hardware block we could reuse the same hardware block for multiple purposes in a system design, saving silicon cost.

The problem we face is that for more general designs, the area cost and power consumption is higher than for specialized designs. On the other hand the overall design cost per product is lower.

1.1 Motivation

One way to deal with the increasing demands on embedded systems is to use an Application Specific Instruction set Processor (ASIP), a processor that have been specialized for a particular application domain, e.g. baseband processing. While not being as useful for tasks outside the application domain, the programmability compared to an ASIC gives it some very good properties.

**Product lifetime** A programmable solution could be used for several generations of different standards. E.g. one could possibly use the same chip for H.265 as for H.264. However, as performance requirements usually increase with newer standards this is obviously not always possible.

**Flexibility** A programmable solution also allows us to use the same processor in e.g. mobile phones or TVs. Flexibility here is when compared to an ASIC, and not other processors.
1.2 Goals and Scope

Chip volume  An ASIP may be used in a wide range of products, and also over a longer time period than ASIC solutions. Consequently, the cost per chip can be reduced.

Development time  It is easier to develop and debug software than hardware.

Upgrades and bug-fixes  A programmable solution enables the devices to be upgraded, e.g. to support new video codecs. It also allows for correcting bugs, which reduces the verification requirements.

Hardware utilization/Cost  As an ASIP can be used for multiple purposes it is possible to reduce the amount of inactive silicon. E.g. a chip could include one ASIP instead of one custom decoder for each video standard that should be supported. This gives a high hardware utilization, and consequently lower cost as a lower amount of silicon is required.

1.2 Goals and Scope

The goal of the ePUMA project [3] is to develop a flexible architecture for future DSP platforms, e.g. media and baseband. This includes the actual hardware platform and the software tools required to program it. In addition, it requires the implementation of a sufficient set of benchmarks to prove ePUMA’s efficacy.

This thesis is mostly concerned with the software tools necessary to support the software development process for application programmers and kernel programmers. The initial idea when the ePUMA project was started was to have a flow similar to the process illustrated in Figure 1.2.

Given some existing code, the first step is to analyze what sections of code that could possibly be replaced by more efficient implementation. Secondly, when these sections have been identified, the next step is to choose an appropriate kernel. A kernel is a segment of code that computes some computationally expensive algorithm, e.g. FFT. This is
a quite difficult problem to automate, however some progress has been made by another division involved in the same project [4].
1.3 Challenges

The scope of this thesis is from the kernel configuration block to linking stage. That is, given a kernel, how can we:

• configure it so that we remove unnecessary overheads,
• schedule the computation as efficiently as possible,
• allocate data in such a way as to remove access overhead, and
• utilize the hardware features of the Matrix Processing Elements (MPEs), that are the cores used for the heavy processing, as efficiently as possible.

1.3 Challenges

There are quite a few challenges that complicate the compilation stages for the ePUMA platform, which will be described in more detail in Chapter 2.

1.3.1 Multi-cores with Distributed Scratch-Pad Memory

ePUMA has several compute clusters with their own scratch-pad memories rather than caches. The reasoning for this is that many DSP algorithms do not have good temporal locality, as they are often written and read only once. The accesses are in many cases not linear either. This makes it difficult to find a good fetching strategy to use for caches. It is quite common with fixed strides, and this can lead to unnecessary congestion and memory utilization by transferring and storing unused data in the cache lines. On the other hand the access is often predictable, and we can use software to control the data transfers. This is of course a burden on the programmers. Not only do we need to schedule the computation, but we must also manage the data transfers.

1.3.2 Zero Overhead Execution

The goal when designing an ASIP is that it should be efficient. Ideally we would like a processor core to issue one instruction every clock cycle that
contributes to the actual computed result. However, overheads such as data access and controlling the flow of compute instructions may steal cycles and lower compute performance. Fortunately, the computation, data access, and control flow are often independent for DSP algorithms. The ePUMA platform provides very efficient addressing and several control flow mechanisms to overlap computing, data access, and control in time, but utilizing these manually is very cumbersome and error prone.

1.3.3 Parallel Memory Access

The purpose of an ASIP is to execute code for specific domains fast. For an ASIC design we might have something like Figure 1.3, where we have some memories and hardware to compute e.g. an $n$-point FFT. For an ASIP, the primitive between memory for memory operations is usually smaller (at least on a hardware level), e.g. we only have smaller butterfly instructions available, as in Figure 1.4, and we are likely to process things layer by layer. The amount of data that we can read and write to these memories will determine a limit to how fast we may compute an algorithm. Ensuring that we can reach this limit is one of the major goals in the ePUMA project.

The major difficulty for efficient execution on the MPEs is parallel data access. Regardless of method of that we use, e.g. SIMD (as in ePUMA or Cell [5]) or VLIW [6], if we wish to compute things in parallel we require reading many values from memory in parallel, otherwise the resulting sequential parts will limit our performance [7]. It is often the case that these addresses are not consecutive, or aligned to the native vector width. A trivial way to solve it is to use memories with as many ports as necessary, however this has a prohibitive area cost. In ePUMA we use parallel vector memories that consists of several single-port memories that together make up the memory, coupled with a permutation network that enables access to parallel memory with a vector of addresses, given

---

1 For a single-issue machine.
2 Most likely, the FFT block includes different memories or registers and performs the computation layer by layer, but from a user interface it looks something like this.
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![Diagram of ASIC block](image-url)

that the addresses belong to different memory banks. This permutation network is also beneficial in that we will also reduce the need to issue shuffle instructions that often causes significant overheads, due to the fact that the memory access with permutation is performed before the computation in the pipeline.

With a naive data placement we will still have problems, e.g. if we have a stride between the elements that is divisible with the number of memory banks. The challenge is to be able to map the programmer’s view of logical addresses to different physical ones that avoids the memory bank conflicts.
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Figure 1.4: ASIP instruction.

1.4 Method

In order to evaluate a DSP processor we need to know:

**Area cost** Naturally, the area cost is very important as the intended domain for ePUMA is for applications that are present in high volume products, e.g. smart phones.

**Computational performance** Is the system capably of fulfilling the performance requirements?

**Energy consumption** In order to be actually useful in many embedded applications, the energy requirements cannot be too high as many devices operate on batteries.

**Programmability** The software development cost cannot be higher than that of other capable systems.
1.4 Method

Getting an accurate value for the area requires that there is a chip that is fully designed, and that can be synthesized. Also, while it is possible to estimate energy consumption, measurements on a chip running the actual application is the only truly accurate method for power consumption evaluation. It is also necessary to have a chip to measure the actual maximum clock frequency which will influence the computational performance of the device. However, as we can roughly estimate the clock frequency it is possible to use a cycle accurate simulator to get a cycle count when running applications, and this can be used as an indicator of the final performance.

The method used to develop the necessary artifacts for evaluation is the same as described in “Embedded DSP Processor Design: Application Specific Instruction Set Processors” [8].

1.4.1 Evaluation of Software Tools

Measuring the success from a software tools developer point of view is a bit different than evaluating the software for the full system. The development of software tools and hardware platform are of course intertwined, but on the other hand, the software is limited by the capabilities of the hardware. For this, it is useful to define a measure of hardware utilization that can be used to evaluate the quality of the tools. In this project we have opted to define the hardware utilization as

\[ \text{Hardware utilization} = \frac{\text{Core instructions}}{\text{Total instructions}}. \]  

Here, core instructions are the necessary instructions for an algorithm, e.g. the butterfly instructions for an FFT, while the total instructions include control code, calculating addresses etc. This is of course intrinsically linked to computational performance, as it is a function of clock cycles required and operating frequency.

The simplicity of using different software tools, i.e. the programmability of the system, is of course of great importance. This is not something that is easy to measure, and usually involves experiments with large groups of subjects implementing different applications. For this
project, our goal was to be able to program ePUMA without added complexity compared to mainstream systems, by making sure the tools operate at the same level of abstraction or higher than the tools for other systems. The reason for this is that the primary purpose of ePUMA is to be very efficient, and therefore we will not go further than other systems w.r.t. programmability.

1.4.2 Summary

We can summarize the necessary steps for completing a project as ePUMA as follows:

- Develop the hardware platform.
- Develop software tools such as compilers etc.
- Implement algorithms/applications for measuring the performance of the platform.

These steps are of course performed iteratively and concurrently, to allow for the different tasks to influence each other, i.e. hardware/software co-design.

1.5 Thesis Organization

The thesis is divided into four parts. Part one will provide background information necessary for the remainder of the thesis. Chapter 2 describes the ePUMA platform in more detail. In particular, we will consider the issues with the platform that cause difficulties from a programming point of view. Chapter 3 and Chapter 4 present some solution techniques that are necessary to understand, or at least be convinced that they work, in order to digest the solutions presented in part two.

Part two considers the issues relating to efficient compilation for ePUMA. In Chapter 5 we will consider a model that is suitable for automatic scheduling of tasks and DMA transfers. Chapter 6 describes how we can
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optimize our data placement to reduce the cost of data access. In Chapter 7 it is shown how we can compile vector computations efficiently.

Part three describes a programming model based on the results from part two. Chapter 8 goes through how software should be developed on ePUMA and similar architectures based on what we are capable of doing automatically, and what the constraints are for doing so. Chapter 9 describes the various tools that have been developed to help with software development for ePUMA.

Part four summarizes the conclusions and results. Chapter 10 summarizes the results we have gained from benchmarks, while Chapter 11 summarizes the conclusions we may draw from this project, and what might be interesting to look at in the future. Chapter 12 is a retrospective over our process working with this project, what we did right/wrong, and some hopefully useful suggestions to anyone else embarking on projects of this magnitude.
Introduction
Chapter 2
ePUMA

The ePUMA (embedded Parallel DSP platform with Unique Memory Access) project [3, 9] is a part of the High Performance Embedded Computing (HiPEC) project[10]. ePUMA is an ASIP architecture for DSP processing. In this chapter we will go through the design of the ePUMA architecture and the challenges it poses to the software development tools. However, we will begin with a motivation why a design such as ePUMA is an interesting design to explore.

2.1 Application Characteristics

Given than we wish to target multimedia and baseband processing, i.e. SDR, what features are necessary?

2.1.1 Multimedia

Multimedia applications are characterized by being data parallel and having low temporal locality. There are quite a few properties that are useful to consider when designing an ASIP for this domain:

Parallelism Many algorithms for media are highly parallel, and pretty much any method of parallelization is applicable. For many algorithms the vector lengths of operations are limited when using
vector processing, operations are often performed of blocks of e.g. size $8 \times 8$ or $16 \times 16$ [11].

**Memories**  Large local memories, i.e. caches or scratch-pads in order to reduce the cost memory of memory access.

**Un-aligned data access**  Many media algorithms requires un-aligned data access, and the effect of enabling un-aligned access is quite large, e.g. for MPEG2 as demonstrated in [12].

**Pre-fetching/DMA memory transfers**  The access patterns are often predictable and pre-fetching can be used to speed up the computation. This is one reason why scratch-pad memories can be considered sufficient compared to caches; we still need to issue commands to have the correct data at the right time.

**Large data sets**  One must be able to work on rather large data sets, leading to a large register file or sophisticated addressing. Otherwise a large part of the computation time is spent waiting on load/store instructions.

**Application specific instructions**  The computation can greatly be sped up if common computation graphs are realized as instructions and e.g. only cost one cycle to execute rather than several cycles.

**8/16 bit data**  The number of bits used for media is limited and it is not necessary to use more than 16 bits. This lowers memory size and memory bandwidth requirements.

### 2.1.2 SDR

Software Defined Radio (SDR) includes programmable symbol processing, programmable parallel bit processing, and programmable Forward Error Correction (FEC) processing [13]. Of these, only the symbol processing part is likely to be mapped to a processor such as ePUMA, while the other two tasks are mapped to ASICs.
SDR is characterized by operations on very wide vectors, and are highly regular in the data access patterns. We can summarize the features needed for an ASIP as follows:

**Wide data parallelism** The problems for SDR are highly data parallel and can benefit even from very wide SIMD designs, and is the motivation used for e.g. SODA [14].

**Pre-fetching/DMA memory transfers** The access patterns are very predictable and using pre-fetching is used to speed up the computation. This is one reason why scratch-pad memories can be considered sufficient compared to caches; we still need to issue commands to have the correct data at the right time.

**Application specific instructions** The computation can greatly be sped up if common computation graphs are realized as instructions and e.g. only cost some cycle to execute rather than several cycles. [15].

**8/16 bit data** It is also the case for SDR that the values are quite small and it is seldom necessary to use more than 8/16 bit values. [16, 14].

## 2.2 ePUMA System Overview

The ePUMA system is illustrated in Figure 2.1. The Application Processing Element (APE) controls a set of Compute Clusters (CCs), i.e. it functions as a control core while the clusters are used for the heavy computation. The APE is a simple scalar RISC core. The APE and CCS are connected through a Network-on-Chip (NoC) that includes both a star network (APE to/from CCs) and a ring bus (CC to CC).

The architecture of a CC is shown in Figure 2.2. A CC consists of one Control Processing Element (CPE) and a configurable, at design time, number of Matrix Processing Elements (MPEs). The MPEs are programmable vector processors with addressing features that makes it possible to issue the same vector operation repeatedly with a stride adjustment after each vector operation, enabling the processor to operation on e.g. 2D data
sets. As some applications may require custom hardware solutions for some parts, it is also possible to attach accelerators if needed. The Local Vector Memories (LVMs), which is also configurable, are connected to the different computational units and the NoC through a local interconnect network. The allocation of memories to an execution resource is configurable at runtime. For the rest of the thesis, it can be assumed that there are no accelerators, three LVMs and one MPE in the configuration used.

Each LVM consists of $N$ memory banks, as in Figure 2.3. An LVM access consists of a base address and a permutation vector that specifies the offsets from the base address. The address shuffle and permutation blocks send the address to the correct memory bank and to the correct lane respectively. The base address is usually taken from an address register. Address registers are special registers that can be automatically updated with e.g. the width of the data path, or values specified in special step registers. The permutation vector, if not a standard vector access, is fetched from memory. Tables of permutation vectors can be auto-
matically iterated over, allowing us to access any set of data elements in any order we want without overhead.
2.3 Network on Chip

The cores on ePUMA are connected by a star network as well as a ring network. The star network is for communication between the APE node (and the external DRAM memory) and CC nodes. The ring network is used for communication between different CCs. A detailed motivation for using these kinds of networks can be found in [17]. The computing characteristics for the problems we have looked at in this project falls into two categories:

**Data parallel** The computation is completely data parallel and a star network is sufficient as the problem is simply to transfer data to the CCs, compute, and transfer the result to the DRAM. This is depicted in Figure 2.4. I.e. each input data block is mapped to an output data block with the same function $f$.

![Figure 2.4: Data parallel computation.](image)

**Stream computing** The data is processed in different stages, where each stage has consumes an input stream and produces an output stream, as illustrated in Figure 2.5, where the functions $g$ and $f$ are performed in sequence, to achieve the function composition $f \circ g$. This
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can be achieved on ePUMA connecting the MPEs using the ring network creating a pipeline.

![Diagram of streaming computation]

Figure 2.5: Streaming computation.

The majority of this thesis is however, apart from Chapter 5, is mostly concerned with code generation for the MPEs. They differ more from conventional processors and pose greater challenges.

2.3.1 Distributed vs. Shared Memory

Each core has its own memory, and data movement is software controlled through a message passing interface. While this is not that different from e.g. MPI [18], for ePUMA the situation is more complicated due to the fact that the LVMs can be connected to different ports. I.e., when e.g. two LVMs are connected to an MPE, one memory can be accessed from port 0 and the other from port 1. In a way, it can be seen as that the memories can allocated to different regions in the address space. This can be alleviated by a scheduler as we will discuss in Chapter 5.

2.4 Matrix Processing Elements

The MPE design is the part of ePUMA that is the most different from other systems, and MPE software development will be the focus of the thesis. In this section we will go through the aspects of the MPE design that enables efficient execution of algorithms with predictable data access, and the challenges that it poses to software development.
2.4.1 Application Specific Instructions

In order to accelerate computation it is helpful to have instructions that can perform many arithmetic operations in a single instruction. For example, when computing the Fast Fourier Transform (FFT) it is very good to have a butterfly instruction. When designing an ASIP it is essential to get the set of instructions right, i.e. the instructions should match the application domain well. More specific instructions have a smaller set of algorithms where they can be used effectively, but in turn they can yield better performance. This is very well demonstrated in [15] and [19].

A high number of operations in an instruction, that has dependencies on each other, creates a trade-off between pipeline depth and clock frequency. If a lot of operations are performed in one clock cycle, the clock frequency may suffer due to a longer critical path. If more pipeline stages are added instead, there may be a lot of nop instructions executed when we have a dependency between instructions. The effect of a long pipeline may of course be alleviated by branch prediction, but branch prediction results in a more complicated hardware design and larger silicon area. How much is of course dependent on the complexity of the branch prediction strategy.

The design choice for the MPEs is to have quite many stages in the data path, as shown in Figure 2.6. In addition, some of the steps in the pipeline schematic are also internally pipelined. ePUMA is designed for predictable computing, and the drawbacks of a long pipeline without branch prediction is not that severe for these problems, while the benefit of fitting powerful instructions have a large performance impact. One can note that the pipeline is quite regular and almost all parallel steps take the same amount of clock cycles. The exception is the arithmetic units step. It is possible to use long instructions that uses three levels of arithmetic units, and three clock cycles, or only one for short instructions. Short instructions are useful for code with dependencies that also don’t use any special instruction that requires several cycles in the execute stage. For any short instruction there is a functionally equivalent long version. One reason is that it may be difficult to schedule instruc-
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...tions efficiently, as demonstrated in [20], if they are of different length. The version of the MPEs used in [20] had very variable pipeline schedules for different instructions. However, an even larger problem is that it was very difficult to program for, and designing a complete software suit that would handle this was, even if theoretically possible, infeasible with our limited resources.

![MPE pipeline diagram](image)

**Figure 2.6:** MPE pipeline.

### 2.4.2 MPEs - Data Level Parallelism using SIMD

As most of the applications that are intended to be executed on the ePUMA platform are data parallel, a SIMD architecture is a quite natural solution. For the MPEs we have taken this one step further allowing the execution of instructions on vectors of arbitrary length. The operands are not required to be in a Register File (RF), but can reside in memory. This is often useful as it is quite common to read a value to the RF, operate on the value, and write the result from the RF to memory, given
that we have specialized instructions that perform many operations at once. This alleviates the need to issue load/store instructions, and the actual instructions executed are those necessary for performing the desired computation.

### 2.4.3 Parallel Memories & Conflict-free Data Access

Given that we have instructions that perform many operations, that memory access is baked into the instruction, and that we have efficient addressing and iteration modes that allow for issuing one core instruction each cycle, we need to have memories capable of delivering vectors equal to the SIMD width. To this end the MPEs have parallel vector memories, as illustrated in Figure 2.3. They are composed by $N$ ($N = 8$ in the current configuration) single-port memories. This enables us to read vectors with addresses of the form

$$\text{addresses} = \text{base address} + \text{offsets}, \quad (2.1)$$

$$\text{offsets} = (e_0, \ldots, e_m), \quad (2.2)$$

$$m < N. \quad (2.3)$$

However, as a consequence of using single-port memories, in order to be able to actually fetch a vector all addresses in an access need to reside in different memory banks. That is, if

$$\text{addresses} = (a_0, \ldots, a_m) \quad (2.4)$$

then

$$M = \{0, \ldots, m\}, \quad (2.5)$$

$$\forall \{ (i, j) \in M \times M \mid i \neq j \} : a_i \neq a_j \pmod{N}. \quad (2.6)$$

Chapter 6 will show how we can exploit these properties to in order to reduce the cost of memory access by relocating the physical addresses of data elements.
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SIMD vs. Superscalar

A superscalar processor [21] is very pleasant from a software development point of view, as it will try to figure out how execute instructions in parallel at runtime, and the programmer gets a speedup without effort. Designing a superscalar processor is on the other hand tricky and requires more hardware and power per functional unit [22]. With predictable problems this is not necessary, as the scheduling can be performed offline. Therefore, it is a bit luxurious for a low-power/area design. Of course, there are superscalars with SIMD capabilities, as e.g. Intel processors with SSE3.

SIMD vs. VLIW

VLIW architectures (e.g. [23] or [24]) are a bit more suitable for general code compared to the MPEs. I.e., it is possible to schedule the functional and load/store units to work in tandem for arbitrary code, while a SIMD architecture is locked by the instruction set. On the other hand, compiling efficient code for VLIW is not trivial. For example, attempting to compile an FFT as in [25] and [26] yielded very low performance, i.e. an order of magnitude lower performance, compared with the hand optimized version. While there are efficient manually created implementations, they are very complicated, and the MPE version is much simpler.

2.5 Architecture comparison

There are quite a few architectures that share some similarities with ePUMA and are intended to be used for the same domains. In this section we will consider the similarities, but more importantly differentiate what is different about ePUMA, and motivate why the ePUMA approach is interesting to investigate.
2.5.1 Imagine

The Imagine stream processor [27, 28] is a media processor with a quite interesting design. First of all, it has a 128 kB streaming register file that contains streams that eight VLIW clusters execute stream kernels on in a SIMD style manner, i.e. the same VLIW instruction is issued to all eight clusters. A kernel program is a sequence of VLIW instructions that can operate on elements in the stream. Each VLIW cluster contains a quite large register file as well, 256 × 32-bit.

One major similarity between Imagine and ePUMA is that the MPEs can issue vector operations on arbitrary length, similar to using a kernel on a stream. In the MPE case, this is of course only one instruction, while for Imagine it could be an arbitrary program. On a higher level though, i.e. if we compare each MPE with one cluster, the MPEs are more general than the clusters, in that they may run independent code. The overall programming of a system full system is in a way similar as the CAL language [29]. CAL is the intended high-level language for the HiPEC project [10], and is a dataflow language. While CAL is more general than the environment for Imagine it is unlikely to matter for the problem domain.

2.5.2 VIRAM

VIRAM [30, 31, 32] is a media processor with a SIMD width of eight, the same as for the MPEs. It has a scalar processor and vector co-processor. It is a quite conventional processor if not for the ability to not only access data in a sequential way, but also with indexed load, i.e. load data from memory based on a vector register (similar to our permutation vectors), and strided access. A major difference is there is a system that can handle latencies and can run many accesses in parallel, and will get high performance as long as the throughput is high. The non-sequential are on the other hand slower than for the sequential case, which is not true for ePUMA unless there are bank conflicts.
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2.5.3 CGRA

Another architecture within the HiPEC project is the Coarse-Grained Reconfigurable Array [33], designed for algorithms with a low computing buffer and long pipeline. The overall architecture consists of some configuration of tiles that send data between each other. E.g. a scalar tile for scalar computations, a vector computation tile and memory tiles. The implementation in [33] is quite similar to a compute cluster, except that memory access involves several tiles and the addressing and data access does not share a pipeline with the computation. Also, the CGRA is micro-programmable and the instructions are not fixed and can be configured at runtime, whereas in ePUMA the instructions are only configurable at design time. Our approach saves area but loses generality.

2.5.4 SODA/Ardbeg/AnySP

SODA (Signal-processing On-demand Architecture) [14] is an SDR processor and uses an ARM as a master processor and four processing elements. Similarly to the compute clusters the processing elements use scratch-pad memories, and has a scalar and SIMD path. The AGUs are, in contrast to the MPEs, in a separate pipeline. The SIMD path is 32 words wide and has a shuffle network that sits before the ALUs and multipliers. The access to the SIMD scratch-pad memory is between the shuffle network and execution stage, so while it is possible to perform some arithmetic operations while reading data, it is still necessary for the data to end up in the register file.

Ardbeg [34] is a continuation of SODA where the SIMD ALUs and multiplier units have shuffling networks included. The scalar part has also merged with the AGU. The SIMD width is kept at 32 based on a computation delay and energy efficiency compared with area.

AnySP [11] is another evolution of SODA where the design is intended to work for media applications as well. The thing of main interest of this design is the choice of variable SIMD width. The reason is the poor utilization of the SIMD units as while there is an abundant
amount of parallelism for media applications, the SIMD operations are of limited width.

### 2.5.5 EVP

EVP (Embedded Vector Processor) [16] is a processor for SDR. It is a VLIW features 16 words wide SIMD instructions (though configurable), and can issue five instructions at a time in addition to four scalar operations, and also update address registers and handle loop control. EVP uses a register file ($16 \times 16$) and a shuffling unit (that runs in parallel with computation) to support reordering of data.

EVP is programmed using EVP-C, a superset of C, where the superset of vector types and intrinsics are compiled using vector instructions while the rest is compiled using scalar instructions.

It seems that they can compile code quite efficiently for it, e.g. a 64 point FFT requires 79 cycles compared to 64 for manually scheduled code, i.e. an overhead on only 23.4% [16]. The manually scheduled code utilizes the multipliers during 48 of the 64 cycles. That is, the utilization is 75%. However, it is unclear how the results for FFTs that will not fit into their register file will be affected.

What separates the MPEs from EVP is that the addressing is in the same pipeline as the vector processing unit. It shares the scratch-pad memory design.

### 2.5.6 BBP

The BBP processor [19] is designed specifically for SDR. It is conceptually similar to a compute cluster in that there is a control processor, and scratch-pad memories that are operated on by vector execution units, i.e. a DSP controller that issues vector instructions. These units are less general than the MPEs and are tailored for a narrower domain. However, the commercial success of this design shows that the assumptions about the SDR domain are valid and that a more general design should not have any problems, unless the power and area requirements become too high.
2.6 Summary

There are quite a few design choices that ePUMA shares with other architectures designed for the same domain. ePUMA uses scratch-pad memories for the processing elements, can issue wide SIMD instructions and so on.

In contrast to most other architectures, the different hardware blocks for e.g. addressing, permutation, computation etc. are organized in a long pipeline, i.e. we utilize pipeline parallelism instead of using a VLIW approach with several pipelines. This may make ePUMA less suited for general computation, as code with many dependencies would execute slowly. However, the compute clusters still have a scalar core for such code, and often such problems come in bulk and can be parallelized over problems. E.g. if we consider operations on $2 \times 2$ and $4 \times 4$ matrices for LTE downlink, the amount of matrices is either 128, 256, 512, 1024, 1536, or 2048 (that is the amount of sub-carriers supported by LTE) that can be processed in parallel, and there will be an abundance of data parallelism.

Compared to the other architectures, the MPEs have many more stages in the execution stage of the instructions. This allows for more powerful application specific instructions that reduces the need to use a register file, or in other words, the MPEs performance rely on good instruction selection.
Chapter 3
Optimization

In order to solve some of the issues w.r.t. to automating tasks in the software development flow for ePUMA the problems have been formulated as mathematical optimization problems. In this chapter we will briefly go through some ways to formulate problems that can be solved with standard solvers. The purpose is not give an explanation of how these solvers actually work; however, an informal motivation as to why they do work will be provided.

3.1 Linear Programming

For linear programs, i.e. a mathematical formulation of an optimization problem that we can solve using standard solvers, the objective function is required to be linear. In addition, the constraints must also be linear. All linear programs can be written according in standard form as in Equation (3.1)

$$\min c^T x, \text{ subject to } Ax = b, x \geq 0. \quad (3.1)$$

However, it is possible to formulate using either $\min$ or $\max$, and use $\leq$ and $\geq$ in addition to $=$. Here, $c$ and $x$ are vectors in $\mathbb{R}^n$, $b$ is a vector in $\mathbb{R}^m$ and $A$ is an $m \times n$ matrix. These problems can be solved with either the simplex or interior-point methods, which both are described in [35]. Here we assume that the reader has basic knowledge of the simplex method
and we will not explain how the linear programs are solved when describing (Mixed) Integer Linear Programming, (M)ILP.

3.2 (Mixed) Integer Linear Programming

An integer linear program is similar to the linear case, except that \( x \) is a vector of integers \( (x \in \mathbb{Z}^n) \). For Mixed Integer Linear Programming (MILP) only a subset of the elements in \( x \) are constrained to be integers, while the others are non-integers. Integer Linear Programming (ILP) problems are very computationally demanding to solve in the general case, as they are NP-complete.

A comprehensive introduction to MILP can be found in e.g. “Integer and Combinatorial Optimization” [36].

3.2.1 Exact Solution Strategies

If a problem is defined as an integer linear program, it can be solved exactly (i.e. finding the global optimum) using any of the following methods.

Branch and Bound

Relax the integer constraints so that we get an LP-program. Solve the program and see if any variable that should have an integer value has a non-integer solution. E.g. as for \( X \) in Figure 3.1, where the nodes represent the values of the optimal solution for the relaxed problem. By creating two new programs, one with the constraints \( X \leq 2 \), and another one with \( X \geq 3 \), we can recursively solve them and return whichever returns the most optimal value.

Cutting Plane

Another way of continuing after finding a non-integer solution is to cut the current optimal solution using an additional constraint. Given a convex problem we know that the solution will always be in a corner, and
there will always exist a cut that removes the current optimum while not removing any feasible integer solution. Exactly how these constraints are found will not be explained here. For example, say that we wish to optimize

$$\max x + y$$

(3.2)

when $x$ and $y$ are integers with the following additional constraints, where we denote Equation (3.3) as constraint 1 and Equation (3.4) as constraint 2.

\[
\begin{align*}
2 \cdot y & \leq 7 \\
4 \cdot x + y & \leq 19 \\
x & \geq 0 \\
y & \geq 0
\end{align*}
\]

(3.3) \hspace{1cm} (3.4) \hspace{1cm} (3.5) \hspace{1cm} (3.6)

These constraints are shown in Figure 3.2. Solving this as an LP problem gives us an optimal solution of 7.375 with $x = 3.875$ and $y = 3.5$. We can then add a cut as in Figure 3.3, i.e. add a contraint which in this case is

$$x + y \leq 7,$$

(3.7)
Figure 3.2: Example cutting an invalid optimum.

... to remove this solution, and try again. With this cut we get a solution with optimal value 7 with $x = 3.5$ and $y = 3.5$. Cutting this solution with

$$x + 2 \cdot y \leq 10,$$

as in Figure 3.4 gives us an optimal solution of 7 with $x = 4$ and $y = 3$, which is a valid solution. In this case the solver could potentially have given an acceptable solution before the last cut, as the objective function value was the same.

**Branch and cut**

Branch and cut is a combination of using both branch and bound and cutting planes.

**3.2.2 Benefits**

There are many benefits to using an ILP approach.
• There are many available solvers of excellent quality for MILP. E.g. Gurobi [37] or Google or-tools [38].

• It does not require any specialized algorithm to be developed.

3.2.3 **Drawbacks**

Unfortunately, there are also some drawbacks that might force us to use other approaches.

• Can be a lot slower for problems that has a structure that allows specific algorithms to be developed for it.

• Can sometimes be hard to describe the problem.
3.3 Constraint Programming

Another way to solve similar problems is to formulate Constraint Satisfaction Problems (CSPs) instead. A more complete introduction to the area than will provided here can be found in e.g. “Constraint Logic Programming using Eclipse” [39].

3.3.1 Definition

A CSP is a 3-tuple with \((V, D, C)\). \(V\) is a set of variables, where each variable is associated with a domain in \(D\). A constraint in \(C\) specifies what combinations of values that are allowed.

3.3.2 Constraint Propagation

One method of solving these problems quite efficiently is by constraint propagation. Essentially, when one variable is assigned a value, we then
check that the solution is still consistent, i.e. that no constraint is violated. We reduce the possible values for other variables and as long as a variable doesn’t end up with an empty domain, we can continue with assigning another variable a value. When a domain is empty, we need to backtrack and try some other value.

### 3.3.3 Example

Assume that we have the variables (with associated domains) \( x \in \{0, \ldots, 4\}, y \in \{1, \ldots, 4\}, \) and \( z \in \{0, \ldots, 3\} \) and have one constraint

\[
x > y + z.
\]  

(3.9)

We begin with the state as in Figure 3.5a. Each box contains a tuple with the level, i.e. how deep we are into the search and serves as a marker for how far to backtrack if we reach inconsistent states, or search for more solutions, and the remaining values of the domain to try.

If we set \( x = 0 \), we can remove that value from level 0, and add another level of possible values as in Figure 3.5b. However, there are no values of \( y \) and \( z \) that are consistent with the constraint, and need to backtrack to level 0 (Figure 3.5c).

However, if we would try \( x = 3 \) we would still have non-empty domains for \( y \) and \( z \) as in Figure 3.5d. Here, the domains are constrained to \( \{1, 2\} \) and \( \{0, 1\} \), as

\[
y_{\text{max}} + z_{\text{min}} \leq 2, \quad \text{and} \quad (3.10)\\
y_{\text{min}} + z_{\text{max}} \leq 2 \quad (3.11)
\]

must hold.

Letting \( y = 1 \) gives us Figure 3.5e. This does not change the domain for \( z \) and it remains as it is. Letting \( z = 0 \) gives an acceptable solution as in Figure 3.5f. I.e., \( x = 3, y = 1, \) and \( z = 0 \) satisfies the constraint. At this point we could backtrack to search for more solutions.
Figure 3.5: Constraint solving process.
3.3 Constraint Programming

3.3.4 Labelling

In Section 3.3.3 the selection order of values to try was not consecutive. In general, the method used can usually be configured in most solvers, e.g. whether to start with the variable with the smallest/largest domain, small values before large or vice versa, or even starting with values in the middle. The selection method used can influence the solution time quite significantly for some problems, so it can be useful to consider which values would be more likely to be acceptable.

3.3.5 Optimization

While the definition of CP given in Section 3.3.1 does not mention anything about optimization most solvers allow adding an objective function. A trivial way of adding optimization is to add the objective function as a constraint and resolve the problem with tighter and tighter bounds until the problem is infeasible. However, most good implementations are likely a bit more clever.

3.3.6 Useful Constraints

The biggest benefit of CP is that there are many standard constraints that makes it very easy to model problems. For example, the \textit{alldifferent} constraint that ensures that a set of variables have different values, can be useful for assigning memory banks to addresses. Another constraint is \textit{cumulative} which is very useful when scheduling, as it ensures that a set of tasks that uses a set of resources do not overlap in time.

Besides just making the modelling easier, CP implementations can provide optimized algorithms for the problem and improve the execution time considerably as it does not need to use the more general search procedure of ILP. Unfortunately, combining different constraints in the wrong way may lead to very poor performance.
3.3.7 Benefits

As with ILP, there are quite a few properties of CP that makes it interesting to use a generic tool for solving problems.

- As for (M)ILP, there are many good solvers, e.g. JaCoP [40] or Gecode [41].
- It is easy to apply own heuristics which is useful if one has an idea about what the solution will look like.
- If it is possible to use standard constraints it offers great solution times.
- The work required to create a correct model is much easier than for ILP.

3.3.8 Drawbacks

The major issue with CP is that if the specialized algorithms cannot be applied or interact badly the performance can be horrible.

3.4 Other methods

In the ePUMA project CP has mostly been used for prototyping and have later been replaced by ILP for the final implementations of different tools. This is primarily due to the fact that the performance of the ILP solvers have been significantly better to warrant the extra implementation time, and that these solution times have been reasonable enough for our problem sizes. However, should it be necessary to solve the problems formulated later in this thesis on problems that makes the solutions times infeasible, there are other approaches, called meta-heuristics, that do not necessarily find the most optimal solution, but often finds reasonably good solutions in a reasonable time frame.

A meta-heuristic is a method that can be applied when we either don’t know what the optimal solution looks like, i.e. determine whether
something is optimal or not, and/or do not know how to search for it. All that is required is that it is possible to evaluate an objective function, and the search for better results is done in a probabilistic manner. These methods do often produce optimal or near-optimal results [42, 43], which makes them interesting to use for otherwise intractable problems. However, which heuristic gives the best results are very problem specific [44], and trying several methods is recommended.

3.5 Summary

In this chapter a brief overview of ILP and CP has been provided as well as a short introduction to how these problems are solved. We will later use these methods as general techniques for solving problems, as all that is needed is a formulation of what should be true for a valid solution. Given enough time these method will find one, and even the most optimal one\(^1\), if the problem has a feasible solution.

\(^1\)With respect to the model.
Chapter 4
Dataflow analysis

In this chapter we will briefly go through the basics of dataflow analysis. The purpose is to motivate the reasoning of using the equations in Chapter 7, and why they will work, rather than a full formal treatment or getting into details on how to optimize the procedure.

4.1 Purpose

The purpose of dataflow analysis is to gather information about a program in order to be able to optimize it and/or detect faults. E.g. if we can conclude that the result of a statement is never used, then we can safely remove it from the program and consequently execute the program using fewer instructions\(^1\), or if we can deduce that a statement e.g. uses an uninitialized variable we know that it is a faulty program.

4.2 Example program

Assume that we have a program that is represented by quadruples as in Listing 1. The term quadruples is often used because most statements

\(^1\)Technically, the cost could of issuing the instruction could be completely hidden by data access and/or affected by a myriad of other hardware issues. However, in general performing less work translates to at least some reduction in execution time.
are of the form
\[ a \leftarrow b \odot c. \] (4.1)
I.e., two sources, one destination and one operation.

Algorithm 1 Sample function

1: function Ex\((A, I)\) 
2: \( i \leftarrow 0 \) 
3: \( r \leftarrow 0 \) 
4: Loop: 
5: if \( i \geq I \) then goto EndLoop 
6: \( i \leftarrow i + 1 \) 
7: \( r \leftarrow r \odot A[i] \) 
8: goto loop 
9: EndLoop: 
10: return \( r \)

As a simple example we can use reaching definitions that is quite useful for many optimizations. I.e., if we take e.g. the definition of \( i \) on line 2, which statements may be influenced by this definition? We know that if the statement on line \( n \) is executed the definition \( d_n \) is a valid definition for coming statements. At the same time, if a variable \( t \) is set all other definitions are invalid. The definitions that affect the statement on line \( n \) can be defined as
\[ in_n = \bigcup_{p \in \text{pred}_n} out_p \] (4.2)
out\(_p\) is the valid definitions after statement \( p \), and naturally the valid definitions are the union of all predecessors, \( \text{pred}_n \), as we are looking for any definition that may be valid while executing statement \( n \). The valid definitions after statement \( n \) is then
\[ out_n = \{d_n\} \cup (in_n - \text{defs}_t), \] (4.3)
where all definitions of the variable \( t \), \( \text{defs}_t \), are invalidated (i.e. removed from the set) and the new definition of \( t \), \( d_n \), is added to the set.
In general, we have that
\[ in_n = \text{join}(\{out_p \mid p \in \text{pred}_n\}) \] (4.4)
and that
\[ out_n = tf(in_n) = \text{join}(\{out_p \mid p \in \text{pred}_n\}). \] (4.5)

Assuming that the set of objects can be ordered into a partially ordered set, with a finite height (or bottom), if the function composition \( tf \circ \text{join} \) is monotonically increasing (or decreasing) we are guaranteed termination [45].

Calculating the reaching definitions for Listing 1 is performed iteratively. First, we have the predecessors of each statement in Table 4.1. We

<table>
<thead>
<tr>
<th>n</th>
<th>Predecessors</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>None</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>3 and 8</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
</tr>
</tbody>
</table>

will update the states of each statement in the same order as they appear in the table.

In Table 4.2 we have the states for the iterations when calculating the reaching definitions. Being the first statement, statement 2’s input is always the empty set. Statement 3 will always have the output from statement 2 as input, which will always be \( d_2 \). Statement 3 adds \( d_3 \) and passes it on to statements 5 and 6, where statement six replaces \( d_2 \) with \( d_6 \). As we haven’t calculated a value for statement 8 yet statement 5 uses the empty set for the merge. Statement 7 replaces \( d_3 \) with \( d_7 \), statement 8
passes the same values, and statement 10 takes the output from statement 5.

For the second iteration, a change occurs for statement 5 as statement 8 has \( \{d_6, d_7\} \) as output, making the output for statement 5 \( \{d_2, d_3, d_6, d_7\} \). Statement 6 and 7 removes \( d_2 \) and \( d_3 \) before we reach statement 8. Statement 10 is updated with the new output from statement 5.

Running the same procedure again results in the sets shown for iteration 3, shown in Table 4.3. As this is identical to the sets for iteration 2, we have found a fix-point and terminate.

\[
\begin{array}{|c|c|c|}
\hline
n & in_n & out_n \\
\hline
2 & \emptyset & \{d_2\} \\
3 & \{d_2\} & \{d_2, d_3\} \\
5 & \{d_2, d_3\} & \{d_2, d_3, d_6, d_7\} \\
6 & \{d_2, d_3\} & \{d_2, d_3, d_6, d_7\} \\
7 & \{d_3, d_6\} & \{d_3, d_6, d_7\} \\
8 & \{d_6, d_7\} & \{d_6, d_7\} \\
10 & \{d_2, d_3\} & \{d_2, d_3, d_6, d_7\} \\
\hline
\end{array}
\]

In practice, transfer functions are generally defined over basic blocks rather than individual statements for performance reasons. Also, updating each basic block one after another is rather wasteful. By using the worklist approach, we initially add each root to a worklist. After a block is processed, its successors are added to the worklist. As the state for a block will only change if the input is changed, we will not needlessly update the output values.
4.3 Summary

This chapter provided a brief explanation of dataflow analysis with as simple example. If necessary, more detailed explanations can be found in [46], [45], and [47].

<table>
<thead>
<tr>
<th>$n$</th>
<th>$in_n$</th>
<th>$out_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$\emptyset$</td>
<td>${d_2}$</td>
</tr>
<tr>
<td>3</td>
<td>${d_2}$</td>
<td>${d_2, d_3}$</td>
</tr>
<tr>
<td>5</td>
<td>${d_2, d_3, d_6, d_7}$</td>
<td>${d_2, d_3, d_6, d_7}$</td>
</tr>
<tr>
<td>6</td>
<td>${d_2, d_3, d_6, d_7}$</td>
<td>${d_3, d_6, d_7}$</td>
</tr>
<tr>
<td>7</td>
<td>${d_3, d_6, d_7}$</td>
<td>${d_6, d_7}$</td>
</tr>
<tr>
<td>8</td>
<td>${d_6, d_7}$</td>
<td>${d_6, d_7}$</td>
</tr>
<tr>
<td>10</td>
<td>${d_2, d_3, d_6, d_7}$</td>
<td>${d_2, d_3, d_6, d_7}$</td>
</tr>
</tbody>
</table>
Dataflow analysis
Part II

Compilation Techniques
Writing code that utilizes multi-cores efficiently is often difficult and tedious work. This is especially true for ePUMA as we also need to keep track of which memories we’re currently using for computation and data transfer. This section describes how we can optimize the schedules of different tasks necessary to implement a kernel.

Both ILP and CP have been used for scheduling before (e.g. [48, 49] and [50]). While it is quite easy to formulate a model that provides good schedules when solved, a scheduler should provide fairly good schedules quite rapidly during the development phase, while it might be acceptable for longer solution times for a release build.

The point of creating a scheduler for ePUMA can be summarized as follows:

1. Is it possible to create a scheduler for ePUMA so that the complexity created by all memories, especially the non-static memory mapping (i.e. LVMs), are hidden?

2. Will it deliver schedules as good as or better than schedules created by a human? For DSP inefficient solutions are not acceptable.
5.1 Problem/Model Definition

The problem that the scheduling method described here is used to solve is to map a task graph onto the different compute clusters. We require this to be a directed acyclic graph. For our purposes this is not that much of a restriction, as most kernels we are considering can be unrolled etc. to have this form.

Our basic unit for scheduling will be a task. A task is defined as something that takes inputs and outputs, specified by memory port and size, and has an execution time. In other words a task \( t \) is a function that maps data residing in memories connected to some ports, and places the output in memories connected to some ports, as in Equation (5.1) where the subscripts denote memory ports.

\[
t : I_k \times \ldots \times I_l \rightarrow O_m \times \ldots \times O_n
\]  

(5.1)

A graph of tasks is constructed that are connected by inputs and outputs.

5.1.1 Events

In this model each activity and data blocks will be associated with two events, \textit{begin} and \textit{end}. These events will contain when something begins or is created, and when something ends or is deallocated. They are modelled as continuous variables that marks the time from the first event.

5.1.2 Resources

Finding a correct schedule requires that the resources in ePUMA are not used simultaneously by different tasks. The resources we are concerned with in this model is the clusters, the memories, and the links for data transfer.

When modelling the problem we can view all resources as a set \( \mathbb{R} \), and that each activity to be scheduled requires a subset of these resources. Then it is simple to add constraints that if any resource is shared, the activities cannot overlap in time. Whether or not a resource is used by
an activity, is determined by a set of possible resource decision variables that can assume the values 0 and 1, one indicating that the resource is used.

### 5.1.3 Activities

There are two types of activities that we will schedule:

- **Call** When the actual computation of a task occurs.
- **Transfer** A transfer of a data block between memories.

We will denote the set of all activities as $A$.

To make sure that no resource conflicts occur, if two activities requires resources that could potentially overlap we add the following constraint:

$$\forall r, a, a' \in \mathbb{R} \times \mathcal{A} \times \mathcal{A}: overlap(a, a') + a_r + a'_r \leq 2. \quad (5.2)$$

$overlap$ is an expression that becomes one of the activities overlap in time, and $a_r \in \{0, 1\}$ means that resource $a$ uses resource $r$. i.e. if both activities uses a resource the overlap must be zero.

An overlap constraint can be formulated in the following way. If we have a binary variable $smaller$, and two variables $a$ and $b$ that are integer variables. Then we can add the constraints,

$$a - b < M0 - M0 \cdot smaller, \quad (5.3)$$

and

$$a - b > - M0 + M0 \cdot smaller \quad (5.4)$$

Here $M0$ is a large constant that is sufficiently large. If $smaller$ is one, then Equation (5.3) will be the active constraint. Rewriting Equation (5.3) assuming $smaller = 1$ we get

$$a - b < M0 - M0 = 0, \quad (5.5)$$

i.e. $a < b$. With $smaller = 0$ we get

$$a - b < M0, \quad (5.6)$$
that will be true given a large enough value for $M_0$, and the constraint is inactive. The same kind of reasoning can be used for Equation (5.4), forcing $a > b$ when smaller = 0. Using this, it is simple to adjust the equation to adjust for intervals. E.g.,

$$a_e - a'_b < M_0 - M_0 \cdot \text{smaller},$$

and

$$a_b - a'_e > -M_0 + M_0 \cdot \text{smaller}.$$  

Here, subscript $b$ denotes the start time, and $e$ the end time.

### 5.1.4 Data blocks

Data blocks are the inputs and outputs of tasks. They are allocated to some clusters’ memory or the main memory. A data block is created by either a call, if an output data block, or a data transfer, for an input data block.

Input data blocks must have been created before a task is executed, and they are created by a transfer.

$$\forall b \in \text{input blocks} : b_{\text{begin}} > \text{transfer}_{b_{\text{end}}}$$

After all blocks for a task has been created, the call may be executed.

$$\forall b \in \text{input blocks} : b_{\text{begin}} < \text{call}_{b_{\text{begin}}}$$

Even though it may seem that this (i.e. always needing to transfer data blocks before using them as input data), would cause unnecessary movements of data, there is no actual overhead. If data should be moved to another core, the movement cost is unavoidable. Within a core, we still have to set the address registers, and the transfer cost will then be zero. We consider all input blocks to be alive until at least until the call is finished, i.e.

$$\forall b \in \text{input blocks} : t_{b_{\text{end}}} > \text{call}_{b_{\text{end}}}.$$  

For output blocks, they are considered to be created after the call has finished,

$$\forall b \in \text{output blocks} : b_{\text{begin}} > \text{call}_{b_{\text{end}}}.$$
and may then be transferred to some other memory,  

\[
\forall b \in \text{output blocks} : b^{\text{begin}} < \text{transfer}^{\text{begin}}.
\]  

(5.13)

They must remain alive until the transfer that moves it has completed,  

\[
\forall b \in \text{output blocks} : b^{\text{end}} > \text{transfer}^{\text{end}}_b.
\]  

(5.14)

A data block is allocated to one and only one memory. We formulate this as  

\[
\sum_{m \in \mathbb{R}_{\text{mem}}} b^m = 1,
\]  

(5.15)

where \(b^m = 1\) if the block is allocated to memory \(m\).

### 5.1.5 Transfers

A transfer can either be point-to-point or broadcast. A broadcast may occur if data in main memory have several destinations. In this case a transfer has one input block and several output blocks.

The execution time of a transfer is determined by a setup time and the actual time to transfer the data depending on the block size.  

\[
\forall t \in \text{transfers} : t^{\text{end}} = t^{\text{begin}} + t^{\text{setup}} + t^{\text{size}}
\]  

(5.16)

The cost for a transfer may be zero if the source and destination blocks are located in the same memory. E.g., if we have a decision variable \(d_m\) that is one if the blocks are placed in different memories and the block size \(bs\) for the blocks \(b_i\) and \(b_o\), we may define  

\[
t^{\text{size}} = d_m \cdot bs.
\]  

(5.17)

Each block is placed in one memory, so if we add a constraint for each memory,  

\[
\forall m \in \mathbb{R}_{\text{mem}} : d_m \geq b^m_i - b^m_o,
\]  

(5.18)

\(d_m\) will be forced to one if the blocks are placed in different memory banks. The same method can be used for \(t^{\text{setup}}\).
The memories used by a transfer are the same as for the related data blocks. I.e.

$$\forall r, b \in \mathbb{R}_{\text{mem}} \times \text{related blocks} : \text{transfer}_r = b_r. \tag{5.19}$$

The links used are determined by

$$\forall m, b \in \mathbb{R}_{\text{mem}} \times \text{related output blocks} : \sum_{l \in \text{preds}(m)} \text{transfer}_l = b_m - \text{equal}(b_m, \text{input\_block}_m) \tag{5.20}$$

and

$$\forall m, l \in \mathbb{R}_{\text{mem}} \times \mathbb{R}_{\text{links}} : \sum_{l \in \text{preds}(l)} \text{transfer}_l + \text{input\_block}_m \geq \text{transfer}_l \tag{5.21}$$

That is, if a block $b$ is allocated to the memory resource $m$, denoted by $b_m$, and the input block is allocated to memory attached to the same core, no link connected to that node should be active. Otherwise, exactly one link should be active (Equation (5.20)). If a link is used, some predecessors link must be used, or the source block should come from the node itself (Equation (5.21)).

### 5.1.6 Calls

All calls must be mapped to a processing element. Currently the only option is to map calls onto a compute cluster, but could be anything e.g. an accelerator.

$$\sum_{r \in \text{valid processing elements}} \text{call}_r = 1 \tag{5.22}$$

The input and output blocks must also be mapped to memories connected to the processing element.

$$\forall pe, db \in \text{valid processing elements} \times \text{data blocks} : \sum_{m \in \text{memories}(pe)} \text{call}_{pe} \cdot db_m = 0 \tag{5.23}$$
5.1 Problem/Model Definition

I.e., if a processing element is chosen we must force the data blocks to be mapped to related memories.

The events for all calls are constrained by the following equation.

$$\forall c \in \text{calls} : c_{\text{end}} = c_{\text{begin}} + c_{\text{time}} \quad (5.24)$$

5.1.7 Objective Function

The objective function $f$ is simply defined as the end of the latest activity.

$$\forall a \in A : a_{\text{end}} < f \quad (5.25)$$

5.1.8 Partitioning and Symmetry Breaking

Implementing the model described straight off leads to some performance problems. First off, it is unnecessary to add resource checking constraints between all activities as in Equation (5.2). By looking at the graph we can add simply ignore the resource constraints for activities that have dependencies between them.

Secondly, for data parallel problems we will have many symmetrical solutions. This can be solved quite easily by splitting the tasks into sets and creating artificial dependencies between the sets. While this may create less optimal results than the original model, i.e. a set size of one would obviously be detrimental, some smaller multiple of the number of cores depending on the communication/processing ratio seems to be sufficient.

This problem can be further alleviated by simply stating that if we for example have $M$ processing elements and two tasks with index $i$ and $j$, and $i \equiv j \pmod{M}$ holds, then they should be mapped to the same element. A constraint that if $i \equiv m \pmod{M}$, then task $i$ will be mapped to element $m$ will reduce the symmetries even further without degrading performance. The performance might be affected if we try to schedule a data parallel section before/after a non-parallel section.

Of course, applying constraints can simply be controlled by a switch to the scheduler that determines the optimization level.
5.2 Conclusions

Unfortunately this scheduling method has not been tested on any real problems. While it has performed well on synthetic problems and generating equivalent schedules of some hand implemented kernels, the lack of integration has been a problem for wider use. The APE and CCs has been constantly changing during the project as well as the interfaces, which would make the effort to create and maintain a code generator too large to be of real value, at least w.r.t. the questions we wanted answered.

However, we can conclude that:

1. An automatic scheduler is certainly possible, and by its construction we know that it will generate good schedules, at least if the time used for creating the schedule is of no concern. For input graphs with a shape similar to the ones occurring in the intended application domain the solution times are reasonable unless for large data parallel problems with many symmetrical solutions.

2. By applying some constraints mimicking the decision process of a human, the symmetries and possible solution space are reduced and will be solved near instantly with as good quality as a human. Admittedly, to make this point really convincing the number of test cases would need to be much larger and used on real world problems, but the engineering effort to make this point was not possible in the required time frame.

3. The results are not really surprising, and it is possible to make a fairly good argument as to why the ePUMA system design will not negatively affect programming productivity for the intended application domain.
Chapter 6

Conflict-free Memory Access

In this chapter we will consider different methods for dealing with the issues of parallel data access on the MPE cores. That is, how we can ensure that we will be able to utilize the full memory bandwidth available to us.

6.1 Motivation

Data access is often the reason for low performance in many systems. In extreme cases, the efficiency can be as low as 1-12\% [51]. These figures do include the full memory system of a general purpose processor. The metric used is

\[
\frac{\text{True/core instructions}}{\text{total cycles}},
\]

i.e. the fraction of clock cycles necessary if it would be possible to use the hardware in an ideal way. One can note that much of the overhead for quite a few kernels that are common in DSP, as surveyed in [52], can be removed by adding hardware looping, address generation, and address transformations [51]. One reason for poor efficiency is that data require shuffling. For example, in [53] they present an algorithm for optimizing the number of shuffling instructions for SIMD computation. Even
though they manage to decrease the number of shuffling instructions immensely, they still have many left. In Table 6.1, we can see the improvement. Here, "Base" is a baseline algorithm for generating shuffling instructions, "Opt" represents the most optimized version, and "Mis" represent the case when the data is misaligned. We will return to these values in Chapter 10. However impressive the reduction is, it will still constitute a large portion of the execution time for an ASIP with specialized butterfly instructions.

In [54] a method for generating shuffle instructions for permuting data that will need the number of cycles in Table 6.2 to perform the permutation. For stride of 2 and a size of 4 means that it takes 4 cycles for the Core2 to permute \((x_0, x_1, x_2, x_3)\) into \((x_0, x_2, x_1, x_3)\). We will see in Chapter 10 why these values are also insufficient.

Table 6.1: Number of shuffling instructions.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>VMX</th>
<th>SSE2</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFT</td>
<td>16</td>
<td>96</td>
</tr>
<tr>
<td>FFT</td>
<td>32</td>
<td>208</td>
</tr>
<tr>
<td>FFT</td>
<td>64</td>
<td>352</td>
</tr>
<tr>
<td>Bitonic</td>
<td>16</td>
<td>52</td>
</tr>
<tr>
<td>Bitonic</td>
<td>32</td>
<td>136</td>
</tr>
<tr>
<td>Bitonic</td>
<td>64</td>
<td>336</td>
</tr>
</tbody>
</table>
6.2 Related Work

There’s been a lot of work in the field of data permutation. The work in [55] is very similar in that it provides a method for generating hardware for arbitrary permutations in streaming applications. However, it uses two RAMs and the process is to accept the input vectors into one of them, then transfer the data in the first RAM to the second in some order while permuting the data, and permit the output vectors to be accessed from the second RAM. This middle step isn’t really available in the MPEs, unless one issues instructions that does the same, which would add at least \( \left\lceil \frac{\text{buffer size}}{\text{SIMD width}} \right\rceil \) clock cycles to the execution time. By adding some assumptions about the access patterns in [56] this drawback is removed. It does however turn out that the assumptions made are unnecessary, since it is always possible to achieve conflict-free access as long as each value is written and read only once [57]. We will revisit this later in this chapter.

The idea of permutation have been used before on register files [58, 59]. By using permutation on the register file access of non-consecutive elements is possible. However, the register file is quite large. The approach in [58] is quite similar to the approach for the eLite DSP architecture presented in [60], where the register file can be addressed by vector pointers.

SIF [61] is a quite interesting solution. A Permutation Vector Register

<table>
<thead>
<tr>
<th>Stride</th>
<th>Size</th>
<th>Cycles for Core2 SSE2</th>
<th>Cycles for Cell SPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4</td>
<td>4</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>13</td>
<td>22</td>
</tr>
<tr>
<td>8</td>
<td>64</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>256</td>
<td>106</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.2: Number of shuffling instructions.
File (PVRF) is used, where a permutation is implicitly applied on a vector register when accessing the register. This is controlled by setting state registers for each vector register. This is quite unobtrusive w.r.t. the rest of the system and is a potential solution for any system. However, the values available when permuting data is still limited to a single vector register.

6.2.1 Why Multi-bank Memories?

Many other architectures have had great success with multi-bank memories. For example, in [12] the effect of using single-bank, multi-bank and multi-port memories when implementing an MPEG2 encoder is demonstrated. Comparing the systems with the different memory configurations gave a speedup up of 2.24 when using multi-bank memories compared to a single-bank memory, and a speedup of 2.32 for multi-port memories. The difference in computation time between multi-bank and multi-port configurations was due to the DCT/IDCT. As we will see later in Chapter 10, this difference can be removed as DCT/IDCT can be computed without overhead with a bit more flexible addressing. The vector address in [12] is limited to a base address and elements following with a fixed stride between them. Moreover, in [12] they are mostly concerned with the effect of unaligned access. The VIRAM architecture [30, 31, 32] uses a memory system with similar capabilities.

CUDA devices also use multi-bank memories. Within a warp [62] (i.e. CUDA threads that are executed concurrently) the local shared memory uses multiple memory banks. The suggested approach is to use padding [63] (that we will consider in Section 6.4); however, it is not automatic. There are formalizations for automatic padding for some problems, e.g. 3D FFT [64], but the ones found in literature are problem specific.

6.3 Permutation

Using permutation for accessing data efficiently has been worked on for a long time. One early example is [65], in which different access patterns
that can be defined as certain functions are analyzed. We will formulate the problem very similarly. However, the set of addressing functions in [65] is quite limited, and as we are interested in arbitrary methods we will use a completely different approach [66].

As a simple example, we can consider a four bank memory with sixteen values as in Figure 6.1, where the numbers represent addresses. Assuming that we would want access the rows in this four by four matrix, and also the columns, the column-wise access would cost four cycles as the column values reside in the same memory bank. However, by changing the physical location of the addresses, as in Figure 6.2, both row- and column-wise access are one-cycle operations.

The problem of finding a suitable permutation is split into two parts:

1. Find a bank assignment function \( S : \mathbb{R} \rightarrow \mathbb{B} \), that map each address in the set of addresses \( \mathbb{R} \) into the set of memory banks \( \mathbb{B} \).

2. Find an address assignment function that \( a, a : \mathbb{R} \rightarrow \mathbb{A} \), that maps
each address to a unique address within its assigned memory bank.

Given these functions, a function $P$, as in Equation (6.3), is used to map the logical address to a physical address.

$$P : R \rightarrow A \times B$$

$$r \mapsto (a(r), S(r))$$

For $P$ to be an acceptable function that maps logical addresses to physical addresses it is required that the physical addresses are unique for each logical address, i.e. $P$ must be a bijective function.

**Definition 1.** $P$ is admissible w.r.t. $R$ if Equation 6.4 holds.

$$\forall r, r' \in R : r \neq r' \iff (a(r), S(r)) \neq (a(r'), S(r')).$$  \hspace{1cm} (6.4)

I.e., no two values are allocated to the same physical address.
For conflict-free data access, we only need to concern ourselves with the function $S$. If it places addresses used in a parallel access in different memory banks the access will of course be conflict-free.

A parallel data access is specified as an access format $F$.

**Definition 2.** An access format $F$, with width $M$, is defined by a set of $n$-dimensional ($n$ is the number of dimensions of the array) vectors. The access format $F$ of width $M$ is defined by a set of $n$-dimensional vectors $\mathbf{e}^m = (e_{m1}, \ldots, e_{mn})$.

$$F = \{\mathbf{e}^1, \mathbf{e}^2, \ldots, \mathbf{e}^M\} \quad (6.5)$$

The vectors specifies the offsets from a base address $r$ that is specific for a particular access. I.e.,

$$F(r) = \{r + \mathbf{e}^1, r + \mathbf{e}^2, \ldots, r + \mathbf{e}^M\} \quad (6.6)$$

**Definition 3.** A bank assignment function $S(r)$ is conflict-free w.r.t an access $F(r)$ if Equation (6.7) holds.

$$\forall r', r'' \in F(r): r' \neq r'' \iff S(r') \neq S(r'') \quad (6.7)$$

I.e., no two addresses in an access should be mapped to the same memory bank.

**Definition 4.** $S(r)$ is conflict-free w.r.t. a set of access formats, $\mathbb{F}(r) = \{F_1(r), \ldots, F_M(r)\}$, if $\forall F_m(r) \in \mathbb{F}(r), S(r)$ is conflict-free w.r.t. $F_m(r)$.

As it can be very time consuming to find the optimal permutation it is useful to be able to reuse earlier solutions. It is not necessary for the problem instances to be exactly equal in order to reuse solutions. The ordering relation $\preceq$ is defined in Definition (5).

**Definition 5 (\preceq).** The ordering relation $\preceq$ is defined for the set of all access format sets $\mathcal{A}\mathbb{F}$ as

$$\forall F_i, F_j \in \mathcal{A}\mathbb{F}: F_i \preceq F_j \iff \forall F_i \in F_i(\exists F_j \in \mathbb{F}(F_i \subseteq F_j)). \quad (6.8)$$

I.e., if a set of accesses, $\mathbb{F}_i$, only contain accesses that are subsets of other accesses, $F_i \subseteq F_j$, in another set of accesses, $\mathbb{F}_j$, it is considered smaller. Theorem 1 can then be used to decide whether or not preexisting solutions are satisfactory.
**Theorem 1.** If $F_i \subseteq F_j$ and $S(r)$ is conflict-free w.r.t. $F_j$, then $S(r)$ is conflict-free w.r.t. $F_i$.

**Proof.** By definition, $S(r)$ is conflict-free w.r.t. $F_j$ in Equation 6.8. As $F_i \subseteq F_j$, $S(r)$ will not map any elements in $F_i$ to the same memory bank, and $S(r)$ is conflict-free w.r.t. $F_i$ as well. Again, by definition, this is true for all $F_i \in F_i$, and $S(r)$ is consequently conflict-free w.r.t. $F_i$.

Recall that for the LVMs we can remap logical addresses to physical addresses using functions of the kind as in Equation (6.9).

$$P : \mathbb{R} \rightarrow \mathbb{R} \quad (6.9)$$

$$r \mapsto r + p$$

Our problem now is to find the permutation that minimizes the number of memory bank conflicts. I.e., given a set of desired accesses $X$, we want a new set $Y$ that is the same as $X$ except with all the addresses remapped in a way that has as few conflicts as possible, as it is in general not possible to guarantee a conflict-free solution [65]. Therefore, we have that $|Y| \geq |X|$ as sometimes the actual accesses must be split into two or more accesses.

**6.3.1 ILP model**

We use an ILP model to find a suitable $S(r)$ function, and will defer the creation of the function $a(r)$ for later. Each address must reside in exactly one memory bank. Let $b_{ri}$ be a decision variable (i.e. is an integer with either 0 or 1 as its value) that determines if the address $r$ is allocated to memory bank $i$. Then we can constrain the model to allocate each address into exactly one memory bank using Equation (6.10).

$$\forall r \in \mathbb{R} : \sum_{i=0}^{N-1} b_{ri} = 1. \quad (6.10)$$

The cost function is defined as the cardinality of $Y$. This does not take into consideration other scheduling constraints that would potentially cause the processor to stall anyway. A data access can be completed in
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the number of cycles as the maximum number of addresses that share the same memory bank. Consequently, the access costs for an access \( x \in X \) is

\[
\forall i \in B: ac_x \geq \sum_{r \in x} b_{ri}.
\]

(6.11)

The final cost function can then be defined as

\[
\min \sum_{x \in X} ac_x.
\]

(6.12)

Solving this problem gives us an easy way to generate \( S(r) \) as in Equation (6.13).

\[
S(r) = \sum_{i \in B} b_{ri} \cdot i
\]

(6.13)

6.3.2 Pre-processing

For most computational kernels the addressing structure is very repetitive. As it is time consuming to solve large ILP models, it is worth the effort to reduce the problem size and only solve identical problems once. This also solves the problem of not ending up with an unreasonable large amount of permutation vectors that need to be stored in memory, by reusing the same permutation vectors for many data blocks. As we want the solution to be automatic and not require any annotations by a programmer, we have developed a software tool that partitions the problem. For simplicity, all accesses are fed into a scanner that finds the substructures.

The first step is to untangle unrelated accessing problems. If we view the address nodes as an undirected graph, where nodes are connected if there exists a data access where both addresses are present, we can view the resulting connected components as different problems. If we look at the set of accesses, \( CA \), that belong to one connected component, we can derive a set of access formats, \( CF \) as in Equation (6.14).

\[
CF = CA - \min(CA)
\]

(6.14)

Next, we sort the problems topologically using the relation defined in Definition (5). We solve the largest problems first. We know that if

\[
\exists F_j : F_i \subseteq F_j \land c_f(F_j),
\]

(6.15)
where $cf_i$ is a function that returns true if a format is conflict-free, we can reuse the solution from $F_j$, as it will be conflict-free for $F_i$ as well according to Theorem (1). Should Equation (6.16) hold we can use $F_j$’s solution as well as they are equivalent.

$$F_i \leq F_j \land F_j \leq F_i$$

(6.16)

**Minimizing the Problem by Dimensional Range**

One could consider to try to perform some sort of loop analysis to try to figure out which access pattern(s) that will be repeated. However, for the problem sizes of the intended application domains there is no issue generating the complete graph.

6.3.3 Post-processing

After solving the ILP model we have found $S(r)$ (Equation (6.13)). What is left is to find the function $a(r)$. The simple approach is increasing the value for the addresses mapped to each memory bank based on the original address value. I.e.,

$$r, r' \in \mathbb{R} : r < r' \land S(r) = S(r') \implies a(r) < a(r')$$

(6.17)

while minimizing the maximum values of $a(r)$ (no wasteful gaps). As ePUMA have no concept of addressing tuples of the form $A \times B$ the addresses are mapped into a linear space by

$$P'(r) = a(r) \cdot N + S(r).$$

(6.18)

This can either be done for each component separately or for all addresses. If it is done on a component basis, they are simply laid out in increasing order based on the lowest original address. We do this by adding an offset $a_c$ to each component. Note that this may change the memory bank from what is given by $S(r)$ for the given component if

$$a_c \not\equiv 0 \pmod{N}.$$
However, this will simply rotate the memory banks in the solution and the access cost will not be changed. Also, this will not affect the number of access patterns that needs to be stored in memory.

Discussion

Even though this method can be time consuming at times, as we will see in Chapter 10, the number of actual patterns encountered in the wild is not that large. Thus, maintaining a database with solved patterns should in most cases result in more or less instantaneous solutions given that they, or perhaps more importantly another more general pattern, have been encountered before.

6.3.4 Applicability and Other Methods

The solution presented in this section works on arbitrary static access patterns. If we add some constraints, it is possible to use simpler methods. In [57] a proof that we can always find a conflict-free permutation is given, under the following assumptions:

1. The addresses of a buffer is denoted $A$.
2. We can sort the read and write accesses into two sets, $R$ and $W$.
3. Each of the sets $R$ and $W$ is a set of sets. Let $S$ denote either $R$ or $W$.
4. All of addresses in $A$ is present in one and only one subset, i.e. $\forall a \in A(\exists! S \in S(a \in S))$.
5. The sets are of the same size that is also the size of the memory width. I.e. $\forall S \in \sim : |S| = N$.

As long as we have buffers where each value is written once and read once, we can of course reformulate it to fulfill the requirements above by using some dummy elements, and use the method in [57]. However, if we work under the assumption that each element in a buffer is written once and read once, we know that there exists a permutation that is
conflict-free and we can just as well use graph coloring to find a suitable permutation. I.e. associate each memory bank with a specific color. This is a well-studied problem and many efficient methods exist, for example the one found in [67].

6.4 Padding

One problem with full permutation is that the permutation vectors need to be stored. For some problems there is no other option, e.g. for some zig-zag patterns in some media applications, but for many algorithms with regular access patterns it is possible to trade this memory for the amount of memory the buffers themselves require [68]. One common way to solve the problem when the accesses have the format $F = f^n$, which is an abbreviation for

$$f^n = (0, f, 2 \cdot f, \ldots, (n-1) \cdot f),$$

is to add dummy elements as in [68].

Assume that we have an access format $N^4$. An access $F(r)$ will have an access cost of 4 as the addresses are mapped to memory bank $i$ if

$$a \equiv i \pmod{N}.$$  \hfill (6.21)

Now, for one access each address can be written on the form

$$r + j \cdot N.$$  \hfill (6.22)

That is, each address is mapped to memory bank

$$r + j \cdot N \equiv r \pmod{N},$$  \hfill (6.23)

which will be the same for all addresses. Figure 6.3 shows an example of this for $N = 8$. $F(0)$ is mapped to four addresses that reside in the same memory bank.

Now, if we would insert a dummy element after $N$ elements, an address $a$ would be remapped to

$$a' = \lfloor a \cdot (1 + 1 \div N) \rfloor = a + \lfloor a \div N \rfloor.$$  \hfill (6.24)
Consequently, for each address we get

\[
(r + j \cdot N) + \lfloor (r + j \cdot N) / N \rfloor = (6.25)
\]

\[
r + \lfloor (r / N + j) \rfloor = (6.26)
\]

\[
r + j + \lfloor r / N \rfloor \pmod{N} = (6.27)
\]

As the values for \( j \) will be unique and consecutive we will get conflict-free accesses as in \( F(0) \) in Figure 6.4.

### 6.4.1 Problem Formulation

Let us consider a sequence of addresses that we wish to access. Assume that the accesses \( a_k \) for a sequence \( k \in K \), where \( K \) is a set of sequences, can be written as

\[
a_k = \{ b_k + i \cdot s + \tilde{d}_k \mid 0 \leq i < I \}.\] (6.28)

\( b_k \) is the start address of the sequence, \( i \) is the \( i \):th access, \( s \) is the stride, and \( \tilde{d}_k \) is an access format. Assuming that we have a set of sequences accessing a buffer, how can we use padding in order to best resolve memory bank conflicts?
6.4.2 Common Patterns

It is very common to access addresses that are equidistant from each other, i.e. straight-line access. These accesses can be expressed as

\[ a_k = b_k + i \cdot s + d_k, \]
\[ d_k = d^w, \]

Another common access pattern is when we have multiple straight-line accesses. If we have \( n \) straight-line accesses of length \( l \), we can view this as a matrix

\[
\begin{pmatrix}
d^l_1 \\
d_2 + d^l_1 \\
\vdots \\
(n-1) \cdot d_2 + d^l_1
\end{pmatrix},
\]

i.e. vectors \( d^l_1 \) with a distance \( d_2 \) between each other. This can be flattened to an access format to obtain \( \vec{d} \). E.g. \( n = 2, l = 4, d^l_1 = 1 \), and \( d_2 = 8 \) would yield

\[ \vec{d} = \{0, 1, 2, 3, 8, 9, 10, 11\}. \]

Luckily, as we will see later in this section, for these patterns it is always possible to find padding points that yields conflict-free data access,
at least while they’re the only sequences, and we will use these padding points when searching for solutions that minimizes access costs for the set of sequences.

6.4.3 Generators for $\mathbb{Z}_n$

Finding padding points that resolves memory conflicts for straight-line access is an equivalent problem to finding a generator for the group $\mathbb{Z}_n$. $\mathbb{Z}_n$ is the group of natural numbers under addition modulo $n$. That is, it contains the elements $\{0, \ldots, n-1\}$. If we have a stride $s$, the set generated by repeatedly adding this number is denoted $\langle s \rangle$. If $n = 8$ and $s = 2$ then we will get the sequence $2, 4, 6, 0, 2, \ldots$, and we get $\langle s \rangle = \{0, 2, 4, 6\}$. This is only half of the values in $\mathbb{Z}_8$. If we would have $s = 3$ we would get $\langle s \rangle = \{3, 6, 1, 4, 7, 2, 5, 0\} = \{0, 1, 2, 3, 4, 5, 6, 7\}$. That is, we have generated all elements and 3 is then called a generator. When we have a constant stride, we would like the cardinality of set of values generated to be at least the size of the access width. For groups, the order $o(s)$ of a set generated is easily calculated as

$$o(s) = \frac{n}{\gcd(s, n)},$$  \hspace{1cm} (6.33)

where $\gcd$ is the greatest common divisor. $s$ is a generator if $\gcd(s, n) = 1$, i.e. they are relatively prime.

6.4.4 Padding for Straight-Line Access

If we consider the case of straight-line access and assume that the number of memory banks is $N = 2^x$, we have that for any $s$

$$N = 2^x \implies \gcd(s, N) = 2^y.$$  \hspace{1cm} (6.34)

We also know that for all elements $e$ in the generated set

$$\forall e \in \langle s \rangle: 2^y \mid e,$$  \hspace{1cm} (6.35)

because since $s$ contains $2^y$ as a factor, any sum of them will obviously be divisible by $2^y$. We know that the order of the generated set will be

$$o(s) = 2^x \div 2^y = 2^{x-y},$$  \hspace{1cm} (6.36)
and consequently the values generated (in some order) will be

$$(s) = \{ i \cdot 2^y \mid i \in \{0, \ldots, o(s) - 1\} \}. \quad (6.37)$$

If $o(s) < N$, we know that we can take at least $o(s)$ elements without conflict. It will then be sufficient to add one dummy element every $o(s) \cdot s$ elements in order to resolve the memory bank conflicts. If we don’t have conflict-free access then we have that

$$s = 2^y + s',$$  \quad (6.38)

where $s'$ is odd. We know from Equation (6.37), that

$$\forall e \in (s) : e \equiv 0 \pmod{2^y}. \quad (6.39)$$

Including an offset $r$ gives us

$$\forall e \in (s) : e + r \equiv r \pmod{2^y} \quad (6.40)$$

For two different offsets, $r_1$ and $r_2$, there will not be any overlapping values unless $r_1 \equiv r_2 \pmod{2^y}$. Since we have $2^y$ possible offsets that do not overlap each other, we can potentially fetch

$$2^y \cdot o(s) = 2^y \cdot \frac{N}{2^y} = N \quad (6.41)$$

values, i.e. a full vector.

Now we only have to generate the offsets. If we insert a padding of size $p$ every $o(s) \cdot s$ elements, we can choose $p$ so that $o(s) \cdot s + p$ generates $\mathbb{Z}_{2^y}$. As any odd number will do, $p = 1$ can be chosen. We can note that a buffer padded in this way will consume

$$\frac{s \cdot o(s) + p}{d \cdot o(s)} = 1 + \frac{p}{s \cdot o(s)} \quad (6.42)$$

additional memory, with a memory overhead of

$$\frac{p}{s \cdot o(s)} = \frac{p}{s' \cdot 2^y \cdot o(s)} = \frac{p}{s' \cdot N} \leq \frac{p}{N}. \quad (6.43)$$
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6.4.5 Padding for Multiple Straight-Line Accesses

Let \( l \) be the length of the vector accesses and \( n \) the number of vectors. As we have \( N \) memory banks, we know that

\[
l \cdot n \leq N. \tag{6.44}
\]

For simplicity we will assume that

\[
l \cdot n = N. \tag{6.45}
\]

The distance between each element in a vector will be denoted as \( s_e \) and the distance between each vector as \( s_v \).

There are two cases to consider here.

\( l \leq o(s_e) \) If \( l \leq o(s_e) \) then that means that we can fetch \( x = o(s_e) \div l \) vectors before a bank conflict. I.e. after \( x \) vectors we should add a dummy element. The distance between vectors is \( s_v \) which gives us a padding \( p \) every \( x \cdot s_v \) elements.

\( l > o(s_e) \) In this case we cannot fetch even a single vector. This requires a padding \( p_1 \) every \( s_e \cdot o(s_e) \) elements, such that \( o(s_e \cdot o(s_e) + p_1) \geq l \div o(s_e) \). After a padding is added that ensures that one vector can be accessed, we add a second padding \( p_2 \) every \( s_v \) to ensure that each vector does not overlap each other.

6.4.6 Padding Set Evaluation

While we know how to identify certain interesting padding points for (multiple) straight-line access, we are likely to have at least two different sequences, one for reading and one for writing. Based on the suitable padding points for individual sequences, we can generate different sets of paddings. We will discuss the generation of such padding sets later in Section 6.4.7, and start with how such sets will look like and their effect on the access costs and memory consumption for a set of sequences.

A padding set is defined as a set

\[
P = \{(p_1, s_1), \ldots, (p_n, s_n)\}, \tag{6.46}
\]
where each pair $p_j$ and $s_j$ means that a padding of size $s_j$ will be inserted every $p_j$ elements. In this section we will discuss how to evaluate the effects of such a set.

One problem of padding is that the vector $\vec{d}_i$ in Equation (6.28) is not necessarily independent of $i$ anymore, since a padding point may have been added within minimum and maximum address of access $i$. This is not a problem, as we can rewrite the sequences as

$$a_k = \{ b_k + i \cdot s + \vec{d}_i | 0 \leq i < I \}, \quad (6.47)$$

and use the permutation and addressing features of the MPEs to handle this case. The question is then, how many permutation vectors do we need?

Looking at just one padding $j$, the vectors would start to repeat after

$$c = \frac{lcm(s, p_j)}{s} \quad (6.48)$$

iterations. Computing the least common multiple between the padding distance $p_j$ and the stride $s$ we know how many elements there are between each time they line up, and dividing that by the stride $s$ gives us the number of iterations before repetition occurs. We will obviously require the same amount of permutation vectors. However, in order to be able to reuse the permutation vectors we will need to ensure that the address register that we use for traversing the data structure is updated with the padding added. If we calculate the least common multiple for $p_j$ and $s$, and instead divide with $p_j$ rather than $s$ we will get the number of padding points between each synchronization point. Multiplying this with the size of the padding $s_j$ will give us the total amount of added dummy elements. That is,

$$\text{extra elements} = \frac{lcm(s, p_i)}{p_i} \cdot s_i. \quad (6.49)$$

Adding this to the address register used every $c$ iterations will ensure that the address register has a value that is compatible with the permutation vectors.
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In some cases it is possible to shrink the number of vectors used a bit more. Specifically, if \( s \mid p_j \) (i.e. \( p_j \equiv 0 \pmod{s} \)) it is possible to just use one vector if

\[
\forall e, s \geq 0 : b + d_c \mod p_j < s. \tag{6.50}
\]

\( d_c \) denotes one value in the access vector. The reason for this is that if that is true, then

\[
(b + d_c \mod p_j) + (c - 1) \cdot s < s + (c - 1) \cdot s = c \cdot s = p_j. \tag{6.51}
\]

In other words, all elements \( d_c \) will be used to reference will be between two padding boundaries, and it will not need an adjustment. In a similar way we only need one vector if \( s \mid p_j \) and

\[
\forall e, s < 0 : b + d_c \mod p_j \geq s + p_j. \tag{6.52}
\]

We can do the same with a full set of paddings. Let

\[
\alpha = \text{lcm}(s, p_1, \ldots, p_n), \tag{6.53}
\]

\[
\alpha = c_\alpha \cdot s. \tag{6.54}
\]

The number of iterations before everything synchronizes is then \( c_\alpha \). If we also assume that removing one padding frequency from the set gives us

\[
\beta = \text{lcm}(s, p_1, \ldots, p_{n-1}), \tag{6.55}
\]

\[
\beta = j_\beta \cdot s, \tag{6.56}
\]

and that

\[
\beta \mid \alpha, \tag{6.57}
\]

\[
\forall i, e \in I \times E : b + d_c \mod p_i < s. \tag{6.58}
\]

In this case \( d_c \) will move over a padding boundary, and we only need to update the address register every \( c_\alpha \) iteration with respect to \( (s_n, p_n) \). We may of course repeat this until this condition no longer holds for any padding frequency left. When this process is completed we will find that we have \( c_\gamma \) necessary vectors and that we have a set of accesses
\[ A = \{ b_k + i \cdot s + d_i \mid i \in 0, \ldots, j_{\gamma} - 1 \} \], that can be repeated after \( c_{\gamma} \) iterations to form the complete access sequence. As an address \( a \) is moved to address \( a_p \),

\[ a_p = a + \sum_{i=1}^{n} \frac{a}{p_j} \cdot s_i, \quad (6.59) \]

it is easy to calculate the necessary permutation vectors.

As we will generate the permutation vectors for all sequences and for all buffers in a kernel, it is not unusual that many are identical or that some list of permutation vectors are sublists of larger lists. By removing lists that are sublists of other lists the number of vectors are reduced further. Another effect of padding data buffers is that the actual data memory cost is increased. We can quite easily calculate the cost of one padding \( p_j \) with

\[ v = \begin{cases} 
1 & \text{if } p_i \mid \text{size} \\
0 & \text{if } p_i \nmid \text{size}
\end{cases} \quad (6.60) \]

Memory cost \( p_{mc} = \left( \frac{\text{buffer size}}{p_j} - v \right) \cdot s_j. \quad (6.61) \]

This yields a total memory cost of

\[ \sum_{i=1}^{n} p^{(i)}_{mc}. \quad (6.62) \]

### 6.4.7 Generating Valid Padding Sets

Naturally, we want to find the best padding set that allows for the fastest execution time without using more resources than are available in the system. Trying all of the possible padding distances and sizes is infeasible, so it is necessary to try to trim the search space in some manner. Considering the padding points for conflict-free access in Section 6.4.5, we can see that the interesting distances are related to the stride within an access and the outer stride. The implementation used for ePUMA uses those strides and multiples of those strides that are smaller than the buffer. We refer to this set of strides as *strides*. We can also note that the padding sizes should be smaller than \( N \), as it makes no difference w.r.t.
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whether it becomes conflict-free or not as the memory banks are calculated using $\mod N$. We can also note that as some padding distances may be multiples of others, it may be possible to have negative sizes. Given this, the set of possible strides is

$$\Omega = \{(p_i, s_i) \mid p_i \in \text{strides, } s_i < N\}.$$  \hspace{1cm} (6.63)

A valid padding set is drawn from the powerset of $\Omega$, with the constraint that the sum of padding sizes at specific points are not negative, as in Equation (6.64).

$$P_{\text{valid}} \in \{P \in \mathcal{P}(\Omega) \mid \sum_{j \text{ s.t. } p_j \mid p_i} s_j \geq 0\}$$  \hspace{1cm} (6.64)

There is seldom any need to look at solution with too many padding points, as the good solutions tend to use few. Setting up a condition of

$$|P| \leq t,$$  \hspace{1cm} (6.65)

where $t$ is parameter to control the size of the final padding sets, tends to find the best valid solutions in $\Omega$ without having a value larger than 3 or 4. For these sizes generating a Pareto set is quite quick. For our problems, choosing the fastest solution has been acceptable from a memory resource point of view. However, as this is calculated per buffer the selection process could become slightly more difficult. However, as there aren’t usually that many solutions in the Pareto set, one could just enumerate all possibilities or formulate an ILP program if enumeration would take too long.

6.5 Rotation

Rather than using padding we could possibly rotate different segments of a buffer instead to get the same effect. Considering the case represented by Figure 6.3 again, we could use an address layout as shown in Figure 6.5 instead. This way we do not expend data memory. I.e., we can consider a rotation set

$$\mathcal{R} = \{(r_1, s_1), \ldots, (r_n, s_n)\},$$  \hspace{1cm} (6.66)
rather than a padding set

\[ P = \{(p_1, s_1), \ldots, (p_n, s_n)\}. \tag{6.67} \]

Assume that if

\[ r_i < r_j, \text{ then} \tag{6.68} \]

\[ r_i \mid r_j. \tag{6.69} \]

The effect of one rotation is defined in Equation (6.70).

\[
\text{rotate}(a, r, s) = \left\lfloor \frac{a}{r} \right\rfloor \cdot r + \left( a + \left\lfloor \frac{a}{r} \right\rfloor \cdot s \right) \mod r \tag{6.70}
\]

The final address can then be calculated using the algorithm in Listing 2. The problem with this approach is that we will need more permutation vectors. Each sequence starting address will result in a unique table of permutation vectors as a different amount of elements have been shifted around the “edge”.

---

**Figure 6.5:** Address layout with rotation.
Algorithm 2 Calculate address

1: function CALCULATE_ADDRESS($a, R$)
2: \hspace{1em} $r, s \leftarrow \min R$
3: \hspace{1em} $R \leftarrow R - (r, s)$
4: \hspace{1em} while $R \neq \emptyset$ do
5: \hspace{2em} $a \leftarrow \text{rotate}(a, r, s)$
6: \hspace{1em} return $a$

6.6 Using Non-power of 2 Number of Memory Banks

When using strided access, we can note that the problem of memory bank conflicts occurs when the factors in $N$ overlaps with the stride. I.e., if we use a number of memory banks that is relatively prime with the strides we would not have memory bank conflicts. By determining the most commons strides for a particular application, a suitable memory configuration could be selected. There is however the cost of calculating the memory bank. With a normal layout we would need to know the address in a bank

$$
\text{address in bank} = \frac{\text{address}}{N}, \quad (6.71)
$$

and the memory bank

$$
\text{bank} = \text{address} \mod N. \quad (6.72)
$$

For an $N$ that is a power of two this is very simple, as the address is represented in base 2, but is more expensive for other powers, since hardware for division and modulo would be required. It would however not be as expensive as general division, as the number of banks $N$ would be fixed.

It should also be noted that it is only the memory bank calculation that is necessary, i.e.

$$
\text{bank} = \text{address} \mod N. \quad (6.73)
$$

If the size of each memory bank is $M$, then if $N$ and $M$ are relatively
prime all addresses will be generated if we just use

\[
\text{address in bank} = \frac{\text{address}}{M}. \quad (6.74)
\]

\(M\) would quite naturally be chosen to be a power of two, making it very easy to compute. This is covered in more detail in [65].

Another issue with a non-power of 2 multi-bank memory is how to support data types of different size. If we would choose something suitable for 32 bit data we would like the number of banks to be even, as we need to fit two words for each value. This would lead to issues when using 16 bit values with strides of a power of two, and would require methods like in Section 6.4 anyway.

### 6.7 Using Dynamic Bank Assignment Bits

Normally the least significant bits of a memory address are used for deciding memory bank. However, it doesn’t really matter which bits we use. For example, if we have a stride of \(2^n\) and eight memory banks, then using bits \(n+2, n+1, n\) would generate conflict-free bank assignments. This would even work on a per buffer level as long as the buffers would be aligned and, quite naturally, that the buffer size is larger or equal to \(2^{n+3}\). This will not really solve the problem either, as it is quite common that we have accesses with strides \(2^n\) and \(2^{n+1}\), e.g. for write/read, on a buffer. The FFT is one example of an algorithm with this property. Only one would have conflict-free access, while the other would have a cost of two for each access.

### 6.8 Permutation of Dimensions

It should be noted that many problems can be solved by simply swapping the layout of buffers. E.g., if we would have a buffer with dimensions

\[ R_1 \times R_2, \quad (6.75) \]
and $R_2$ is a power of 2, then column-wise access would not be possible. Let’s say that $R_1$ is odd. In this case a buffer of the shape

$$R_2 \times R_1$$

(6.76)

would enable both column- and row-wise access. As this version is isomorphic to the first version, the only change needed is the calculation of the strides for assembly programs. For programs in higher level languages this can be fully automatic. This can be used for C-like structs as well, as they can be viewed as arrays. For example, an array of length $R$ of a struct of $W$ words,

$$R \times W$$

(6.77)

can just as well be represented as $W$ arrays of length $R$.

$$W \times R.$$  

(6.78)

### 6.9 Summary

In this chapter we have (mainly) considered two methods for solving the parallel data access problem for static access patterns. First, we considered the use of full permutation, that is the most general form. While it will find the best data address layout possible, the cost of the number of permutation vectors may be prohibitive, and finding the solution can at times be too time consuming.

A second approach based on padding has also been considered, that uses extra data memory to reduce the data access costs. While this approach is more limited, for most problems the limitations are not an issue.
Chapter 7

Code Generation for MPEs

In this chapter we will consider the problem of utilizing the addressing and vector operation features of the MPEs, and memory placement. Given that the problem of transforming data is solved and we can perform overhead-free vectorized data access on buffers in local memory, we still have a few issues to deal with. There are primarily two issues:

Vector Instruction Utilization The first problem is understanding from source code that some computation may be vectorized. This information can be extracted either by analysis of the source code or using a language with parallel constructs built in.

Memory management The second problem is memory management. The MPEs can work on multiple memories simultaneously to support memory parallelism. While a buffer may be configured in such a way that data may be accessed in parallel, if two buffers are located in the same single port memory there will only be at most one vector fetched every clock cycle. Consequently, we want to distribute the buffers over the memories in such a way that we rarely end up in this situation. Also, if it is unavoidable, we would like the buffers that cause the least overhead to be the ones that are placed in the same memory.

Our solution uses a Domain Specific Language (DSL) called FT, where vector operations are primitives available in the language. This way we
get both information of which operations that may be performed in parallel, and information on how the different buffers in memory are addressed.

7.1 FT

To explore the possibilities of compiling code for the MPEs, a Domain Specific Language (DSL) called FT\(^1\) has been developed. A DSL is simply put a language similar to more general languages, but with constructs that suit the application domain, e.g. SQL for working with databases. The purpose of FT is not to design a new language, it is simply used as a vehicle for exploring compilation on ePUMA, and figuring out what kind of abstractions are necessary for efficient compilation. While there are many compilation methods available [69], none of them are directly suitable for utilizing the specific features of ePUMA. The need for special handling for ePUMA is not unique, it is a general trend for different high performance computing systems [70]. For example, even though a lot of work has been put into vectorization (e.g. [71, 72, 69, 73]), very few loops from real applications are vectorized [74]. Therefore, writing code in a language where vector operations are first class primitives is a better idea [70].\(^2\) This is not a new idea, e.g. ELP [75] is more than two decades old, and even before that compiling e.g. APL for vector processors was considered [76]. However, rather than writing all code in a new language, it is also quite common to generate code from some other specification. For example, the Spiral project uses a language called SPL (Signal Processing Language), a symbolic language for formulas that is translated into C with macros that uses intrinsics for utilizing vector instructions [77].

We will not concern ourselves with trying to match the most suitable instructions, and the more specific instructions for the platform are avail-

\(^1\)FT is a smaller abbreviation of Formula Translation than Fortran is. FT shares many design goals with Fortran but with a much smaller application scope.

\(^2\)Given that we are concerned with efficient code generation, rather than dealing with legacy code.
able as intrinsics. While instruction selection is an important problem it is not ePUMA specific. However, one way would be to use e.g. constraint programming [78].

7.1 FT Features

To be a bit more specific, what does FT offer that e.g. C does not?

**Vector operations** Similarly to e.g. Matlab, FT can operate on vectors, as in Listing 7.1. If we have to vectors of the same shape we can do element-wise multiplication by just multiplying them, and if one is e.g. a scalar that value scales the other vector.

**Reduction operations** In many functional programming languages there is a standard library function called reduce, that takes a binary operator, an initial value and a collection, and then successively accumulates a result as it traverses the collection, e.g.

\[
\text{reduce} \ (+) \ 0 \ [1, 2, 3] = (((0 + 1) + 2) + 3). \quad (7.1)
\]

By matching on certain patterns, as e.g. in Listing 7.2, we can very easily deduce that we can use the MAC instructions and available registers for fast computation. I.e. an element-wise multiplication of two vectors is performed and then reduced with addition, which the MPEs can execute very efficiently.

*reduce* is just one example of a higher-order function, and FT was not designed to be limited to a specific set of higher-order functions. However, *reduce* is a typical example where we can provide very efficient implementations.

**Explicit addressing** We can extract the addressing patterns easily without any complicated analysis. As seen in Listing 7.3, we can apply different addressing patterns directly to the operands, e.g. choosing every second item, or index the values with some other array. As these patterns can execute efficiently on the MPEs, they among with other methods of specifying the vectors operated on are included on a language level.
Listing 7.1: Vector multiplication

```plaintext
1 let xs : int[n]
2 let ys : int[n]
3 let zs : int[n]
4 let y : int
5 zs = xs * ys // Element-wise multiplication
6 zs = xs * y // Scale the values in xs with y
```

Listing 7.2: Vector MAC

```plaintext
1 let xs : int[n]
2 let ys : int[n]
3 let z : int
4 z = reduce (+) 0 (xs * ys)
5 z = sum (xs * ys) // Equivalent statement
```

**Intrinsics** Special functions can be used without overhead. E.g., if we consider Listing 7.4, a layer of an FFT can be implemented as simply as issuing a function, without any of the overhead.

**Data types** As the numerical types for DSP often is different from mainstream languages, e.g. fix-point representations are often used, it is possible to have support this and let the compiler track the different representations.

So what are the benefits from using a DSL?

**Abstraction** As many algorithms are prototyped in languages such as Matlab, there is no need to rewrite it as an over-specified C program, and instead use primitives from languages with higher levels of abstraction.

**Efficiency** By primarily including language constructs that can be translated to fast machine code, we ensure that we most often achieve high efficiency.
### 7.2 Memory Management

While we want to distribute arrays so that we reduce the number of memory conflicts as much as possible, we must also ensure that the number of arrays that are alive during any point of execution do not overlap and also fit into the memories. This is not very difficult to formulate as an ILP problem. Given that we have analyzed the liveliness of the arrays, i.e. we know for each instruction which arrays it operates on and which other buffers that are alive, we can easily construct a model for this problem.

#### 7.2.1 Port Mapping

The first issue to deal with is which memory an array should reside in. First, we associate each variable \( v \) (in \( V \), the set of all variables in the program) with an array of decision variables, where the length of the array is determined by the number of memories \( M \). I.e.,

\[
\forall v, m \in V \times M : v_m \in \{0,1\}.
\]  

(7.2)
where \( v_m = 1 \) means that variable \( v \) is mapped to memory \( m \). Each variable must map to one specific memory.

\[
\forall v \in V : \sum_{m \in M} v_m = 1 \tag{7.3}
\]

For the set of variables with explicit memories assignments, \( EV_M \), we add

\[
\forall v, m \in EV_M : v_m = 1. \tag{7.4}
\]

In the next step, we will add the costs for different accesses and minimize the total access cost. This steps assumes that we will be able to generate conflict-free vector accesses later, and we only consider the cost due to memory assignment conflicts.

Consider the set \( N \) that consists of all the nodes in the intermediate representation, i.e. the representation of the program used by FT. For each such node and memory, we have that the cost for using that memory is greater than the sum of the cost of all the vector references that uses the memory.

\[
\forall n, m \in N \times M : \text{cost}_{nm} \geq \sum_{vr \in vrs(n)} vr_c \cdot v_m \tag{7.5}
\]

\( vr_c \) is the cost of a vector reference to vector \( v \) if no other vector is fetched from the same memory at the same time. The cost of the vector reference \( vr \) for this node, \( \text{cost}_{nm} \), must be larger than that if the memory is used for the vector \( v \).

The cost for a node \( \text{cost}_n \) is then the maximum of the cost for each memory.

\[
\forall n \in N : \text{cost}_n \geq \sum_{m \in M} \text{cost}_{nm} \tag{7.6}
\]

### 7.2.2 Variable Address Allocation

For simplicity, we can formulate an ILP problem for the memory allocation as well. We have that

\[
\forall v \in V : 0 \leq v_b < MS - v_s, \tag{7.7}
\]
where \(vb\) is the base address of variable \(v\), \(vs\) is its size, and \(MS\) is the memory size. Then we can successively add non-overlapping constraints as in Listing 3.

### Algorithm 3 Add non-overlapping constraints.

```plaintext
1: procedure F(V)
2:   while Vs ≠ ∅ do
3:     v ← any(V)
4:     Vs ← V - v
5:     vs ← \{v' ∈ V | \exists n ∈ N : alive(n, v) ∧ alive(n, v') ∧ vp = v'p\}
6:     for all v' ∈ vs do
7:       add_non_overlap(v, v')
```

### 7.3 Vector Instruction Utilization

The MPEs are vector processors that can operate over matrices and other 2-dimensional structures, and for large data parallel problems we naturally have good performance. However, for smaller problems the setup can dominate the computation time. As a rule of thumb, on the MPEs an operation can be considered small if

\[
\frac{\text{vector length}}{\text{SIMD width}} \leq 10. \tag{7.8}
\]

For these operations the overhead can be substantial if one does not use the addressing features in a proper way.

If we consider the execution time for one vector instruction, it is

\[
\text{execution time} = o + n \left\lceil \frac{n}{W} \right\rceil. \tag{7.9}
\]

Here, \(W\) is the width of the data path, \(o\) is the overhead, and \(n\) is the length of the vector operation. That means that the execution time per element is

\[
\text{execution time/element} = o + \frac{1}{n} \left\lceil \frac{n}{W} \right\rceil. \tag{7.10}
\]
If we take the limit of this, we get

\[
\lim_{n \to \infty} \frac{o}{n} + \frac{1}{n} \left\lfloor \frac{n}{W} \right\rfloor = \frac{1}{W}.
\]  

(7.11)

For long vectors we will quite obviously get high utilization. However, if we assume a vector operation of length \( n = W \) and that we have a constant overhead of \( 1/o = 1 \), the utilization goes down to 50%. Even worse, a single cycle of constant overhead is often optimistic, as there is usually a delay between the instructions that set up the address and step registers and when the registers are ready to be used, in addition to the execution of the additional instructions. Even in the best case for operations on such small vectors the performance is horrible. This is a typical example of Amdahl’s law [7].

### 7.3.1 Problem Definition

First of all, it is important to understand what kind of Control Flow Graphs (CFGs) that we can map to the MPE hardware efficiently w.r.t. iteration and addressing.

If we consider a loop such as the one in Figure 7.1, if \( i \) is an induction variable we can trivially transform this into a something that uses a \textit{repeat} instruction instead. This transformation can be seen in Figure 7.2. By doing this, we have eliminated the need for the back jump and the check for exit condition. Now, if we have some code that uses vector instructions, as in Listing 7.5, we will get a graph as in Figure 7.3. \( 0 .. s .. I \) means that the loop will be executed with \( i = 0, s, 2 \cdot s, \ldots \) until \( n \cdot s \geq I \). While we can use vector instructions to execute this code quite efficiently, there is still a step of updating the address register. When executing vector instructions one address register is used per vector, and the registers are automatically updated to enable the overhead free iteration. However, we must still issue the code to set up the address registers before issuing the vector instruction.

**Listing 7.5**: Adding multiple vectors.

```py
for i in 0 .. s .. I do
```


This pattern is so common that the MPEs have hardware support for this, called 2D addressing, and is the very reason that they are called Matrix Processing Elements. Essentially, it allows us to remove the overhead of two levels of iteration. We will see some examples of this in Chapter 10. While we have vector operations in one dimension, we can update the address registers arbitrarily after each vector operation, avoid the set up cost for the next instruction, and operate on for example 2D data sets. Using this feature the code may be transformed into a graph as shown in Figure 7.4.

This can now be even further reduced, as single instructions can be repeated an arbitrary number of times, and we end up with a graph as shown in Figure 7.5.
Figure 7.2: A loop using repeat.

Figure 7.3: Adding rows.
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Figure 7.4: With 2D addressing.

Figure 7.5: With iteration.
7.3.2 Dataflow Analysis

In order to be able to use the 2D addressing feature of the MPE we need to be able to determine when 2D addressing is applicable. In order to do this we will use the standard dataflow analysis framework. There are two things we need to know to be able to issue instructions using 2D addressing.

1. What will an vector instruction set the address register to after it has finished executing?

2. What does any successor instructions require the address register to be set to before executing?

If we know this, it is quite trivial to actually generate the code. We simply need to apply a stride $s$ that is equal to

$$s = \text{address required by successor} - \text{address after current instruction}. \quad (7.12)$$

7.3.3 General Idea

Assume that we have a graph that looks like in Figure 7.6, where each node contains the required address registers and register values necessary before issuing the instruction. By letting the values flow backwards, we will eventually get something like Figure 7.7. That is, each node contains the desired address for the addresses of the subsequent nodes. After this step, since each node will know what any successor nodes require an address register to be set to, and using a forward flow, we can simply propagate what the address registers are set to after each instruction. If it is possible to calculate a stride $s$ (that is, the difference between the addresses is fixed), we add this stride to the address register by using the 2D addressing feature. This will lead to a graph like in Figure 7.8. With this information, we can note that address register $arX$ is set to the value expected for instruction 3 by instruction 2, and we can ignore generating setup code before issuing that instruction.
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I1: \{arX = i1x, arY = i1y\}

I2: \{arY = i2y(i)\}

I3: \{arX = i3x(i)\}

I4: \{arX = i4x(i), arY = i4y(i)\}

Figure 7.6: Flow graph with desired addresses.

I1: \{arX = i3x(0), arY = i2y(0)\}

I2: \{arX = i3x(i), arY = i4y(i)\}

I3: \{arX = i4x(i), arY = i4y(i)\}

I4: \{arX = i3x(i+1), arY = i2y(i+1)\}

Figure 7.7: The outcome of propagating the desired addresses.
Figure 7.8: The outcome of propagating the defined values.
7.4 Transfer & Merge Functions

This section will describe the necessary transfer and merge functions for dataflow analysis. We will use the notation \((r, x)\) for a register \(r\) and its value \(x\). Undefined values will be denoted \(\bot\) and multiple definitions \(\top\). A register with multiple value definitions is in a way undefined, but must separated from the zero definition case in order to get a monotonic set of transfer and merge functions. The functions in this section is defined on one specific register, but the total functions is of course over the entire set of address registers.

7.4.1 Address register requirements

We begin by describing the function used for propagating the required addresses, and we will start with the transfer function. If an instruction requires registers to be set, we use \(\Delta T\) to denote the changes required to the state \(T\). If a register is required to be set, it should be overwritten (Equation (7.13a)). If it is not in the set of changes, we must keep the value from some earlier successor (Equation (7.13b)). Otherwise, it is quite naturally undefined (Equation (7.13c)).

\[
\begin{align*}
tf(T, \Delta T) &= \begin{cases} 
(r, x) & \text{if } (r, x) \in \Delta T, \\
(r, y) & \text{if } (r, y) \in T, \\
(r, \bot) & \text{otherwise.}
\end{cases} 
\end{align*}
\] 

(7.13a)

(7.13b)

(7.13c)

When merging states, a register can have a defined request if both states have the same value for the register (Equation (7.14a)). If one state is from the body of a loop \(T \in FL\) (From Loop), it has priority and generates a defined value as in Equation (7.14b), even if we would have two different values in both states. If no state is from a loop we propagate \(\top\) as the value, if any state has an value is defined as \(\top\) (Equation (7.14c)), or if the values are different (Equation (7.14d)). If just one state has a defined value, as in Equation (7.14e), we propagate that one. In all other
cases, the register is considered undefined (Equation (7.14f)).

\[
merge(T, T') = \begin{cases} 
(r, x) & \text{if } (r, x) \in T \cap T', \\
(r, x) & \text{if } (r, x) \in T, T \in FL, \\
(r, τ) & \text{if } (r, τ) \in T \cup T', \\
(r, τ) & \text{if } (r, x) \in T, (r, y) \in T', \\
(r, x) & \text{if } (r, x) \in T \cup T', \\
(r, 1) & \text{otherwise.}
\end{cases}
\] (7.14f)

### 7.4.2 Propagation of definitions

We let \( \Delta D_i \) (i.e. updates of one instruction) be defined as in Equation (7.15).

\[
\Delta D_i = \{(r, t) \mid r \in R(i), (r, t) \in T_i, t \notin \{1, τ\}\}
\] (7.15)

If register \( r \)

1. belongs to \( R(i) \), the set of address registers used by an instruction, and

2. there is a request that \( r \) is assigned the target value \( t \),

then \( r \) will be set to \( t \).

We can define the transfer function as in Equation (7.16). If an instruction will update an register, the register is set according to Equation (7.16a). If not, it is kept if it is previously defined as in Equation (7.16b), otherwise it is still undefined, as in Equation (7.16c).

\[
tf(D, \Delta D) = \begin{cases} 
(r, x) & \text{if } (r, x) \in \Delta D, \\
(r, y) & \text{if } (r, y) \in D, \\
(r, 1) & \text{otherwise.}
\end{cases}
\] (7.16c)

For merging we use Equation (7.17). A register is only defined if both states have it defined as the same value (Equation (7.17a)), otherwise it is undefined (Equation (7.17b)).

\[
merge(D, D') = \begin{cases} 
(r, x) & \text{if } (r, x) \in D \cap D', \\
(r, 1) & \text{otherwise.}
\end{cases}
\] (7.17b)
7.4 Transfer & Merge Functions

7.4.3 Other optimizations

As most of the computation time is spent in loops we will insert special fix nodes before loops, as in Figure 7.9. These nodes will have special transfer functions that ensure that all loops have their required states set before entering, so that we minimize the registers that needs to be set in the loop body.

\[
i := \text{init} \\
i < I \\
\text{loop body} \\
i := i + s \\
\text{exit}
\]

**Figure 7.9:** Loop with a fix node inserted.

In a loop body, address registers will in general be updated for the next iteration. Therefore it can be beneficial to extract the last iteration, so that it may set the registers correctly for the next segment of code as in Figure 7.10. This is especially useful when we have nested loops as in Figure 7.11, as it can then start the next outer iteration without initialization.

In order to get rid of the normal setup code we rely on code hoisting and dead code elimination. These are implemented in the standard ways described in e.g. [47], [45], or [46].
Figure 7.10: Last iteration moved from the loop.

Figure 7.11: Nested loops.
7.5 Summary

In this chapter we have considered code generation for the MPEs. We have covered why DSLs are suitable, the issue of allocating data to the local vector memories, and how to utilize the 2D addressing features provided by the MPEs.
Part III

Software Development for ePUMA
Chapter 8

Programming Model

In this chapter we will cover the overall programming flow of ePUMA. Much of the overall process is similar to other architectures with multi-processors that have distributed memory. However, with ePUMA there are additional challenges that need to be addressed.

8.1 General programming flow

The goal with the different software development tools for ePUMA is to support a programming environment that does not introduce any significant increase to the application development cost compared with other environments. For DSP the amount of different computationally heavy functions is not that large, and for ePUMA we propose a partitioning between kernel development, and application development. The idea is to hide the complexity of kernel implementation from the application programmers, and to provide a library with DSP functions (e.g. similar to TI’s kernel library). The ePUMA APE is ARM compatible and can be programmed using mainstream languages. Programs are written as normal programs, and for performance critical parts, kernels are called with the same interface as normal functions.
The ePUMA architecture enables task and data parallelism. Task parallelism is achieved by running several tasks on several cores. For example, if we have a task graph as in shown in Figure 8.1, where task $T_1$ and $T_2$ are two independent of tasks, then $T_1$ and $T_2$ can obviously be run in parallel on different cores. With the task graph in Figure 8.2 we can process the result from running $T_1$ on input block $n$ on $T_2$, while $T_1$ processes input block $n + 1$. For the data parallel case each core simply executes the same function on different input data blocks.

ePUMA programs are kernel based similarly to OpenCL [79], in contrast to the parallel programming models provided by OpenMP [80] and MPI [81] that are quite popular in current high performance computing for general-purpose processors. OpenMP’s model of computation with shared memory does not map as cleanly as the kernel based approaches.

1Of course, for both cases there are some issues if the execution times are wildly different, and the associated data transfer cost.
to the ePUMA architecture, where each MPE has its own private memory. MPI is also a poor fit as the MPEs processors are not designed to function as general purpose nodes. The APE is responsible for setting up the connections between nodes, contrary to MPI where the nodes themselves decide whether to send data or not.

When developing software for kernels, the tasks should be decomposed into as small units as possible. The tasks should have the shape as described in Chapter 5. Each task can then be implemented either in assembly or in FT.

In the ePUMA programming model, a normal C program is executed on the APE, and the heavy duty processing is offloaded to the compute clusters. The data that should be operated on should be split into blocks (blocks are described in Section 8.2.1). E.g. Figure 8.3 shows a two dimensional split with sections of $3 \times 5$ values constituting one block. This is similar to how OpenCL manages the partitioning of computation. Kernels that operate on a block should behave the same way regardless of order of the processing of blocks. Some optimizations may cause several kernels to run at the same time; i.e. when input into the scheduler there would be no guarantee in what order the blocks are processed. However the observed result is identical to the sequential case if

![Figure 8.3: 2D blocking](image-url)
the kernels behave as pure functions. The purpose of this is that we can use a scheduling tool as in Chapter 5 without running into problems due to dependencies. This also helps with limiting the size of the problem that the scheduler needs to consider.

A kernel contains a kernel prolog ($kp$) and epilog ($ke$) that are executed on the APE. The kernel prolog is executed before any of the blocks and the epilog is executed after all blocks have finished executing. The prolog loads the program code and constant data. The epilog may e.g. be used for gathering the result of the computation if this should not be done during the computation.

### 8.2.1 Blocks

As previously mentioned, each kernel is divided into blocks. Each block may use up to the number of compute clusters available in the system. Communication between compute clusters are allowed within one block, while interblock communication is forbidden. This constraint is due to the fact that blocks execute until they finish and trying to communicate with some block that is not currently scheduled would result in a deadlock.

A kernel’s operation on a block is viewed as a function that maps its input data to its output data. Each block has a type that specifies the properties of its input and output, e.g. size and layout. This is used for pipelining and fusing blocks as described later in Section 8.2.2 and 8.2.3. In addition to this, each block is associated with a block prolog and epilog, that are executed on the APE. They are responsible for the DMA transfers and control of blocks. The block prologs/epilogs are executed in parallel with the blocks in order to hide the block control and DMA transfer overhead. I.e. the prolog of block $n + 1$, block $n$ and the epilog of block $n - 1$ are executed in parallel. Figure 8.4 illustrates this. Looking at a block $n$, its prolog is executed at the same time as the previous block and its epilog is executed during the following block, making use of the multiple memories provided by the memory subsystem. If the compute-to-data-transfer ratio is large enough, DMA transfer costs are hidden at
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steady state.

The blocks in Figure 8.4 can use several compute clusters. It is possible for several blocks to execute at the same time if there is a sufficient number of CCs available. In fact, most data parallel problems should use one CC per block and consequently have \( n \) blocks in parallel on a \( n \) CC machine.

More formally, there are a few rules for the order of execution of a block and its prolog and epilog. Let \( p_i \) and \( e_i \) be the prolog and epilog for the block \( b_i \) and that \( x \rightarrow y \) means that executable unit \( x \) is executed and finished before executable unit \( y \) begins. Then the following properties are guaranteed.

- \( kp \rightarrow p_i \)
- \( p_i \rightarrow b_i \)
- \( b_i \rightarrow e_i \)
- \( e_i \rightarrow ke \)

No guarantees are made by the scheduler about in which order the blocks are executed.

8.2.2 Pipelining

It is often the case that data is processed in a pipelined fashion. Some kernels create intermediary data that is only used by one of the following kernels. As some algorithms may not scale up to all the available cores, it may be sensible to run two or more kernels at the same time. Consider Figure 8.5; assume that block \( x \) from kernel \( f \) takes some source data block \( SDBx \) and outputs intermediate data block \( IDBx \) to memory, while block \( x \) from kernel \( g \) reads the intermediate data \( IDBx \) as input data. Under the condition that \( IDBx \) is not used anywhere else, and \( f \)'s blocks output size is compatible with \( g \)'s blocks input sizes, we may transform the computation as shown in Figure 8.6. This may be performed by some optimization stage or by using directives.
8.2.3 Block composition

As blocks are typed (as described in Section 8.2.1) and provide functions such as those in Equation 8.1 and 8.2, it is quite natural to apply the function composition operator on them, and replace two kernels with one kernel whose blocks provide the mapping in Equation 8.3 instead.

\[
\begin{align*}
  f : X &\rightarrow Y \\
  g : Y &\rightarrow Z \\
  g \circ f : X &\rightarrow Z
\end{align*}
\]  

(8.1)  
(8.2)  
(8.3)

If we have the same situation as in Figure 8.5, and perform block composition on the kernels the result of applying block composition is shown in Figure 8.7. This is similar to the pipelining case except that the blocks have been fused into one and execute on one core instead of two, and as a result the DMA transfers between the different types of blocks have been removed. This may help with utilization since the ratio between
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8.2.4 Kernel templates

A programming environment needs to provide rich libraries to be considered programmer friendly. Providing kernels for all possible invocations is not reasonable. To enable a prepared kernel to be used as much as possible, configurability is introduced.

A kernel template is parameterized kernel to tune the assembly or FT programs for specific invocations of algorithms. In our case, dimensions of configurations consist of at least data size, times of iteration, initial values. A configuration may also change the underlying algorithm of a kernel functions. E.g. choose different algorithms depending on input size. The result of a configuration applied a kernel template is a kernel.

Figure 8.5: Execution of two kernel with intermediate data

computation and DMA transfers is increased. As with pipelining, this may be performed by an optimization stage or by using directives.
8.2.5 Data access templates

It is impossible for any library writer to anticipate all possible kernels that should be available. It is however preferable if application programmers are not required to write what is often the most difficult part for efficient execution of any algorithm; the data access code.

Many algorithms share data access patterns, and only differ in the function they apply to the data. Data access templates are identical to kernel templates, except that they also accept code as a parameter. This allows library writers to write highly optimized code for data access, leaving the application programmer with only needing to supply the function. E.g. consider the functions in Equation 8.4 and 8.5, where the only difference is that \( \sum \) uses addition and \( \prod \) uses multiplication.

\[
f : \mathbb{Z}^n \to \mathbb{Z} \quad (8.4)
\]

\[
\{ z_i | i \in 1, \ldots, n \} \Rightarrow \sum_{i=1}^{n} z_i
\]
Implementing these separately would mean re-implementing the same data access pattern twice. Separating the data access from the functions into a different function called \( \text{reduce} \), with the type defined in Equation 8.6, enables the previous functions to be defined as in Equation 8.7 and 8.8.

\[
g : \mathbb{Z}^n \rightarrow \mathbb{Z} \quad \quad (8.5)
\]

\[
\{ z_i | i \in 1, \ldots, n \} \mapsto \prod_{i=1}^{n} z_i
\]

This is similar to skeleton based programming [82] such as BlockLib [83] and higher order functions in functional programming languages such as F# [84], Haskell [85] and OCaml [86]. For data parallelism on larger
data sets we can of course split the sets over several compute clusters. In
general, tasks should be stateless functions following the form

\[ f : P_1 \times \ldots \times P_n \rightarrow R_1 \times \ldots \times R_m. \]  \hspace{1cm} (8.9)

Here, the input is some tuple of parameter types and the output is some
tuple of result types. This is without loss of generality w.r.t. what can be
computed, as we can trivially simulate any state by simply adding a state
to the input and output. E.g. assume that we have a procedure/function
\( p \) that uses state and has the type

\[ p : P \rightarrow R. \]  \hspace{1cm} (8.10)

This can just be converted to

\[ f : P \times S \rightarrow R \times S \]  \hspace{1cm} (8.11)

where \( S \) is the type of the state.

So why should the program be constructed using functions?

**Simplified programming** In order to use the resources of ePUMA it takes
a lot of work if one must manually issue all data transfers, handle
the active memories and so on. For example, if we have a func-
tion \( f : P \rightarrow R \) that we want to apply to all elements of a buffer,
we could use a library function called \textit{map} (a functional) that con-
structs a new function that operates over a data set. E.g.

\[ \text{map}(f) : P[\cdot] \rightarrow R[\cdot]. \]  \hspace{1cm} (8.12)

The benefit of this is that the library provider can take care of gen-
erating the most suitable schedule for performing the computation.

**Simplified scheduling** It is clearly visible to a scheduling tool which
data is still relevant after a task has completed, and the data can
be migrated to some other core if it should be suitable.

\footnote{For optimal results this requires either profiling of the functions or programmer annotations specifying the expected execution time of the function.}
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Composition is easy  It is very easy to transform small functions into larger functions. E.g.

\[ \text{map}(f) \circ \text{map}(g) \equiv \text{map}(f \circ g). \] (8.13)

Without side effects, this transformation is legal and can be automatically applied.

Composition is necessary  Assume that we have a task \( t \) for a completely data parallel problem. If it takes \( n \) cycles to load task \( t \)'s input data, and \( n \) cycles to store its results, then unless the execution time of \( t \) is larger than \( 2 \cdot n \cdot C \), where \( C \) is the number of active CCs, we will be IO bound.

Non-static memories  The memories connected to an MPE changes during the execution of a kernel, as we want to hide memory transfers behind computation. To do this we need to select which memories are used for computation and DMA respectively, at any given time. Mapping kernels that do not depend on state is simpler than keeping track of what data is in what memory. In the kernels that we’ve considered this is not a problem, and, as previously noted, it is easy to represent state as a set of data values that are passed around.

Within the MPEs, a transformation such as \( \text{map}(f) \circ \text{map}(g) \to \text{map}(f \circ g) \) is not as trivial w.r.t. performance, as running \( g \) after \( f \) is likely to introduce some dependencies. However, given the efficient iteration constructs in the MPEs we might as well just run it as \( \text{map}(f) \circ \text{map}(g) \). This leads to more memory accesses and will require slightly more energy. The main issue with resolving this is that the register size is rather small for ePUMA combined with a very long pipeline. However, “normal” compilation is not a topic of particular interest of ePUMA, other than the actual practicality for a production ready system.
8.3 Discussion & Summary

In this chapter a way of programming scratch-pad based systems such as ePUMA has been introduced. While the complexity is much higher than for many conventional systems, it shares many similarities with other high-performance systems. The extra steps required for application programmers should be of a similar complexity.
Chapter 9

Toolchain Support

During the ePUMA project a large set of tools have been developed. In this chapter we will go through the tools implemented and how they relate to the other topics in this thesis.

9.1 Scheduler

One of the issues we’re faced with when programming on ePUMA is managing all the memories, data transfers etc. The scheduler is a program that takes a task graph as in Chapter 5, and solves the resulting ILP problem. At this stage it only provides a schedule and is not integrated with the other tools.

Figure 9.1 shows the main flow of the scheduler. The dependency checker analyzes which activities are dependent, in order to reduce the number of constraints. The symmetry checker analyzes the graph and searches for parallel subgraphs with the same shape. It imposes an execution order for activities and on which resource, e.g. core, that should be used. The constraint builder adds constraints, as in Chapter 5, and uses an external tool for solving the problem and providing a schedule. It is implemented in F# [84] and can use either Gurobi [37] or Google OrTools [38] as an ILP solver.
9.2 Memory Resolver

The memory resolver is a tool for allocating logical memory addresses to physical addresses in such a way that memory bank conflicts are minimized. It is based on the methods described in Chapter 6. It can either take a set of accesses as input and permute the addresses as in Section 6.3, or sequences as and use padding as in Section 6.4. The memory resolver can function as a standalone tool, but is also included in the assembler and FT compiler.

The flow for one buffer is illustrated in Figure 9.2. If the input access pattern is a list of vector accesses the method describes in Section 6.3, permute, is used. First, the accesses are converted into a graph giving all the connected components. As many of the graphs are isomorphic, the graphs are converted to a unique set of graphs. These graphs are then solved individually by using a constraint builder, as in Section 6.3, and feeding the constraints into an ILP solver. After each address has been

---

**Figure 9.1:** Scheduler program flow.
9.3 FT Compiler

FT is the domain specific language for writing computation kernels for ePUMA. FT is a smaller abbreviation of Formula Translation than Fortran is. FT shares many design goals with Fortran but with a much smaller application scope. It is based around vector operations and solves the more problematic parts of writing MPE code. E.g. allocating data buffers to memory, using address registers in an optimal way etc. It is implemented similarly to other compilers and F# is used as an implementation language. It can resolve bank conflicts by using the memory resolver. A brief introduction to the other features provided is given in Section 7.1.

Currently FT only compiles programs that adhere to the assumptions of ePUMA’s application domain, since the effort of making it useful for
the general case is not justifiable for the research purposes of this project.

There is currently no specification of FT, other than its implementation, and as it is not an exercise in language design. The next step if this project is taken any further would be to migrate the optimization passes to some more well known compiler framework, meaning that a different front-end language, but with similar capabilities, would be used.

The flow for the FT compiler is shown in Figure 9.3. It takes a FT source file and generates an assembly file.

---

**Figure 9.3:** FT flow.
9.3 FT Compiler

9.3.1 Data placement

A major part of the FT compiler relates to data placement.

**Memory resolver** The memory resolver tools is used to resolve memory conflicts for accessing different buffers.

**Memory allocation** The memory allocation stage uses an ILP model as described in Section 7.2.1. In the same way as the other tools are implemented, a constraint builder creates a model that is solver by an external tool.

**Address allocation** This stage allocates the where in the memory the buffers should reside, by using simple overlap constraints.

**Register allocation** Identical to the address allocation stage, except for variables that should be allocated to the register file.

**Address register allocation** This stage assigns which address register an instruction should use when traversing a data structure. This is just an assignment based on which register was used least recently in the Intermediate Representation (IR). A more clever strategy have not been necessary for the kernels that we have evaluated so far.

9.3.2 Other Stages

In order to generate decent code for the MPEs, a few other stages have been implemented as well. Some are quite standard compiler passes while some are more ePUMA specific.

**Tokenizer/parser** A standard tokenization/parsing stage.

**Semantic analysis/type checking** Currently the analysis here is rather limited. However, some basic checks are performed, e.g. that different operations have compatible shapes.

**Pattern analysis** This stage simply performs a simple pattern analysis, e.g. replacing a summation of an element-wise vector multiplication with a MAC node.
Stride application  Performs the optimization described in Section 7.3.

Peephole optimization  Performs some simple iteration based optimizations. E.g. if an inner loop have been reduced to a single instruction that is enclosed in a repeat loop, the loop is replaced with the same instruction except with the instruction count multiplied with the loop counter.

Assembly emitter  This step takes the resulting IR and generates an assembly file.

9.4  mpeasm

*mpeasm* is the high-level assembler for the MPEs. In a sense it is more like a compiler than a traditional assembler, as there are many transformations necessary to generate the final binary. It provides an extensive set of semantic checks, can resolve memory conflicts, and eliminate duplicate data from the binary, such as duplicate permutation vectors or constants. It was originally developed in OCaml but is currently implemented in F#, and uses the memory resolver for conflict-resolution.

The flow for mpeasm is shown in Figure 9.4. It is implemented more or less as a compiler due to the complexity (from a software point of view) of the target hardware. Most of the steps quite normal, e.g. the tokenizer and parsing steps. The intermediate code generation step calculates e.g. labels and other necessary constants, while the code generator emits the binary code.

9.4.1  Assembler Inputs

The assembler takes two inputs. During build time (of the assembler) an instruction specification must be given, and when used for assembly an assembly file must be provided.

Instruction specifications  The instructions available and their formats, e.g. valid operand combinations for the instructions are quite nu-
merous, and it is not feasible to rewrite the assembler for each potential hardware revision with different instruction sets and hardware resources (e.g., available memories). These hardware specifications are read by the assembler and is used when verifying that the assembly code is valid, and for generating the final binary code.

**Assembly file** An assembly file written according to the ePUMA programming manual.

### 9.4.2 Assembler Outputs

The assembler generates three files as output.

**Object file** A binary object file that can be processed by the linker and
executed by the simulator.

**Header file** A file that can be included into a C program so that the kernel can be called.

**Mapping file** A file that maps addresses to source lines, in order to facilitate debugging when using the simulator.

### 9.4.3 Semantic analysis

Due to the complexity of the MPE hardware, it became necessary to include a stage that can emit somewhat sensible error messages for invalid assembly programs. A short, but incomplete, list of examples follows:

**Instruction format validation** The different operand modes available varies for different instructions. E.g., butterfly instructions cannot be used with scalar operands.

**Control instruction sequence validation** The MPEs have different control instructions for e.g. jump, data dependency fences, etc. These are available as “assembly instructions”, but are actually packed into special instructions where some combinations of control instructions are not available due to lack of bits in the control field for in the opcode.

**Memory usage validation** A common mistake is to use a memory multiple times in an instruction, forgetting that the data should be split over several ports. The semantic analysis ensures that there are no hardware conflicts for any instruction.

### 9.4.4 Optimization

mpeasm will perform the following optimizations:

**Control code compression** This stage is used to pack several control code instructions into one.
**9.5 linker/loader**

**PM data optimization**  Much of the data stored in program memory relates to e.g. permutation tables, which often contain duplicates. A common case when this occurs is when smaller kernels are merged to form larger kernels and there are common permutation patterns or common data. This stage removes duplicate data segments. It also checks whether a data segment is a subset of another data segment.

**Repeat/jump/call optimization**  When a jump of any kind is performed on the MPEs, one clock cycle may be wasted if the target instruction is not aligned, as the program memory isn’t a multi-bank memory. This stage adds an *empty* (or removes a *nop*) instruction before any repeat loop if the first instruction in the body is not aligned properly. An *empty* instruction takes 0 cycles to execute.

The linker/loader for the project is implemented in C++, as the loader part needed to be usable from other software. In this particular case the system and MPE simulators are written in C++.

Figure 9.5 shows how this tool works. There can be several APE/CPE/MPE object files, but for simplicity only one instantiation of each is shown. This tool can both pack/unpack any file as indicated by the double-ended arrows.
### 9.6 Data Access Template Configurator

This tool was created to be able to write generic data access code, comparable with higher-order functions in functional languages. It works by allowing assembly code to have annotations that e.g. specifies where code segments should be inserted. This tool has mostly been superseded by `mpeasm`. The flow of this tool is shown in Figure 9.6. The input is an assembly program, code segments that should be inserted into the code, and other parameters. The tool parses the file, and allows for simple directives comparable to the C pre-processor. E.g. if a parameter datatype is set to complex, a complex multiplication instruction `cmul` could replace a normal multiplication `mul`. It also allows for code parameters that can be expanded into the assembly program. The intermediate representation is then converted into a normal assembly program by the assembly emitter.

---

**Figure 9.5:** Linker/loader flow.
9.7 Configurator

The Configurator tool is used for automatically selecting the most appropriate templates depending on the arguments when calling a kernel from application code. E.g. switching algorithms depending on the size of input etc. The purpose of this is that the application code should be as portable as possible over hardware configurations. E.g. the number of CCs could be different or the SIMD width, which could change for which input sizes certain algorithms are suitable. Unfortunately it has not been used that much due to a limited kernel library, and the usefulness of such a tool is questionable. The flow for this tool is shown in Figure 9.7. The input is a call specification, with e.g. parameters such as a function (e.g. sort, FFT etc.), input buffer size etc. It also needs a specification for each template for which range of parameter values it is valid. E.g. a template could specify that the input buffer size should be between 64 and 128. All of these constraints are used as the input to Facile [87], a constraint solving library for OCaml. Facile was used simply because the
Solver performance is irrelevant and rest of the configurator is written in OCaml. As there could be a set of templates that fulfill the requirements, the cycle times for executing for each valid template is compared in a template selection stage for the specific parameters, and the fastest kernel is chosen.

![Diagram](image)

**Figure 9.7:** Configurator flow.

### 9.8 Toolchain flow

The flow between the different tools is shown in Figure 9.8. Given a kernel call the configurator tool chooses the most appropriate kernel from the kernel library. Depending on the type of kernel it is either scheduled with the scheduler or uses a predefined schedule. When a kernel is scheduled, the code can be compiled or assembled and we finally receive an object file. Absent from Figure 9.8 is the linker/loader, as it is only used after all the kernels for a program have been instantiated.
Figure 9.8: Toolchain flow.
Part IV

Results and Conclusions
Chapter 10
Evaluation

When evaluating the resulting performance by applying the different methods described in this thesis we will use two different metrics aside from just a cycle count.

The first one is utilization. We define utilization as

\[
\text{Utilization} = \frac{\text{Computational cycles}}{\text{Total cycles}}. \tag{10.1}
\]

Computational cycles are the clock cycles where we issue an instruction that performs an instruction necessary for computing the result, i.e. not an instruction related to controlling the computation. This is a measure of how efficiently we are using the processor, assuming that we’re using the most appropriate instructions for execution. I.e., it is pretty trivial to achieve full utilization if we would just be running scalar code, as we would never get bank conflicts for example.

In addition to utilization we will also use relative speedup as a metric, defined as:

\[
\text{Speedup} = \frac{\text{Total cycles the slower version}}{\text{Total cycles for faster version}}. \tag{10.2}
\]

It is very easy to manipulate this metric (obtain a large value) by comparing a well-optimized fast version with a very poor baseline implementation. In our measurements, we will use the same implementation strategy and algorithm to implement both the fast and slow versions. The
machine instructions for performing the actual computation will therefore be the same. The purpose is instead to measure the performance impact of a single technique, such as a compiler optimization. Relative speedup is then a good way to measure the improvement.

## 10.1 Permutation

In this section we will look at the performance improvements when using permutation for selected problems. The performance results for the solution of the ILP problems were obtained on a computer with 24 GB of RAM and a 3.46 GHz six-core processor.

### 10.1.1 Preprocessing Performance

Finding conflict-free solutions can take time if the input data set is large. For example, if we have $N \times 8 \times 8$ blocks with row and column access, feeding all of them into the solver will take some time, as shown in Figure 10.1. Obviously, if the access pattern within each block is the same for all blocks, we could just solve the problem for one block and use the obtained permutation for all blocks. This requires recognizing that the blocks can be separated. This could possibly be done by analyzing the loops within a kernel and try to determine whether the accesses operate on blocks in an identical way. However, as we are already operating under the assumption of static addressing, we can simply generate an undirected graph where addresses that are accessed at the same time are connected. This can be reduced by considering each connected component by itself as described in Section 6.3.2. By doing this, the solution time is reduced considerably, as shown in Figure 10.2. It should be noted that this is a desirable thing to do even if we do not consider the solution times, as we want to get the same permutation vectors for identical components.

In media applications it is common to access data in different zigzag patterns during compression/decompression. Figure 10.3 shows the access cost as function of time for a collection of patterns. The patterns
include row, column and the zig-zag pattern on a data block. Two of
the patterns are from the H.262 standard [88], and one from the JPEG
standard. In many cases it is possible to find alternatives to permutation
by using e.g. more memory, as in Section 6.4, but for zig-zag patterns
there really aren’t really any alternatives.

Table 10.1 shows the solution times to find an optimal solution and
to prove that it is an optimal solution for the different access patterns.
The table also the average access costs for accessing the data blocks. \( R \)
denotes row access, \( C \) denotes column access, \( Z \) denotes a zig-zag pat-
tern. \( X \cup Y \) denotes that the patterns \( X \) and \( Y \) will be used to access a
block. It is difficult to predict the solution times as they can vary by or-
ders of magnitude. However, for the zig-zag 2 case (third entry) which is
slow to solve and does not yield a conflict-free solution, we can see that
if we split the data buffer into two buffers (last entry), the solution time
is very fast. This is a good motivation for adapting a more functional
programming style and not mutate buffers, as it decreases the access pat-
terns per buffer, and makes the problem much easier. Also, if we split the buffers, then we know that we can find a conflict-free solution, and use a specialized algorithm for it.

Table 10.1: Solution times and average access costs.

<table>
<thead>
<tr>
<th>Access pattern</th>
<th>Solution time in seconds</th>
<th>Average cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R \cup C$</td>
<td>0.0156</td>
<td>1.00</td>
</tr>
<tr>
<td>$R \cup C \cup Z_1$</td>
<td>3.5880</td>
<td>1.00</td>
</tr>
<tr>
<td>$R \cup C \cup Z_2$</td>
<td>456.7376</td>
<td>1.08</td>
</tr>
<tr>
<td>$R \cup C \cup Z_{jpeg}$</td>
<td>9.1104</td>
<td>1.00</td>
</tr>
<tr>
<td>$R \cup C &amp; C \cup Z_2$</td>
<td>0.0312</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Figure 10.2: Solution time with preprocessing.
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10.1.2 M-JPEG

Next, we will evaluate the effect of permutation on part of the M-JPEG encoding/decoding process. All computing steps necessary for M-JPEG have been included, except for Huffman encoding/decoding, which in our implementation has been offloaded to a hardware accelerator. Results for a full implementation on a FPGA prototype of ePUMA can be found in [89], where an M-JPEG encoder compresses data with resolution $1920 \times 1080$ at 30 fps, using a configuration with 4 MPE cores.

M-JPEG encoding can be implemented, without permutation, as shown in Figure 10.4. We must transpose the output from the first DCT before executing the second so that the 2D-DCT is correctly computed. We then quantize the values and reorder them to be consumed by the Huffman encoder. With permutation, we only need to do the 1D-DCTs and quantization, as in Figure 10.5, as then we can access the relevant data without any separate reordering process.

![Figure 10.3: Solution time for ZigZag patterns.](image-url)
The M-JPEG decoding process is easier both with and without permutation. Without permutation, we can more or less perform the encoding process in reverse. However, since the MPE provides an instruction which performs multiplication followed by 1D-DCT, these can be merged into a single step, as in Figure 10.6. This just leaves the cost of 1D-IDCTs when using permutation, as in Figure 10.7.
In Table 10.2 we can see the cycle times per block. (I)ZZT denotes (In-
verse) Zig-Zag with Transpose. Without permutation, quite a lot of time
is spent just reordering data, so for this particular case permutation is
obviously useful. In Table 10.3 we have the total execution time for one

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>With shuffling</th>
<th>With permutation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D-DCT</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>1D-IDCT</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>Transpose</td>
<td>24</td>
<td>0</td>
</tr>
<tr>
<td>Q</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>IQ</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ZZT</td>
<td>32</td>
<td>0</td>
</tr>
<tr>
<td>IZZT</td>
<td>32</td>
<td>0</td>
</tr>
</tbody>
</table>

As the shuffling of the zig-zag pattern could be implemented in
the Huffman encoder/decoder, we also include the case when we shuffle
and skip the zig-zag step. Either way, the solution with permutation is

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Shuffling</th>
<th>Shuffling without ZZ</th>
<th>Permutation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encode</td>
<td>96</td>
<td>64</td>
<td>40</td>
</tr>
<tr>
<td>Decode</td>
<td>88</td>
<td>56</td>
<td>32</td>
</tr>
</tbody>
</table>

significantly faster, and we have the speedup in Table 10.4.
Table 10.4: Speedup by using permutation.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>shuffling permutation</th>
<th>shuffling without ZZ permutation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encode</td>
<td>2.40</td>
<td>1.60</td>
</tr>
<tr>
<td>Decode</td>
<td>2.75</td>
<td>1.75</td>
</tr>
</tbody>
</table>

10.1.3 FFT

One algorithm that benefits greatly from permutation is the FFT. Figure 10.8 shows the time needed to find conflict-free solutions for differently sized FFTs. The FFTs work on complex data, and the effective SIMD width is then 4. Without permutation we get a problem either with writing or reading the data buffers. The result of this is that each butterfly will take four clock cycles instead of one. Table 10.5 shows the execution times for FFTs with and without permutation. This includes all code necessary to compute the FFTs. We can see the speedup in Figure 10.9. The
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Table 10.5: Execution times in clock cycles for FFTs on one MPE core.

<table>
<thead>
<tr>
<th># points</th>
<th>With permutation</th>
<th>Without permutation</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>47</td>
<td>71</td>
</tr>
<tr>
<td>32</td>
<td>83</td>
<td>155</td>
</tr>
<tr>
<td>64</td>
<td>116</td>
<td>260</td>
</tr>
<tr>
<td>128</td>
<td>245</td>
<td>629</td>
</tr>
<tr>
<td>256</td>
<td>416</td>
<td>1184</td>
</tr>
<tr>
<td>512</td>
<td>940</td>
<td>2860</td>
</tr>
<tr>
<td>1024</td>
<td>1729</td>
<td>5569</td>
</tr>
<tr>
<td>2048</td>
<td>4045</td>
<td>13261</td>
</tr>
<tr>
<td>4096</td>
<td>7670</td>
<td>26102</td>
</tr>
</tbody>
</table>

The speedup for larger FFTs reaches about 3.4. The reason that we don’t get a speedup of four is due to loading the twiddle factors.

Returning to Table 6.2, recreated for convenience in Table 10.6, we can see that the cycle times when using shuffling for permutation are quite large compared to the total execution time for an FFT on a MPE. E.g. a 256 point shuffle, for one layer, is 106 cycles. A complete 256 point FFT on an MPE is 416 cycles.

Table 10.6: Number of shuffling instructions.

<table>
<thead>
<tr>
<th>Stride</th>
<th>Size</th>
<th>Cycles for Core2 SSE2</th>
<th>Cycles for Cell SPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4</td>
<td>4</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>13</td>
<td>22</td>
</tr>
<tr>
<td>8</td>
<td>64</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>256</td>
<td>106</td>
<td></td>
</tr>
</tbody>
</table>

If we for simplicity assume that we can use the cycle time for the
largest permutation for each buffer, i.e. a lower bound on shuffling cost, when computing an FFT and adding this to the cycle time for an FFT on an MPE using permutation we get the results in Table 10.7. Even if we would implement the same method as in [54] we would at best get marginally better result than our implementation without permutation.

Table 10.7: Comparison between permutation and shuffling.

<table>
<thead>
<tr>
<th># points</th>
<th>With permutation</th>
<th>With shuffling</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>47</td>
<td>73</td>
<td>1.55</td>
</tr>
<tr>
<td>64</td>
<td>116</td>
<td>221</td>
<td>1.91</td>
</tr>
<tr>
<td>256</td>
<td>416</td>
<td>840</td>
<td>2.02</td>
</tr>
</tbody>
</table>
10.2 Padding

In this section we will consider the effects that padding has on sorting and FFTs.

10.2.1 Sorting

The sorting algorithm used here is bitonic sort. The MPEs have specific instructions to help with sorting vectors and merging, and ideally processes one vector per clock cycle.

We can see access speedup in Figure 10.10. For a small number of elements the strides do not become that large, and we will quite naturally, as discussed in Section 6.4, have few memory bank conflicts. For larger vectors, i.e. the factors contain more 2s, we see an increased effect.

![Figure 10.10: Access speedup for sorting.](image)

In Figure 10.11 we can see the memory overhead from padding when sorting. It levels off at 12.5%, as indicated by Equation (6.43).

We also need to store the permutation vectors and we can see the
The execution time for sorting is in Table 10.8. The standard way is without a multi-bank memory at all, i.e. only consecutive elements may be fetched. Multi-bank means that we use permutation vectors but do not pad the buffer, and padding of course means using padding.

In Figure 10.13 we have the speedup by only using multi-bank memories. The multi-bank feature does in itself not provide that much speedup for larger problems. However, if we add padding, we get quite significant speedups, up to almost a factor of 8 for larger problems as shown in Figure 10.14.

**Figure 10.11**: Memory overhead of sorting.
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Figure 10.12: Number of permutation vectors necessary for sorting.

Table 10.8: Execution times in clock cycles for sorting on one MPE core.

<table>
<thead>
<tr>
<th># elements</th>
<th>Padding</th>
<th>Multi-bank</th>
<th>Standard</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>36</td>
<td>40</td>
<td>99</td>
</tr>
<tr>
<td>32</td>
<td>66</td>
<td>98</td>
<td>234</td>
</tr>
<tr>
<td>64</td>
<td>120</td>
<td>296</td>
<td>568</td>
</tr>
<tr>
<td>128</td>
<td>253</td>
<td>861</td>
<td>1485</td>
</tr>
<tr>
<td>256</td>
<td>546</td>
<td>2402</td>
<td>3682</td>
</tr>
<tr>
<td>512</td>
<td>1207</td>
<td>6711</td>
<td>8823</td>
</tr>
<tr>
<td>1024</td>
<td>2835</td>
<td>17683</td>
<td>21651</td>
</tr>
<tr>
<td>2048</td>
<td>6575</td>
<td>44975</td>
<td>52271</td>
</tr>
<tr>
<td>4096</td>
<td>15051</td>
<td>113355</td>
<td>120779</td>
</tr>
</tbody>
</table>
Figure 10.13: Speedup for sorting with multi-bank hardware without padding.

Figure 10.14: Speedup for sorting with padding.
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10.2.2 FFTs

For FFTs the memory overhead will be larger as we use complex data. We will use the same metrics as for sorting, except we will also consider the result when we constrain the maximum amount of memory used. That is, the evaluation is performed both with unrestrained memory usage and by applying a 10% constraint on additional memory required.

We have the average access costs in Figure 10.15. Without memory constraints we get conflict-free access.

![Figure 10.15: Average access cost for FFT.](image)

The speedups for the FFTs are shown in Figure 10.16. The access is at least two and approaches 3.5 for larger FFTs. As we use complex data, by the same reasoning as in Section 10.1.3, we can conclude that the speedup should be below four.

The memory costs for padding FFTs are shown in Figure 10.17. By the same reasoning that leads to Equation (6.43), 25% seems quite reasonable.

The number of permutation vectors are shown in Figure 10.18. As for
Figure 10.16: Access speedup for FFT.

Figure 10.17: Memory overhead for FFT.
sorting, we would need these vectors anyway.

![Number of necessary permutation vectors](image)

**Figure 10.18:** Number of necessary permutation vectors.

We have the execution times for differently sized FFTs in Table 10.9, and the speedup is shown in Figure 10.19. As is the case if we use permutation, the speedup approaches 3.4.
Table 10.9: Execution times in clock cycles for FFTs on one MPE core.

<table>
<thead>
<tr>
<th># points</th>
<th>Padding</th>
<th>Standard</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>47</td>
<td>71</td>
</tr>
<tr>
<td>32</td>
<td>83</td>
<td>155</td>
</tr>
<tr>
<td>64</td>
<td>116</td>
<td>260</td>
</tr>
<tr>
<td>128</td>
<td>245</td>
<td>629</td>
</tr>
<tr>
<td>256</td>
<td>416</td>
<td>1184</td>
</tr>
<tr>
<td>512</td>
<td>940</td>
<td>2860</td>
</tr>
<tr>
<td>1024</td>
<td>1729</td>
<td>5569</td>
</tr>
<tr>
<td>2048</td>
<td>4045</td>
<td>13261</td>
</tr>
<tr>
<td>4096</td>
<td>7670</td>
<td>26102</td>
</tr>
</tbody>
</table>

Figure 10.19: Speedup by using padding for FFTs.
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10.2.3 FFTs including Non-power 2 FFTs

The values for differently sized FFTs with the addressing features of the latest revision of the MPEs, as well as with the optimizations in Chapter 7, are shown in Table 10.10 and Table 10.11. Unfortunately we only have values with conflict-free addressing and the minimal number of instructions.

Table 10.10: Execution times in clock cycles for FFTs on one MPE core.

<table>
<thead>
<tr>
<th># points</th>
<th>Minimum</th>
<th>Execution time</th>
<th>Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>256</td>
<td>322</td>
<td>0.795</td>
</tr>
<tr>
<td>288</td>
<td>792</td>
<td>872</td>
<td>0.908</td>
</tr>
<tr>
<td>300</td>
<td>1215</td>
<td>1281</td>
<td>0.948</td>
</tr>
<tr>
<td>324</td>
<td>1377</td>
<td>1457</td>
<td>0.945</td>
</tr>
<tr>
<td>360</td>
<td>1404</td>
<td>1484</td>
<td>0.946</td>
</tr>
<tr>
<td>384</td>
<td>768</td>
<td>848</td>
<td>0.906</td>
</tr>
<tr>
<td>432</td>
<td>1512</td>
<td>1592</td>
<td>0.950</td>
</tr>
<tr>
<td>480</td>
<td>1512</td>
<td>1592</td>
<td>0.950</td>
</tr>
<tr>
<td>512</td>
<td>640</td>
<td>720</td>
<td>0.889</td>
</tr>
<tr>
<td>540</td>
<td>2511</td>
<td>2591</td>
<td>0.969</td>
</tr>
<tr>
<td>576</td>
<td>1584</td>
<td>1664</td>
<td>0.952</td>
</tr>
<tr>
<td>600</td>
<td>2580</td>
<td>2660</td>
<td>0.970</td>
</tr>
<tr>
<td>648</td>
<td>2916</td>
<td>3010</td>
<td>0.969</td>
</tr>
<tr>
<td>720</td>
<td>2808</td>
<td>2888</td>
<td>0.972</td>
</tr>
</tbody>
</table>

The absolute execution time is shown in Figure 10.20, and the utilization is shown in Figure 10.21. It can be noted that mixed radix FFTs have a higher utilization than FFTs of a power of 2. The reason for this is that radix-3 and radix-5 butterflies does not map as well to the data path, and
Table 10.11: Execution times in clock cycles for FFTs on one MPE core.

<table>
<thead>
<tr>
<th># points</th>
<th>Minimum</th>
<th>Execution time</th>
<th>Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>768</td>
<td>1536</td>
<td>1616</td>
<td>0.950</td>
</tr>
<tr>
<td>864</td>
<td>3240</td>
<td>3334</td>
<td>0.972</td>
</tr>
<tr>
<td>900</td>
<td>4545</td>
<td>4625</td>
<td>0.983</td>
</tr>
<tr>
<td>960</td>
<td>3024</td>
<td>3104</td>
<td>0.974</td>
</tr>
<tr>
<td>972</td>
<td>5103</td>
<td>5197</td>
<td>0.982</td>
</tr>
<tr>
<td>1024</td>
<td>1280</td>
<td>1360</td>
<td>0.941</td>
</tr>
<tr>
<td>1080</td>
<td>5292</td>
<td>5386</td>
<td>0.983</td>
</tr>
<tr>
<td>1152</td>
<td>3456</td>
<td>3550</td>
<td>0.974</td>
</tr>
<tr>
<td>1200</td>
<td>5160</td>
<td>5240</td>
<td>0.985</td>
</tr>
<tr>
<td>1296</td>
<td>5832</td>
<td>5926</td>
<td>0.984</td>
</tr>
<tr>
<td>1536</td>
<td>3456</td>
<td>3550</td>
<td>0.974</td>
</tr>
<tr>
<td>2048</td>
<td>3072</td>
<td>3166</td>
<td>0.970</td>
</tr>
<tr>
<td>3072</td>
<td>6912</td>
<td>7006</td>
<td>0.987</td>
</tr>
<tr>
<td>4096</td>
<td>6144</td>
<td>6238</td>
<td>0.985</td>
</tr>
</tbody>
</table>

cannot be implemented as a one cycle instructions, thus illustrating the danger with utilization as a metric.
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Figure 10.20: Execution time for mixed radix FFT implementation.

Figure 10.21: Utilization for mixed radix FFT implementation.
10.3 Vector Code Compilation

In this section we will evaluate the results when compiling vector based code. We will consider some algorithms with common structures.

10.3.1 FIR filter

As a first example we will consider an FIR filter/1D convolution that is quite typical in many DSP applications. The code in FT is shown in Listing 10.1.

Figure 10.22 and Figure 10.23 show the execution time in clock cycles for the non-optimized and optimized version respectively. The number of data points (n) is 1024. The overhead is a rather large part of the execution time for the non-optimized version, while it is hardly noticeable in the optimized case.

We can see the utilization in Figure 10.24. With the optimized version we get almost full utilization. For small vectors the overhead without optimization completely dominate the computation time, and here it is obviously beneficial to apply it. We can also see that the gap closes quite slowly, so for them to be comparable requires very large filters.

The speedup is shown in Figure 10.25. For small vectors the speedup is around 7, which is quite extreme. Usually the filters are a bit larger, but even with as many as 70 taps the optimized version is still twice as fast.

Listing 10.1: FIR filter

```plaintext
for i in 0 .. n do
    ys[i] = reduce (+) (xs[i..m] * coeffs);
done
```
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Figure 10.22: Execution time in clock cycles for the non-optimized version.

Figure 10.23: Execution time in clock cycles for the optimized version.
Figure 10.24: Hardware utilization for a FIR filter.

Figure 10.25: Speedup for FIR filter.
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10.3.2 Matrix multiplication

Next, we will consider matrix multiplication. We’re using a quite simple implementation, as shown in Listing 10.2, where we calculate each element as the scalar product of two vectors.

Figure 10.26 and Figure 10.27 shows the execution time in clock cycles for the non-optimized and optimized version respectively. The overhead is a rather large part of the execution time for the non-optimized version on smaller matrices, while it is hardly noticeable for the optimized case.

The utilization is shown in Figure 10.28. For smaller matrices the utilization is just above 0.7. However, it reaches almost full utilization quite fast, and the effect of the optimization is substantial. The speedup is shown in Figure 10.29. We see the same pattern as for the FIR filter, for smaller problems we have a significant speedup, in this case over 2.5, but we tend to one as the sizes increase.

Listing 10.2: Matrix multiplication

```plaintext
for i in 0 .. n-1 do
    for j in 0 .. m-1 do
        zs[i,j] = reduce (+) (xs[i, :]* ys[:, j]);
done
done
```
Figure 10.26: Execution time in clock cycles for the non-optimized version.

Figure 10.27: Execution time in clock cycles for the optimized version.
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Figure 10.28: Hardware utilization for matrix multiplication.

Figure 10.29: Speedup for matrix multiplication.
10.3.3 Multiple matrix multiplications

It is quite common to perform many small matrix multiplications. Figure 10.30 and Figure 10.31 show the execution time in clock cycles for the non-optimized and optimized version respectively when multiplying $n \times 8 \times 8$ matrices. The overhead is a rather large part of the execution time for the non-optimized version, while it is significantly reduced for the optimized case.

![Graph showing execution time in cycles for non-optimized and optimized versions](image)

**Figure 10.30**: Execution time in clock cycles for the non-optimized version.

As the utilization is quite poor when performing one single matrix multiplication if the matrices are small, we still get a high utilization when performing many multiplications, as shown in Figure 10.32. In this case, the speedup is pretty constant, stabilizing just under a factor of 2.5, as shown in Figure 10.33. This is quite natural as the vector instructions are only issued on small vectors, and the slower version must continually use some overhead when changing matrices.
Figure 10.31: Execution time in clock cycles for the optimized version.

Figure 10.32: Hardware utilization for multiple matrix multiplications.
Figure 10.33: Speedup for multiple matrix multiplications.
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10.3.4 2D convolution

For 2D convolution the implementation is required to be a bit more complicated than the natural way of implementing the algorithm. This is because for efficient execution we need to use the vector accumulator register, which is of limited width equal to the datapath width. The implementation is shown in Listing 10.3, where we accumulate vectors of length $W$.

Figure 10.34 and Figure 10.35 shows the execution time in clock cycles for the non-optimized and optimized version respectively. The overhead is a significant part of the execution time for the non-optimized version. For the optimized case it is hardly noticeable.

![Figure 10.34: Execution time in clock cycles for the non-optimized version.](image)

Figure 10.36 shows the utilization for 2D convolution. The utilization is quite high even for very few non-zero coefficients, over 0.8, and eventually approaches one.

For small kernels the speedup is up to a factor 4, and approaches one.
Listing 10.3: 2D convolution

```c
for row in 0 .. rows-1 do
    for col in 0 .. W .. colz-W do
        acc = zeros();
        for coeff in 0 .. n_coeffs-1 do
            acc += xs[offsets[coeff] + row,col:W]
                * coeffs[coeff];
        done
    ys[row,col:W] = acc;
    done
done
```

Figure 10.35: Execution time in clock cycles for the optimized version.

with larger problem sizes. While one might think that given the short vectors that are accumulated the speedup would remain high as for the multiple matrix multiplications, the reason here is that the addressing mode generally used for these scenarios is recognized and the inner loop is executed as an instruction with an iteration count, i.e. there is no loop-
Figure 10.36: Hardware utilization for 2D convolution.
10.4 LTE Downlink

A full system implementation, i.e. an implementation that uses several compute clusters, of an LTE downlink chain was implemented and is described in [17]. The final performance and utilization for the MPEs is shown in Table 10.12. MPE 0 and 1 are used to compute the FFTs for two receiving antennas, while MPE 2 is used for channel estimation, and MPE 3 is used for channel equalization. The problem with the FFTs in

<table>
<thead>
<tr>
<th>Compute cluster</th>
<th>Computing cycles</th>
<th>Total cycles</th>
<th>Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>0,1</td>
<td>9578</td>
<td>13902</td>
<td>0.689</td>
</tr>
<tr>
<td>2</td>
<td>2300</td>
<td>2751</td>
<td>0.836</td>
</tr>
<tr>
<td>3</td>
<td>28500</td>
<td>32351</td>
<td>0.881</td>
</tr>
</tbody>
</table>

Figure 10.37: Speedup for 2D convolution.
this case is that we have too few memories, and run out of memory ports
due to the DMA transfers. This makes an argument for either more local
memories, or perhaps to use dual port memories instead.

The DMA overhead for this application is 5692 clock cycles, or 10.1%
of the total, 56488 cycles.

Unfortunately the rest of the ePUMA system is not capable of achieving the same utilization as the MPEs; however, it is still quite high.

10.5 Summary

This chapter presented the results of applying software tools to solve data layout problems, and optimizing the execution of vector based code by applying 2D addressing. While the set of algorithms are limited they do represent the class of target algorithms rather well.

We have shown that we can solve the data layout problems automatically, and that the permutation network can be utilized without incurring any software development costs.

We have also shown that we can achieve very high utilization on the MPEs, at least as long as we have an IR that allows us to use vector operations. From a software point of view, utilizing the MPEs effectively is not a problem, as hand coded solutions are not more efficient. I.e. not much more can be done from the software side.

While the results for the full system has not yet proven quite as encouraging, it is a hard problem to solve as high throughput off-chip is very expensive, so there is a limit to how well it can be done.
Chapter 11
Conclusions and Future Work

The purpose of the ePUMA project was to design a DSP platform that would be suitable for applications with predictable data access. While the design phase for the platform itself is nearing completion, the major part lacking is the evaluation by implementation of actual applications and benchmarking them. Ideally, we would also like to tapeout a test chip so that we could measure power consumption, final frequency, have hard area figures etc.

11.1 Programming Model

The programming model used in ePUMA is not that different from mainstream software development. As such, ePUMA will not incur any major extra costs for software development.

11.2 Conflict-free Data Access

For static access patterns, which was the original goal, we have shown that it is quite possible to automate the process and removing most of the effort required by programmers. The question is of course if these
features are common enough to warrant the hardware cost. At least in some examples the performance difference is quite big; but, even for those cases, if we look on the overall performance of an application, will it be significant enough to matter? If we often end up to be I/O bound one might even consider the MPEs to be unnecessarily fast.

11.3 MPE compilation

Programming in assembly is largely agreed upon to be a primitive way of developing software, and it only worsens with more complicated features available in the processors. For the MPEs, getting the addressing right is the primary issue. However, using this efficiently from a higher level language is not an issue, given that the problem is from the intended application domain at least. However, for the MPEs to be able to be used from a practical point of view, the FT compiler should be extended to handle more general code even if those code segments can’t be compiled into efficient code. Or rather, the optimization passes in FT should be ported to another compiler framework.

11.4 Summary

Given that the final hardware will be able to run with a high enough frequency at a reasonable power consumption, and that it will have a small enough area, there is nothing stopping ePUMA from a software development point of view. While it does contain some features that are perhaps a bit unusual, it is possible to move the complexity to software tools.

11.5 Future Work

The most obvious thing to continue with is to validate the design by mapping more applications to ePUMA. This is important not only for
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benchmarking the processor, but also to know whether or not our initial assumptions actually still hold for modern applications.

Currently the MPEs are programmed in assembly or FT. However, this requires porting of programs if we wish to run them on the MPEs. It would be interesting to take FT and convert it into a back-end for a compiler framework such as LLVM or GCC, and see if it is possible to compile code written in more conventional languages. This would alleviate some of the burden of application development, and also determine if the ePUMA design is viable in a commercial setting.

It would also be interesting to see if the MPEs or some adaptation could be used in a context outside of ePUMA. As the HPC community becomes more and more interested in power efficient solutions, and that the MPEs are very good vector processors, it is possible that the MPEs could be a good fit as co-processors in larger HPC clusters.
Chapter 12
Retrospectives

In this chapter we will revisit the process of the ePUMA project, what we should have done differently, what we did right, and some general thoughts.

12.1 Scope

The point of any research is to be able to tell something about the world. The purpose of ePUMA was to investigate whether or not it is possible to design an ASIP DSP platform usable for a large set of applications with predictable data access, in particular embedded applications, and how usable it would be. In particular, if is it possible to reach the limit of the available memory bandwidth.

What is necessary to fully answer this question? We would need to know the areas of different configurations necessary to run on each platform, the power consumption when running the applications as well as the performance. In other words, it is necessary to implement the platform, all software tools necessary to program it, and a bunch of real world applications.

The problem with this is that this is quite a lot to do for just a few Ph.D. students. Considering that many projects use established platforms and still take quite a while to complete, it might have been better to have some focused on more specific issues that can be answered with
a bit more reasonable effort. As we haven’t been able to really provide a complete answer the original problem statement, our contribution is still on the level of sub goals.

We have shown that at least for some cases we can more or less fully utilize the bandwidth available for the MPEs, and the MPE hardware design and software tools seem to have met the design goals. If everything goes as planned, final hardware figures and a wider array of kernels, to substantiate this claim further, will be available by the end of the year (2015) in Andréas Karlssons thesis.

Unfortunately, answering whether the full ePUMA platform, i.e. everything outside the compute clusters, will fulfill the initial design goals seems to be a bit more difficult and unlikely to happen. While we had a great opportunity to create a spin-off company, some practical rather than technical issues made it fall through. This is a shame, as it would have provided the resources to fully verify that the ePUMA platform is suitable for future DSP.

12.2 Number of hardware iterations

There has been too many iterations of ePUMA and the MPE designs. While it is hard to avoid this in a large project, we should have gone about this in different way, as many of them were quite unnecessary.

The first iteration of the MPEs for example was only designed with hardware cost and performance in mind. This can in a way make sense, as the performance and hardware cost must be excellent for the project to be considered a success. On the other hand, while a large corporation might have the resources to have someone implement a lot of code in assembly, and in this case very complicated assembly, as small team of Ph. D. students don’t. As the hardware was quite specific, developing a compiler was also difficult as there is no compiler framework that really fits. While many issues with the hardware could have been solved, the sheer amount of issues would make the effort necessary to complete a full compiler to simply be unreasonable.
12.3 Order of work

The error we made is that we focused too much on what computational kernels that different applications used, and focused the design on this. While this may lead to an efficient design, all the other code still has to be written; and, for e.g. video codecs, this can be a substantial amount if existing code cannot be reused in a meaningful way.

The latest version of ePUMA is programmable in a quite conventional way, and it is now in a state where one might consider to start porting software to it, as we would mostly have to rewrite some kernel parts. However, with a bit of thought and analysis of the work required, we should have been able to realize that we should have started in this end.

12.3 Order of work

Normally projects have different phases that require different competences and kinds of work done. While knowledge about compilers etc. is important when designing a processor, and it can be useful to discuss these issues in this phase, it is difficult to start working on software tools in this phase. Without a specification of the hardware, it is all but impossible to create something that can generate code for the platform. When a specification by implementation does exist, continued hardware changes requires rework of the software tools as well. This is on the other hand probably hard to avoid, as we’re just designing one system, contrary to companies that have a pipeline of products coming out and allows for people to move between projects, and uses iteration over products to a larger extent than is possible here.

Secondly, it makes it difficult to publish papers from a software point of view, as many problems are ePUMA specific, and the only point of solving them is if the ePUMA hardware platform itself is useful. On the other hand, they need to be solved to be able to use the hardware platform.
12.4 Final remarks

All problems aside, I believe that the things we’ve learned during this project is far more substantial than if we wouldn’t have built our platform from the ground up. Dealing with all the details have provided insights that would have been hard to acquire by other means. So while we could perhaps have done it better w.r.t. to what results we ended up with, and with less effort, from an educational point of view it has been a very valuable experience.
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