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Abstract

With the development of highly configurable and large software, a new challenge has to be addressed, when it comes to software testing. While traditional testing approaches might still apply and succeed in achieving a better quality of service, the high degree of customizable parts of such a system implies the mentioned testing activities on different configurations. If a formal notion is used to express the allowed configurations of a system, one might think of generating such configurations in an automated fashion. However, if there are constraints involved, traditional model-based test-case generation might cause problems to achieve a desired coherency. An idea is, to use those constraints to generate test-cases and to achieve coherency at the same time. Satisfiability modulo theories (SMT) has been an emerging field in current theoretical computer science and developed decision procedures to treat various theoretical fragments in a specific manner. The goal of this thesis is, to look at a translation mechanism from an expression language for constraints into SAT modulo theories and involve this technique into a test-case generation process. Furthermore, the balance between the generation of coherent test-cases as well as the problem-specific purposes of such test-cases is investigated.
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Chapter 1

Introduction

The increasing amount of software needed on the market led to high demands in terms of both reliability as well as functionality of the end-product. Especially sophisticated ways of testing software are a desired method to ensure the quality of service of the resulting software. Challenges arise if software gets highly configurable. Describing the possible configuration of a software is fundamental in early stages of the project, since those descriptions are then used in different areas of software development. In the mobile and fixed networking business, Ericsson AB uses the so-called Ericsson Common Information Model (ECIM) to describe various software parts and their interaction. This model does not only illustrate, how the software can be configured by the user, but moreover provides a guideline for the actual development of the software and describes the system as a whole. The requirements of testing activities on such systems change, since traditional testing approaches are not enough to test software under different configurations. The reason for that is, that one test-case might pass on one configuration while it fails on another one [9]. Further, the software part which allows the user to enter the configuration, needs to be tested in order to meet the requirements given by the ECIM model as well as to be fail-safe.

A further challenge arises if the formerly mentioned ECIM involves constraints. Constraints are rules which describe allowed or illegal combinations of software components in one configuration. Syntax and semantics of the constraints depend on the constraint language and also on the demands of the end-products, but always affects the interaction between the running software components. However, those constraints makes it harder to generate configurations, i.e., test-cases in an automated fashion.

1.1 Project Context

The thesis project was elaborated and developed at Ericsson AB Linköping in the context of a bigger software project, which is currently developed in Linköping, Stockholm and Anyang (South Korea). Approximately 200 developers are involved at the site in Linköping.

The model is the theoretical foundation of the software and used by all the teams involved in this project. It was developed by a specific modeling group located in Stockholm. The model is extensible to several needs for the current product and will be used as the foundation of future projects.
1.2 Problem Description

The foundations of the problem are configuration descriptions which are following a UML-like syntax. They describe the allowed configurations of a running system, and are as well needed for other aspects in the project development. The configuration follows a tree structure, where nodes are classes and each class contains attributes. The model itself is based on an interface level for the resulting configuration, whereas the commands to insert the configuration into the system have to respect this description. Parent-child relations define the structure and contain cardinalities between the different nodes to express the dimensions of the resulting configuration. Further, dependencies are involved, which validate the entered configuration.

In the previously mentioned project, the configuration, i.e., one instance of such a model, can be inserted by the user. After this process, the software behaves in a certain way. Having a set of configurations implies having test-cases for the configuration manager, the software part which accepts the commands to configure the software.

Recalling the original definition\(^1\) of a test-case, implies the crucial task of a test-case in the software development process:

- A test-case is a set of conditions or variables under which a tester will determine whether a system under test satisfies requirements or works correctly.
- The process of developing test-cases can also help find problems in the requirements or design of an application.

In this thesis, test-cases ensure the quality of service of the configuration manager. So far, this activity has been performed sparsely in a hard coded automatism, which is time-consuming and makes it hard to cover all variations.

From a theoretical point of view it is nearly impossible to achieve satisfying results of configurations by hand. Especially the number of variables, the structure how different classes can be instantiated as well as the constraints imply a high degree of variety of configurations. Other related requirements include the semantic meaning, which determine the quality or the value of a test-case and are also fundamental in a test-case generation process.

This led to the need of an approach to generate configurations (test-cases) in an automated fashion. The generated test-cases have two purposes:

1. To test the configuration manager, i.e., the software part which receives the instructions to configure the system.
2. To have multiple scenarios for other software-testing activities.

Both purposes have somewhat different requirements. While testing the configuration manager also involves marginal values for attributes and especially negative test-cases, for scenarios used by other testing activities only valid, i.e., positive test-cases are interesting.

We can already identify different crucial properties which are necessary in order to derive a satisfying set of test-cases from a ECIM:

- **Constraint coherency**: test-cases should always be coherent with respect to the existing constraints of the model.

\(^1\)http://softwaretestingfundamentals.com/test-case/
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- **Structural coherency:** test-cases should always follow the structure given by the ECIM. By *structure* we mean parent-child relations as well as cardinalities. This property defines both the number of test-cases as well as the quality of each test-case and the quality of the test-suite as a whole, respectively.

- **Attribute value coherency:** test-cases should follow a desired distribution of attribute values. In other words, the values of the attributes should also follow certain combinatorial properties.

- **User-specified coherency:** test-cases should fulfill the needs of the tester. This requirement is crucial. It defines the quality of both the test-case as well as the created set of test-cases.

Important to note is, that we are rather interested in a small set of coherent test-cases instead of a big number of test-cases with no or low assurance about coherency.

1.3 Goal and Scope of this Thesis

As seen before, testing configurations by hand is a cumbersome task. Thus, the primary goal of this thesis is, to use the ECIM models to generate configurations in an automated fashion.

To achieve this, the functionality of the mentioned models is explained first on a small example. After a thorough study of the example and the definition of the different features, they will be linked to the existing scientific context.

Another important contribution of this work is the study of the used constraints. Therefore, the previously mentioned example will be extended by the constraints and the used *constraint language* will be illustrated. After that, the discussion about the constraints will be linked to the theoretical model, which will be later used in the practical work.

The final theoretical considerations are to create test-cases from the previously introduced concepts. Thus, the sample model will be used to explain how the process works.

Finally, the practical part of this work is the implementation of the gathered approaches in terms of an executable tool.

Both the theoretical as well as the practical work should contribute to answer the following three questions:

1. How can we use a ECIM model to derive configurations of a software product in an automated fashion? Does the ECIM model reveal enough information to achieve this task?

2. How can we achieve both the coherency of the configurations as well as appropriate values in terms of usability for software-testing?

3. Which impact do the mentioned goals have on the performance of the test-case generation process?
1.4 Structure of the Document

As mentioned before, the overall report structure is inspired by an example of an ECIM model. This example will be explained thoroughly in Chapter 2. Then, dependencies which are preventing certain configurations will be explained on the same example in Chapter 3. The process how to generate such configurations from the example model in an automated fashion will be introduced in Chapter 4, which will be continued on the actual implementation of the system in Chapter 5. After a short evaluation of the work in Chapter 6 as well as a following discussion in Chapter 7, the work will be concluded in Chapter 8.
Chapter 2

The Ericsson Common Information Model (ECIM)

The purpose of the ECIM is primarily the support of operations and maintenance on a managed object. Such a managed object is a conceptual view of a resource such as a network component, a host system or an application. Thus, it does not only mark the boundaries of the allowed descriptions on the running software, but moreover the specification for different components of the software.

This means, that development teams use the models to implement the system and to have a static specification of the system. However, since the main purpose of this work is the automated generation of configurations, we will use them exclusively for this purpose. Configurations are usually inserted into the configuration manager, the part of the software which accepts the configuration commands and writes the verified configuration to the disk. This is usually done by the operator, i.e., user at the customer.

The following sections of this chapter will introduce the concepts of the ECIM specification on a small example and refer to the overall functionality, which is taken from an internal document, namely the ECIM meta-model specification.

2.1 Example Model

Figure 2.1 contains a minimal example of an ECIM. It consists of nodes and solid edges, which together form a tree. The nodes are called classes and contain attributes, whereas the solid edges are called parent-child relations. We will introduce these concepts in the sequel.

Classes, parent-child relations and the used data-types for the attributes are usually embedded into a managed information model (MIM), which technically acts as a name-space and is used to differentiate between fragments of the overall model. It further allows to have one class-name in several contexts. In this example we assume that all concepts belong to the same MIM for simplicity. The models are provided in extensible markup language (XML), where one XML-file usually contains one MIM.
2.2 Concepts

We will now explain the most important concepts by referring to the example in Figure 2.1.

2.2.1 Classes

The main concept of an ECIM model is a managed object class (MOC) or simply class. Each class is represented by a node in Figure 2.1. The term “class” was intentionally chosen, because it is an interface-level description of the resulting configuration object, i.e., similar to object oriented programming, a resulting configuration from this model contains instances of the defined classes. An instance is called Managed Object (MO) in the meta-model specification. We will use the terms MO and instance interchangeably.

The classes ManagedElement and Transport have a dashed border in the example model. This means that the classes are systemCreated. In other words, the system takes care of the creation of the instances and excludes the user from inserting, modifying or deleting such instances.

Classes are connected by solid edges, called parent-child relations. Besides defining the structure of the resulting relations, they also specify containment relations. For example the classes Router and InterfaceIPv4 in Figure 2.1 are connected by a parent-child relation, which means that a instance of Router contains a “specific amount” of InterfaceIPv4-instances.
2.2.2 Cardinalities

The expression “specific amount” leads to the concept of cardinalities. Cardinalities are similar concepts to the ones in UML class diagrams or ER diagrams and are used to define the dimensions of the resulting configurations. They are defined as intervals on the parent-child relations of the example model. They define the minimal and maximal number of child-instances a parent-instance can possibly have.

In a resulting configuration of the example in Figure 2.1, an instance of Router can contain between 0 and 4096 instances of InterfaceIPv4. This works analogously for all the other cardinalities.

There are situations where cardinalities are un-specified as between Transport and VlanPort in the example. The cardinality $[0..\mu]$ indicates, that each instance of Transport can have between 0 and $\mu$ instances of VlanPort. Note that $\mu$ is a placeholder for a chosen value. To get such a value for $\mu$, we either have to consider the constraints or the user has to provide it as a separate information.

2.2.3 Attributes

Attributes can be defined at a class and consist of a name, a data-type and a set of optional properties. In the example model in Figure 2.1, attributes are defined in the lower part of the nodes. The first column contains the name, the second one the data-type and the third one the possible properties. The name should be self explanatory. Data-types are comparable to the ones used in object-oriented programming. They will be explained in a moment. Optional properties further define characteristics regarding the value of an attribute. Examples of properties are:

- **readOnly**: this property makes the value of such an attribute not editable by the user but is set by the system instead. The user has no possibility to insert, change or delete a value of such an attribute. In the example of Figure 2.1, attribute operationalState on the InterfaceIPv4-class is readOnly.

- **isNillable**: this property makes it possible for the value to be null, a distinct value regardless of the used data-type. Attribute userLabel on Router as well as encapsulation and mtu on InterfaceIPv4 in the example are attributes, whose value can be set to null.

- **mandatory**: this property is the opposite of isNillable and makes it impossible to set a value of an attribute to null. The attribute vlanId on VlanPort in the example can not be set to null.

- **key**: this property has to exist on exactly one attribute in each class, the key-attribute. Each class in the example has one key attribute.

The data-types define the value of the attribute and are well-known from several programming languages. Some of them can be further specified with properties, which further refine the data-type:

- **boolean**: The data-type used in propositional logic containing true or false.

- **int**: As in other programming languages, it is an unconstrained integer. It cannot be greater than 64 bits, but it is possible to constraint it further by the use of the range-property containing min and max options. Since some of the smaller int-types are used more frequently, the current implementation provides the following sub-types: uint8, uint16, uint32, uint64, int16, int32 and int64.
• **string**: A character sequence with a possible length property to constrain it in its length and the validValues property to constrain it with a regular expression. Regular expressions are defined by the POSIX extended regular expression (ERE) standard. This validation feature allows the representation of IP and MAC addresses, dates, QoS sequences and many more.

• **moRef**: A string-attribute, referring to another class. It acts similar to a pointer in C++. This data-type has a special meaning for bi-directional associations as we will describe in Section 2.2.5.

These base-types can be seen as the building-blocks for an attribute. However, there are situations where the need for a richer type arises. In these cases, we have a reference in the attribute to one of the following data-types:

• **enum**: an enumeration-type, i.e., consists of a finite number of members. Each member contains a name and an integer value.

• **struct**: can be seen as an inner class. Similar to a struct in the C programming language it contains a list of struct-members, each one of the type enum, string, boolean, int or moRef. If the isExclusive property is given, this data-type implements the semantics of a union in the C programming language, i.e., only one of its member can be set at instantiation time.

**2.2.4 Instance uniqueness**

A key attribute is used to uniquely identify an instance in a set of instances of the same class. The current implementation uses string for all key-attributes in each class. The name of such attribute can be arbitrarily chosen.

Even though the key attribute is needed to identify an instance, the fully specified path name starting from ManagedElement is uniquely determining an instance in an overall configuration (see Section 2.3 for an example).

**2.2.5 Bi-directional Associations**

There is also the possibility for instances to refer to other instances possibly located in a different branch of the tree. This is achieved with bi-directional associations involving two attributes. Both attributes need to have the moRef data-type.

The two end-points (i.e., instances) of such an association are called server and client, whereas both instances contain references of each other. However, the reference in the client is readOnly, so the client is only passively containing the referring instances, whereas the server contains a modifiable attribute of type moRef. The value of such an attribute is the fully specified path of the client. This implies that the client has to be inserted before the server.

The bi-directional association in the example in Figure 2.1 between InterfaceIPv4 and VlanPort consists of the attribute encapsulation on the InterfaceIPv4, which is the server and points to the reservedBy attribute of VlanPort.
2.3 Configurations

A configuration of an ECIM model is the same concept as an instance of a class. Starting from the example model in Figure 2.1, one can derive a large number of configurations depending on the business needs and the specific usage of the software. The configuration in Figure 2.2 shows a minimal example of a configuration. The value of the key-attribute is explicitly concatenated to the name, e.g., `Router=1`.

![Minimal Configuration of the model in Figure 2.1.](image)

This example contains only of one user-inserted instance, namely `Router=1` (or fully specified `ManagedElement=1, Transport=1, Router=1`). The other two instances are systemCreated. The inserted instance, further contains the only attribute `ttl=50`. In order to write this configuration to memory, the operator has to type specific commands into the configuration manager in a top-down approach, i.e., first insert `ManagedElement=1`, then `Transport=1` and then `Router=1`. The configuration manager always navigates into the previously created instance. Further, the `ttl` attribute on the last instance will be assigned while being inside the `Router=1` instance.

The next example in Figure 2.3 shows another possibility how to configure the system using the model in Figure 2.1. Note that this time we omitted the fully specified path in each node, since it is easily derivable from the structure.

Here we can see, how a bi-directional relation on a configuration works. The `InterfaceIPv4=1` node contains the path to the client instance, whereas the client keeps a `readOnly` list of all the servers, i.e., the fully specified path (as a string) of each referring server. The client’s `reservedBy` attribute is only there to show where the bi-directional adjective comes from. It will not be inserted by the user.

Another similar configuration in Figure 2.4 shows how it works with multiple servers pointing to the same client.

In more complex configurations like the one in Figure 2.5, it is more obvious why to have the fully specified path as a unique identifier for each instance. The example is not a configuration according to the example model, but to show how uniqueness in the model is guaranteed. The example model would need to change and to contain `Transport` not as `isSystemCreated` and have a cardinality of `[2..2]`.

If we would only rely on the key-attribute, we would have an ambiguity problem. The configuration is not respecting the model in Figure 2.1, but is used to demonstrate the configuration possibilities.
2.4 Feature Models

As we have seen in Chapter 1, highly configurable software is desired, but difficult to model and derive test-cases. Ericsson AB developed ECIM models to model the configuration possibilities. Besides that, also other commercial as well as open source solutions needed this modeling approach. Thus, researchers focused on Feature Models, a compact representation of all products in a software product line (SPL). A configuration is a set of selected features of such a feature model, which respects the structure of the feature model. The original definition of feature models was given by Kang et. al. [17], where the overall method of feature identification was presented. However, in the ECIM domain the features or classes are already identified and modeled. The formal definition of a feature model is the following [17, 10]:

Definition 2.1. A feature is a prominent or distinctive user-visible aspect, quality, or characteristic of a software system or system. A feature model is a feature diagram with additional information such as descriptions, binding times, priorities and others. A feature diagram is a structural organization of a set of features. It is usually represented as a tree with the root representing a concept (e.g. software system) and its descendant nodes are features. A configuration defines one possible product of a feature diagram. A configuration of a feature diagram is comparable to an object of a class in object-oriented programming. A staged configuration is the process successively specializing a feature diagram followed by the derivation of a configuration from the most specialized feature diagram in the sequence.

Extensions of the original definition of feature models include cardinalities as well as attributes [6, 5, 11]. These extensions are essential to model ECIM in terms of feature models. Figure 2.6 shows an example of a feature model from the context of a mobile phone product line. Other examples covering both software systems as well as industrial product lines are present in current research and literature.

Important to notice is, that in our example the inner nodes of the tree are not only abstract concepts, but are actually used and need to be instantiated as any other class.

The cardinalities \((1 - 1)\) and \((0 - 2)\) in the example are group cardinalities which are applied on a group of features. They are not used in the ECIM specification.
Figure 2.4: Configuration of the model in Figure 2.1 with multiple bi-directional associations.

Figure 2.5: Configuration to demonstrate uniqueness of instances.

Figure 2.6: Example of the mobile phone feature model.
Chapter 3

Constraints

After we have seen how we can derive configurations from an ECIM model as well as how such
a model looks like, we will now focus on the used constraints, which are called dependencies in
the ECIM context. Dependencies are used to express conditions which have to be valid, in order
for a configuration to be accepted by the configuration manager. The current implementation of
the ECIM meta-model specification expresses these constraints in Schematron.

Schematron\(^1\) is a validation language for XML documents. It defines assertions which have
to be satisfied in order to pass the test and for the document to be valid. Schematron is usually
embedded into a XML file and uses XPath queries to express the constraints.

In the ECIM XML files, Schematron-rules can be defined on a class. The validation of those
rules is applied to the resulting configuration.

3.1 Example Dependencies

```xml
<schema xmlns="http://purl.oclc.org/dsd1/schematron">
  <pattern>
    <rule>
      <assert test='count(InterfaceIPv4[@loopback]) le 64'><value-of select="."/>
        Maximum number of InterfaceIPv4 configured as loopback is 64</assert>
      <assert test='@ttl eq 64'><value-of select="."/> Attribute Time-To-Live (ttl)
        must be equal to 64</assert>
      <assert test='are-distinct-values(./InterfaceIPv4/@encapsulation)'><value-of
        select="."/> The InterfaceIPv4’s encapsulation must be unique.</assert>
    </rule>
  </pattern>
</schema>
```

Listing 3.1: Dependencies on the class Router of the Example in Figure 2.1.

The example script in Listing 3.1 gives the fully specified Schematron validation on the class
Router. The `<assert>`-tag is the most important one, where `test` is the XML-attribute contain-
ing the XPath expression; usually one expression for each assertion. `<value-of>` is used to
define the starting point of the verification, which is the current instance ".". The text inside
`<assert>` is the error-message. We will omit this text, since it will not be further used by our

\(^1\)http://www.schematron.com/
3.2 XPath Expression Set

Examples. However, this text is displayed at the configuration manager if the validation fails, i.e., if the test attribute returns false.

\[
\text{count(InterfaceIPv4[@loopback]) } \leq 64
\]

The test attribute of the first assertion is used to verify if the number of InterfaceIPv4 instances (in general, not under the current Router-instance), which have the loopback attribute set, is smaller or equal (\( \leq \)) than 64.

\[
@\text{ttl} \ eq \ 64
\]

The second assertion is trivial and ensures that the ttl attribute is always set to 64.

\[
\text{are-distinct-values(./InterfaceIPv4/@encapsulation)}
\]

The last assertion is used to validate, if all encapsulation attributes of all InterfaceIPv4 instances under the current Router instance are distinct, i.e., have different values.

\[
\text{InterfaceIPv4 contains assertions too, which can be seen in Listing 3.2}
\]

Listing 3.2: Dependencies on the class InterfaceIPv4 of the Example in Figure 2.1.

3.2 XPath Expression Set

Beside these trivial assertions other, more complex expressions are possible, where XPath is the core of the validation language. The current implementation used in ECIM uses a reduced set of XPath expressions in order to validate the resulting configurations. An XPath expression can be of the form:

- **Literals**, i.e., integers and strings.
- **Unary and binary boolean operators**: ¬, ∧, ∨, ⊕. The arguments to those operators are again an XPath expression.
- **Binary comparison operators**: <, ≤, >, ≥, =, ≠. Each operator takes two XPath expressions as arguments.
- **Binary arithmetic operations**: +, −, *, ÷, mod. Each operation takes two XPath expressions as arguments.
- **Path expressions** are used to navigate inside the configuration-tree and can be seen as a list. Each element denotes one move and can have one of the following form:
3.3 SMT

- `.` refers to the current instance.
- `..` refers to the parent instance.
- `<name>` refers to a specific class name. This returns all instances of this name.
- `@<name>` refers to an attribute name.

For example, let `../..A/B/@c` be defined on a class X. Then it informally denotes: For each instance of X take the parent instance, select all child instances of type A then for all child instances of type A select all child instances of type B. For all B instances, select the value of attribute c.

- Filter expressions can be seen as predicates for path expressions, where a condition to select a specific instance is added. Consider the slightly modified example of before: `../..A/B[@c = 1]`. In this case we select only those B instances whose c attribute equals 1.

- Function calls allow the use of special functions. Only a small subset is used from the original XPath range of functions. Each function takes at least one argument. xpath-arguments are other arbitrary Xpath expressions. Those functions include:
  - `count(xpath)`: simply returns the number of occurrences for which xpath holds.
  - `are-distinct-values(xpath)`: asserts if all values inside the evaluated xpath have a distinct value.
  - `matches(string, pattern)`: checks if the given string-attribute matches a regular expression pattern.
  - `exists(xpath)`: is mainly used for moRefs, i.e., if the client exists the xpath is pointing to. If expr is not a moRef this function checks if xpath is not null.
  - `contains(xpath, string)`: checks if a given string is inside an expression xpath.
  - `string-length(string)`: returns the length of a given string.

We will come back to the example once we have to generate test-cases automatically. The power of these dependencies allows the developers of ECIM to define a big variety of conditions which have to be fulfilled in order for the configuration to be valid.

3.3 Satisfiability Modulo Theories

In order to capture the explained functionality of the used XPath expressions, we will introduce constraint satisfaction problems (CSP). Then we will proceed to satisfiability modulo theories (SMT), a generalized successor of the famous SAT problem.

The purpose of a CSP is, to determine the satisfiability of constraints. The following definition should clarify the purpose further:

**Definition 3.1.** [25] A constraint satisfaction problem (CSP) is defined by a set of variables $X_1, X_2, \ldots, X_n$, and a set of constraints $C_1, C_2, \ldots, C_m$. Each variable $X_i$ has a nonempty domain $D_i$ of possible values. Each constraint $C_i$ involves some subset of the variables and specifies the allowable combinations of values for that subset. A state of the problem is defined by an assignment of values to some or all of the variables $\{X_i = v_i, X_j = v_j, \ldots\}$. An assignment is called satisfiable if it does not violate any constraint. A complete assignment covers every mentioned variable. A solution to a CSP is a complete, satisfiable assignment.
A various number of problems can be mapped to a CSP [25], including 8 queens, graph coloring and other famous puzzles as well as real world applications including artificial intelligence or resource allocation in operating systems. Further, variations of this definition include finding of the whole possible set of assignments for a given problem, the number of solutions or a maximal or minimal solution for a given problem. No matter how the original definition is changed, CSPs remain NP-hard [25] in general.

The most prominent CSP is the satisfiability (SAT) problem of propositional logic. It involves only variables in the domain \{true, false\}, i.e., propositional variables and determines their satisfiability. SAT modulo theories (SMT) goes one step further: it uses many-sorted first order logic (FOL) to allow a richer logic for describing problems. Furthermore, it constraints the interpretation of some symbols by the use of background theories [13]. For theoretical details of FOL and various background theories we refer to the literature, where Mendonça et al. [13] give a good overview. Later, we will refer to this paper to select suitable theories for our context.

To formulate SMT problems, the SMT-LIB-initiative has been founded in 2003 \(^2\). Its aim is to facilitate research and development in SMT. One of the biggest achievements of this initiative is the development of the SMT-LIB input language [2] which is used by several solvers. In general, the syntax is borrowed from Common LISP and provides a big variety of constructs to support different logics, theories and instructions for the solver. A comprehensive explanation of the SMT-LIB syntax can be found in [2].

\(^2\)http://smt-lib.org/
Chapter 4
Methodology

This chapter will lead to the overall process of the test-case generation. It uses the examples from the previous chapters dealing with the ECIM models (Chapter 2) and the constraints (Chapter 3).

Before merging both examples from the previous chapters into the test-case generation, we first will study general considerations as well as the subdivision of the problem. Then the process is illustrated on an example.

4.1 General Considerations

The overall purpose is to create instances in an automated fashion. Thus, the best way would be, to generate instances from the model without any user interaction. Since one important requirement is the coherency with respect to the dependencies, we need them in a central position of the overall test-case generation process. In order to do that, we need to perform a translation from the current format of the model (XML) to the SMT readable input format. Since most of the SMT solver use the standardized SMT-LIB input language, we will use it as well. Details about the implementation and the used SMT solver are presented in Chapter 5.

No matter how the overall procedure will look like, we need to encode the concepts class, attribute and instance, because all of them can appear in XPath expressions of the dependencies. In the SMT domain, the theory of uninterpreted (i.e., free) functions is used in order to declare new function-symbols. This further implies, that the SMT solver is unaware of the meaning of the declared symbols. This theory is subject of current research and a lot of effort has been put into improving the decision procedures in terms of efficiency. We will start by explaining the translation of the formerly mentioned concepts.

4.2 SMT Translation of General Concepts

Data Types

We will start to translate the basic building blocks of an attribute, which are the data-types. We observe that we need a null value for each attribute regardless the type. Thus, we need to model a type, which is exclusively null or t, where the latter one can be of any type. A declarative data-type including type parameters is the desired technique. This concept is used
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in many functional programming languages. The desired data-type (e.g., in Haskell) would look like

```haskell
data Attribute t = Null | Value t
```

In the SMT-LIB domain, we have the same possibility. We can model this distinct type in a similar fashion. Before showing the exact syntax of this data-type in the SMT-LIB input language, we will examine the different data-types further:

- **boolean** and **int** can be directly mapped to a SMT solver, since **Int** and **Bool** are the most fundamental data-types and supported by almost every SMT solver.

- **string** can not be directly mapped, because almost all SMT implementations lack of a built-in theory for strings. Current research is focused on this aspect and examine the theory as well as the corresponding decision procedures.

An idea would be, to develop an own theory built upon other theories. However, since the development of such a string-theory is a rather time-consuming and error-prone task, we will leave this task for a future work and will now explain workarounds for strings. They can be subdivided into 3 groups:

1. **Key attributes**: Each key attribute of a class is represented as a string. The string can be arbitrarily chosen, with the only requirement, that it remains unique for the same parent-instance. Thus, integers would be appropriate for this purpose. After the SMT-solver runs, we will retrieve the same value, but we then can replace it with actual string values. This can be done with a simple mapping by the help of a hash-table or similar.

2. **Regular expressions**: Such attributes are further constrained with a **validValues** property and are problematic, because we cannot use the SMT solver to find values for them because of the lack of a theory for strings and especially regular expressions. However, it is also possible to use an external list of strings and then use the indexes of those strings which are valid. Thus, we evaluate the valid strings of the present list in a previous step and yield a list of integers, representing the indexes of those strings which are valid. For example, consider the following list of strings:

```plaintext
['1.2.3.4/32', '5.6.7.8/32', '127.0.0.1/16', '192.168.0.14/32']
```

Applying the regular expression `'.+/32'` to each element in it and returning its corresponding index in the list only if it matches the regular expression, would yield the integer list `[0, 1, 3]`. Thus, for those strings in the list, which fulfill the regular expressions, we gather the index and get a new integer-list containing the indexes of valid values.

3. **Free strings**: Since the entered value is not constrained, we can generate them randomly or by using the same method as seen before. Further, it is highly unlikely that such an attribute will be further constrained by dependencies. For the case, that such a string-attribute is further constrained with a **length** attribute, one could think about using an integer for it. Otherwise a constant integer value would be enough.
As we have seen in Sections 2.2.4 and 2.2.5, the moRef data-type is like a pointer to one instance in the overall configuration. Thus, we need to have a globally unique identification for each instance. Since we decided to use integers in the SMT-LIB encoding, we require those integers to be globally unique. As a result, moRef attributes will also be encoded as integers.

- `enums` have distinct integer-values in its members and thus, they can be used directly as integers in SMT-LIB.

- `structs` can be seen as an own class. Each member follows the rules defined so far.

We have seen that all data-types can be mapped to integers. Also for the `boolean` type this is possible, if we follow the usual transformation of `true` and `false` to `1` and `0`.

Thus, the algebraic data-type seen before can be translated directly to a corresponding SMT-LIB type

```scheme
(declare-datatypes () ((Attribute null
 (mk_Attribute
  (value Int)
  )
 ))
)
```

SMT solvers are aware of algebraic data-types, by using the theory of uninterpreted functions. This theory is primarily used to allow the definition of functions.

For further restrictions of data-types, e.g., `uint8`, we would need to constraint the used data-type further. In a purely object-oriented fashion one would consider to create a sub-type of the `Int` type. However, this is not possible at the moment. `Int` is a sort, i.e., a pre-defined type. With a sort usually comes a whole theory, since the decision procedures need to know the properties of the abstract, newly introduced sort. Thus, creating a `uint8` sort, we would need to repeat the theory of integers and add the allowed range, in this case $-2^7 \ldots 2^7 - 1$. Some SMT solvers allow the definition of new sorts, but they are an arbitrary concept with no notion about relations and allowed operations on them. In those cases, the decision procedure is used to find a universe for this sort. This mechanism is not exactly what we need here.

### Classes

To model a whole class of the model, we can use the same approach as before. We use a declarative data-type, but this time without the exclusive `null` value.

![VlanPort](image)

**Figure 4.1:** `VlanPort` as a single class from the example model in Figure 2.1. We further assume that this class is nested into the `vlanPort`-MIM (name-space).
To visualize this, consider Figure 4.1, with the single class `VlanPort`, this time nested into the MIM (name-space) `vlanPort`. This class will be encoded as follows:

```
(declare-data-types () ((vlanPort__VlanPort
    (mk_VlanPort
      (vlanPort Attribute)
      (vlanId Attribute)
      (isTagged Attribute)
    )
  )))
```

Denote, that we do not need to have the attribute `reservedBy` on the class, since it is a `readOnly` attribute. We can also see, that the MIM name takes part of the overall name to avoid name clashes for the same class name in other MIMs.

**Instances**

Finally, the encoding for `instances` is rather simple, by using a constant function. Since each constant needs to be uniquely accessible by the SMT solver, we agreed on the following name schema (assuming that a key 1 was already assigned on this instance):

```
(declare-fun vlanPort__VlanPort___1 () (vlanPort__VlanPort))
```

More general, we agreed on the name-schema

```
<mim-name>__<class-name>___<key>
```

### 4.3 General Approach

As mentioned before, we will model the dependencies as well as the used classes and instances with the use of the SMT-LIB input language. Once we have done this, we will run the SMT solver and check for satisfiability. If the overall encoding is satisfiable, we can retrieve an assignment from the SMT solver. The assignment contains values for the different attributes of those instances involved in at least one dependency. That means, we get a partial test-case from the SMT solver’s assignment.

However, there are still 3 remaining problems to solve:

1. The overall structure of the configuration, i.e., parent-child relations between the classes as well as the number of instances for each instance (cardinalities).
2. The encoding of the used constraint language of the dependencies (in our case the used XPath expression-set).
3. Attributes, which are not covered by the dependencies (unconstrained attributes).
4.4 Structural Characteristics

As denoted before, the structural characteristics involve any hierarchical relations as well as cardinalities. We decided to achieve a desirable “structural coverage”. That means, that the resulting set of configurations are able to explore a desirable amount of selected cardinality-values from the initial cardinality-range. This should involve also combinations between selected cardinality values.

Czarnecki et. al. [11] define "staged configuration" as the subsequent specializations of a feature model in each stage. This definition can be also found in Section 2.4.

They define specialization steps and categorize them into 6 groups. We will follow the feature cloning approach.

**Definition 4.1. Feature Cloning:** Given a cardinality of the form \([a..b]\) with \(a < b\). Then we can select a \(m \in [a..b]\), and re-define the existing cardinality to \([0..(b - m)]\).

The article does not explain the exact implementation of the cloning step. Moreover the selection of \(m\) is not specified further. To achieve a desired "structural coverage", we need to select \(m\) in a specific manner in each step of the . We decided to define the staged configuration further and express the stages in a different form.

**Definition 4.2. Staged Configuration using Feature Cloning:** Let \(I = [a..b]\) be a cardinality, \(s\) denote the number of stages (test-cases) and \(1 \leq i \leq s\). Further, let \(m_i \in I\) be a cardinality of the test-case \(i\). Then there is a \(x\), such that \(m_j' = m_j + x\) with \(1 \leq j < j' \leq s\). We call \(x\) the "skip-size".

\(m_i\) is the selected value of the cardinality. It gives the number of cloned instances. \(x\) indicates which parts of the cardinality will be skipped. It can be seen, that \(x\) could vary for each stage as well as for each cardinality. For our purpose we assume a constant \(x\). A staged configuration would therefore be \(m_1 = a, m_2 = a + x, m_3 = a + 2x, \ldots, m_s = b\).

**Example 4.1.** Assume a cardinality \([0..10]\). Then the test-cases in Table 4.1 are selected using a staged configuration with a skip-size. We can observe, that \(x = 1\) always leads to 100% coverage, since we will produce test-cases for all possible cardinality values. \(x = (b - a)\) yields the lowest amount of test-cases involving only two border-cases \(a\) and \(b\).

We will later see how the implementation of this concept is done.

4.5 Dependencies

As explained in Section 3, we will use a subset of XPath expressions and thus we need to translate them into SMT-LIB assertions.

We will now recall the syntax of the XPath expressions by explaining them in terms of SMT-LIB assertions and instructions.
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Integer and String-literals

Especially integers need a special treatment once they occur in any constraint. The integer can be in the context of a function or of an attribute value. We need to treat both cases according to the context. For example, if we encounter an integer literal in a dependency like

\[ \text{count}(a) = 10 \]

The right hand side of the equation can be directly taken as an integer. Functions like `count` always return a plain integer. If we have a dependency like

\[ a = 10 \]

we need to model 10 as `(mk_Attribute 10)`, i.e., we need to tell the SMT solver explicitly that we are using 10 in context of an attribute value.

Operators

All boolean and arithmetic operators are directly mappable to the SMT-LIB input language. The comprehensive list of those mappings can be found in Appendix B. Since most of them are available also as operators in the SMT-LIB input language, the transformation is rather straightforward.

Functions and Path Expressions

Most of the functions can be expressed not solely by the SMT-LIB input language, but in combination with a preprocessing step which gathers information to represent them as SMT-LIB assertions.

This applies for example to `count(xpath)`. Here we need to process the argument `xpath` first, before encoding the actual `count`-function. If the argument is a path expression terminating with a class we simply count the occurrences of instances of the class and replace the expression with the corresponding integer, which we know in advance due to the previously performed staged configuration.

If we have a path expression with an attribute `a` at the end, we count the occurrences of attributes which are not `null`, i.e.

\[
(+ (\text{ite} (= (a <\text{instance1}>) \text{null}) 0 1) \\
(\text{ite} (= (a <\text{instance2}>) \text{null}) 0 1) \\
\ldots
) 
\]

In most of the cases we have a filtered expression as an argument. In this case, we can compute the `count` of it with the following SMT-LIB expression:

\[
(+ (\text{ite} \langle\text{filter applied on instance1}\rangle 1 0) \\
(\text{ite} \langle\text{filter applied on instance2}\rangle 1 0) \\
\ldots
) 
\]

A special role has `matches(pattern, a)`. In this case, since `a` is a string, we require `a` to have an attached string-list. Then, `matches` will be applied in advance, i.e., the indexes of the string-list which match the `pattern` will be the result-set, for which we can create regular assertions. `contains` works in the same way.
Table 4.2: Resulting test-cases of 4 boolean variables.

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td></td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>true</td>
</tr>
<tr>
<td></td>
<td>false</td>
<td>true</td>
<td>false</td>
<td>false</td>
</tr>
<tr>
<td></td>
<td>true</td>
<td>false</td>
<td>false</td>
<td>false</td>
</tr>
<tr>
<td></td>
<td>false</td>
<td>false</td>
<td>true</td>
<td>false</td>
</tr>
</tbody>
</table>

Path Expressions

Path expressions represent the structural dependencies of a test-case and thus, cannot be represented in SMT-LIB input language. Gathering values of attributes (@a) or instances (A) can only be done in advance and have to be represented into the context of the using function or filter.

4.6 Unconstrained Attributes

Unconstrained attributes do not appear in any constraint and thus, the values found by the SMT solver are less interesting for us since it can take any value. One possibility to achieve different values is, (distinct ...), which ensures difference in values of instances and also attribute values. However, the SMT solver can not achieve a certain goal in terms of a combinatorial coverage. We will now introduce a concept which tries to achieve this.

4.6.1 Combinatorial Testing

The flexibility of a ECIM model was explained thoroughly. However, with flexibility comes complexity in terms of possible configurations. This problem is called software configuration space explosion [24]. A popular approach to this issue is called combinatorial testing, which computes a covering array, i.e., a small set of configurations, such that all possible t-way combinations of settings appear in at least one configuration. t is usually a given interaction strength [24]. If we set t = 2 (pair-wise testing), the resulting array needs to contain all combinations for all pairs of input values. This approach already reduces the number of test-cases tremendously for low t. The negligible remaining problem is, that an error, which raises due to a combination of t + 1 values, can not always be found.

Example 4.2. Assume 4 boolean variables a, b, c and d in a configurable software. Computing all possible combinations yields $2^4 = 16$ combinations. However, we can reduce the amount of test-cases by looking at all pair-combinations of variables. In other words, we compute 2-way combinations. Consider the result in Table 4.2. We have 6 test-cases which reduces the combinatorial explosion problem.

The drawback of this example is, that, we could not cover an error occurring with $a = \text{true}, b = \text{true}, c = \text{false}$ or even an error involving all four variables which is not present in the table.

While this example is only for demonstration purposes, another example with 10 boolean input variables would result in 27 test-cases using a pair-wise approach instead of $2^{10} = 1,024$ test-cases achieving full coverage.

The problem, to compute an optimal covering set, i.e., a set of configurations, such that all possible t-way combinations appear in at least one configuration is NP-hard [18]. However, in
the recent years there were many approaches published, by using various strategies from various topics. Lei et. al. [20] uses a so-called In-Parameter-Order strategy, where the idea is, to start with a simple and small test set and then achieve the result by growing horizontally and vertically. For details about this technique we refer to [20]. Other approaches use greedy algorithms, hill climbing algorithms or heuristics so speed up existing procedures.

For our case it would be a desired mean to include such an approach. However, we can only apply this approach to unconstrained integers and we need to partition the input space of certain types, like integers.

4.7 Final Considerations

To sum up the previous Sections, one can see that the parsing of the constraints need to be done rather early. Since the structural considerations are currently using a greedy approach, several information of the constraints could even instruct the SMT solver by finding a coherent structure.

After that, the structure has to be explored. To do that, we start with the smallest possible product and apply the staged configuration approach of Czarnecki et. al. [11]. The skip-factor in Definition 4.2 will be user-defined and fixed for each cardinality.

The main part is the actual test-case generation. It is obvious, that some of the produced configurations can not satisfy the constraints due to structural incompatibilities. This is, where the SMT solver can help: it either finds a satisfiable attribute-assignment or reports unsatisfiability. In the latter case, we have to delete the test-case from our resulting test-set.

The resulting order of the different tasks of the test case generator leads to the following steps, which have to be performed for each test-case:

1. Run the t-wise algorithm to assign values to the unconstrained attributes.
2. The previously prepared structure by the staged configuration is decorated with key attributes to distinguish the instances in the following SMT solving phase.
3. SMT-LIB code has to be produced in the following order:
   (a) Attribute and class data-type declarations.
   (b) Instances declaration including assertions regarding the data-types as well as assertions about bi-directional associations.
   (c) SMT assertions according to the dependencies.
   (d) Trailing instructions to check for satisfiability and, if so, to retrieve a model.
4. SMT solver run.
   (a) In case of unsatisfiability, delete test-case from the result set.
   (b) In case of satisfiability
      i. translate result into real world values.
      ii. report the real values in the final format to the user.

Steps 3 and 4 are applied to each abstract test-case.
4.7. FINAL CONSIDERATIONS

4.7.1 Theoretical Considerations

An important aspect when trying to apply theoretical results to industry, is to make a complexity analysis. Since most of the theories in SMT solvers are NP-hard, decidable or even undecidable, such an analysis can give reasons to change the encoding or even the overall approach. By evaluating the current achievements, one can observe that most of the theories become at least decidable by cutting of quantifiers. This is an important observation and will be considered in our case. We will now look at the different facets in our encoding and investigate the complexity. Later, in Chapter 6 we will examine these parts further in terms of the used SMT solver in practice.

In our scenario we use algebraic data-types for the attribute type and the classes, uninterpreted functions for the instances as well as boolean logic and integer arithmetic for the constraints. All other aspects will be outsourced to the surrounding implementation.

Uninterpreted Functions

Uninterpreted functions are an important facet in most of the usages of a SMT solver. This applies also to our scenario. Most decision procedures implement a so-called congruence closure algorithm. Those algorithms are the focus of a long-lasting research. Already Nelson and Oppen, two important researchers in the SMT domain, worked on the combination of different theories but also on congruence closure algorithms [22]. Their results were based on the work of Downey et. al. [14].

Determining the complexity of the congruence closure algorithm has been proven to be difficult. The current achievement is an average complexity of $O(n \log n)$ but it is unknown whether this is optimal or not [23].

Inductive Data-types

A inductive data-type [3] such as used in our scenario uses constructors, and possible testers and selectors. The $\Sigma$-signature of inductive data-types associates a function symbol with each constructor and selector and one predicate with each tester [3]. Oppen provided an algorithm to decide over inductive data-types with one constructor in polynomial time. The general problem of inductive data-types remains NP hard, but since data-types were shown to be handy in practice, reasonably efficient algorithms exist.

Arithmetic

The general arithmetic can be deduced from presburger arithmetic, a theory which interprets the signature \{0, 1, +, −, ≤\} in the usual way over the integers. Another, similar theory over the real numbers $\mathbb{R}$ with an additionally arbitrary number of constants in $\mathbb{R}$ is solvable in polynomial time, even though exponential methods, such as the simplex algorithm perform best in practice. On the other hand, the same theory over $\mathbb{Z}$ is NP-complete.

An interesting property comes with the use of difference logic: This logic requires each atom to be $a - b \oplus t$ with $a, b$ to be uninterpreted constants, $\oplus \in \{=, \leq\}$ and $t$ to be an integer. The quantifier free satisfiability problem of difference logic is $O(n^2)$. The obvious extension of multiplication, complicates the overall complexity discussion: even conjunctions of integer-based ground formulas become undecidable [3].
4.8 Example

We will continue with the examples of the model and the dependencies of the previous chapters and partially show how test-cases are generated. First, recall the example of Chapter 2 in Figure 4.2. We will use it together with the dependencies on \texttt{Router} and \texttt{InterfaceIPv4}.

1. Abstract Test Case

First, we want to create abstract test-cases, i.e., only containing the number of instances as well as the order of them, which is implicitly given by the structure. This allows us having a starting point for the SMT solver which is then called to find values for the attributes or report unsatisfiability.

We first have to define the unknown cardinality $\mu = 10$. Further, we will use a constant skip-factor $x = 2$. The resulting set of abstract test-cases (without system created instances) is:

- \texttt{Router}(1)
- \texttt{Router}(1), \texttt{VlanPort}(2)
- \texttt{Router}(1), \texttt{VlanPort}(2), \texttt{InterfaceIPv4}(2)
- \texttt{Router}(1), \texttt{VlanPort}(2), \texttt{InterfaceIPv4}(4)
- \texttt{Router}(1), \texttt{VlanPort}(2), \texttt{InterfaceIPv4}(6)
- \texttt{Router}(1), \texttt{VlanPort}(2), \texttt{InterfaceIPv4}(8)
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• ...
• Router(1), VlanPort(2), InterfaceIPv4(4096)
• Router(1), VlanPort(4)
• Router(1), VlanPort(4), InterfaceIPv4(2)
• ...
• Router(1), VlanPort(4), InterfaceIPv4(4096)
• ...
• Router(1), VlanPort(10), InterfaceIPv4(4096)

We will illustrate the functionality of the SMT solving part on the resulting abstract test-case:

1*ManagedElement, 1*Transport, 1*Router, 2*VlanPort, 2*InterfaceIPv4

Another thing we have to take into consideration is the order of instances. This is another opportunity for the SMT solver to help with. We can see abstract instances as integer values and translate the needed sequential order of the instances into an adequate mathematical relation: a total order. In other words, we translate each parent-child relation and each bi-directional association into a \(a < b\), where \(a\) and \(b\) are abstract instances. Important to notice is that the client of a bi-directional association needs to be inserted before the server, since the latter one needs to know the full path of the client.

For our purpose we would have the following fragment of SMT-LIB code:

\[
\begin{align*}
&\text{(declare-const Router Int)} \\
&\text{(declare-const VlanPort Int)} \\
&\text{(declare-const InterfaceIPv4 Int)} \\
&\text{(assert (< Router VlanPort))} \\
&\text{(assert (< Router InterfaceIPv4))} \\
&\text{(assert (< VlanPort InterfaceIPv4))} \\
&\text{(check-sat)} \\
&\text{(get-model)}
\end{align*}
\]

The same idea applies as before: if the SMT solver is able to find a solution, i.e., if the constraints are satisfiable, we have an explicit order of the instances. This is obviously the case in this example, e.g., with \(\text{Router}=0, \text{VlanPort}=1, \text{InterfaceIPv4}=2\) we satisfy the assertions.

For the following steps, we need to review the dependencies on both classes Router (Listing 3.1) and InterfaceIPv4 (Listing 3.2).

2. Unconstrained Attributes

As discussed before, we are interested for those attributes which are not part of a dependency. At the same time we will exclude key-attributes, since they are assumed to be assigned in advance and globally unique, which for our test-case means: \(\text{VlanPort}=1, \text{VlanPort}=2, \text{Router}=3, \text{InterfaceIPv4}=4\) and \(\text{InterfaceIPv4}=5\). The rest of the attributes we have to take into account in the combinatorial approach are:
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- `VlanPort.vlanId ([1..4096])`
- `VlanPort.isTagged (boolean)`
- `Router.userLabel (string, isNillable)`
- `InterfaceIPv4.mtu ([576..9000], isNillable)`
- `InterfaceIPv4.arpTimeout (uint32)`
- `InterfaceIPv4.trustDSCP (boolean)`

Further to the data-types we assume a partitioning of the input values where it is possible. Thus, for `vlanId` we encode the input-range into 3 equidistant partitions. For the string attribute `userLabel` we assume to have a prepared string-list:

- “Ericsson SSR 8020”
- “Ericsson SSR 8004”
- “Ericsson SmartEdge 100”
- “Ericsson SmartEdge 1200”

Running the combinatorial approach would lead to 22 value combinations for $t = 2$. Using more complex structures, this would not be enough to cover all attribute values. In that case we could increase $t$ and continue. We can continue until $t = n$ where $n$ is the number of unconstrained attributes, which means, that we test all combinations.

Thus, the start parameter for the computation of the covering array are the one in Table 4.3.

<table>
<thead>
<tr>
<th>attribute</th>
<th>input parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>VlanPort.vlanId</code></td>
<td><code>[1..1366], [1367..2731], [2732..4096]</code></td>
</tr>
<tr>
<td><code>VlanPort.isTagged</code></td>
<td><code>true, false</code></td>
</tr>
<tr>
<td><code>Router.userLabel</code></td>
<td><code>null, [0,1,2,3]</code></td>
</tr>
<tr>
<td><code>InterfaceIPv4.mtu</code></td>
<td><code>null, [576..3384], [3385..6192], [6193..9000]</code></td>
</tr>
<tr>
<td><code>InterfaceIPv4.arpTimeout</code></td>
<td><code>3 partitions from uint32</code></td>
</tr>
<tr>
<td><code>InterfaceIPv4.trustDSCP</code></td>
<td><code>true, false</code></td>
</tr>
</tbody>
</table>

Table 4.3: The input parameters for the computation of the covering array. The partitions of `uint32` were ignored due to the big numbers in the ranges.

After executing the algorithm to compute the covering array we get 22 different test-cases. This was done by the same algorithm which will be used in the implementation in Chapter 5. The resulting values are:

- `vlanId`: `[1..1366]`
- `isTagged`: `false`
- `userLabel`: `null`
- `mtu`: `null`
- `arpTimeout`: `[0..1431655765]`
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- **trustDSCP**: false

A random value from the chosen intervals of the integer-attributes will be selected in step 4, the post-processing step.

3. **SMT solver**

After getting values for the unconstrained attributes, we can start the transformation into SMT-LIB as discussed in Section 4.5. The overall SMT-LIB code of the presented example can be seen in Appendix A.

The definition of the attribute-type and the 3 used classes are the following:

```lisp
(declare-datatypes () ((Attribute null
  (mk_Attribute
    (value Int)
  )
)
)
)

;VlanPort
(declare-datatypes () ((VlanPort
  (mk_VlanPort
    (vlanPortId Attribute)
  )
)
)
)

;Router
(declare-datatypes () ((Router
  (mk_Router
    (routerId Attribute)
    (ttl Attribute)
  )
)
)
)

;InterfaceIPv4
(declare-datatypes () ((InterfaceIPv4
  (mk_InterfaceIPv4
    (interfaceIPv4Id Attribute)
    (encapsulation Attribute)
    (loopback Attribute)
    (bfdStaticRoutes Attribute)
  )
)
)
)

We can see that the key attributes are included, since they are needed for eventual bi-directional associations. For example VlanPort has no constrained attributes, but the key-attribute needs to be included for the bi-directional association from InterfaceIPv4.
The next encoding involves the instances as well as the data-type restrictions of the attributes, which we will show on one instance of each class.

(declare-const VlanPort___1 VlanPort)
(assert (= (vlanPortId VlanPort___1)
          (mk_Attribute 1))
  )
)
...
(declare-const Router___3 Router)
(assert (= (routerId Router___3)
          (mk_Attribute 3))
  )
(assert (and (<= 1 (value (ttl Router___3)))
            (<= (value (ttl Router___3)) 255))
  )
)
(declare-const InterfaceIPv4___4 (InterfaceIPv4))
(assert (= (interfaceIPv4Id InterfaceIPv4___4)
           (mk_Attribute 4))
  )
(assert (or (= (encapsulation InterfaceIPv4___4) null)
          (and (<= 1
                 (value (encapsulation InterfaceIPv4___4)))
               (<= (value (encapsulation InterfaceIPv4___4)) 2))
          )
  )
)
(assert (or (= (loopback InterfaceIPv4___4) null)
          (= (loopback InterfaceIPv4___4)
              (mk_Attribute 0))
          (= (loopback InterfaceIPv4___4)
              (mk_Attribute 1))
          )
  )
)
(assert (or (= (bfdStaticRoutes InterfaceIPv4___4) null)
           (mk_Attribute 0))
  )
(assert (or (= (bfdStaticRoutes InterfaceIPv4___4) null)
           (mk_Attribute 1))
  )
)
Now all instances are set up and we need the final assertions: the dependencies. We use the transformation approach illustrated before:

```lisp
(assert (<= (+ (ite (= (loopback InterfaceIPv4___4) null) 0 1) 
             (ite (= (loopback InterfaceIPv4___5) null) 0 1)) 
         64))
(assert (= (value (ttl Router___3)) 64))
(assert (distinct (encapsulation InterfaceIPv4___4) 
                  (encapsulation InterfaceIPv4___5)))

(assert (or (and (not (= (encapsulation InterfaceIPv4___4) 
                        null)) 
                (not (= (loopback InterfaceIPv4___4) 
                        (mk_Attribute 1)))) 
          (and (= (loopback InterfaceIPv4___4) 
                 (mk_Attribute 1)) 
               (not (= (encapsulation InterfaceIPv4___4) 
                       null))))

(assert (not (and (= (loopback InterfaceIPv4___4) 
                   (mk_Attribute 1)) 
                 (= (bfdStaticRoutes InterfaceIPv4___4) 
                    (mk_Attribute 1)))))

(assert (or (and (not (= (encapsulation InterfaceIPv4___5) 
                        null)) 
                (not (= (loopback InterfaceIPv4___5) 
                        (mk_Attribute 1)))) 
          (and (= (loopback InterfaceIPv4___5) 
                 (mk_Attribute 1)) 
               (not (= (encapsulation InterfaceIPv4___5) 
                       null))))

(assert (not (and (= (loopback InterfaceIPv4___5) 
                   (mk_Attribute 1)) 
                 (= (bfdStaticRoutes InterfaceIPv4___5) 
                    (mk_Attribute 1)))))
```
The final instructions for the SMT solver are those to check for satisfiability as well as retrieving the model. The full input script as well as the output of the SMT solver can be found in Appendix A.

4. Post-Processing

This step is needed to translate the SMT solver output into real values. In this step, all encoding aspects of data-types are translated into real enum-values, strings, booleans as well as selecting random values of the chosen ranges from the combinatorial algorithm. Finally, real syntax for the configuration manager is produced, which is trivial and the syntax will not be discussed here.
Chapter 5

Implementation

This chapter will discuss the practical work based on Chapter 4 and will further describe technical details.

5.1 Goal and Approach

The goal of the tool is to generate positive test-cases, i.e., configurations which should always pass while configuring the underlying system. The name of the tool is coteca (configuration test-case).

These test-cases are based on the theoretical model explained in Chapter 2. Following the approach of the previous chapter, we can arrange the tool in a way, that the different stages in the generation process are each encapsulated in various modules or classes.

First, the different parts of this comprehensive work were identified, starting from the input format to the desired output format.

To cover all needs to generate tests, the model specification sometimes lacks of further information, but also simplified assumptions are needed to achieve the goal properly. Examples for these assumptions and missing model details are regular expressions, missing limits of cardinalities, the path to the SMT solver and other user-defined sizes. These facts have to be provided by the user. To have the possibility to save these annotations, we did not require them to be passed as command line arguments, but to be stored in a so-called annotation file, which will be provided as an XML file. It will be explained in Section 5.3.

5.2 Work-flow and Architecture

To describe the work-flow of the final tool, enumerating the different responsibilities is a good practice. After that, these responsibilities will become steps in the work-flow in terms of classes or modules. The final thought goes more into a practical direction and explains the resulting architecture.

The following steps are necessary to generate test-cases:

1. The XML-Parser parses the XML files. Internally calls the parser for the annotation file (see Section 5.3).

2. The Dependency-Handler is responsible for parsing, refining and storing the given dependencies in Schematron (XPath). By refining, we mean already the partial translation
into SMT-LIB format. The complete SMT-LIB code for finding a solution for a set of assertions will be completed once we know the structural properties.

3. The **Structure-Handler** resolves the structural aspects of the model-files, i.e., deals mostly with parent-child relations and the cardinalities, as we have seen in Section 4.4. The staged configuration will be implemented here.

4. The **Test Case Generator** prepares the input file for the SMT solver. For each test-case, one SMT run is performed. It also translates the reported model by the SMT solver into corresponding ECIM configurations.

5. **Test Case Writer** is needed to write the test cases into a machine-readable format. In our case it is a sequence of configuration-commands which are understandable by the configuration manager.

Before we explain these modules in context of a general architecture as well as the detailed technical work of each of these steps in the next Section, we will sketch out some general comments:

- If we are following a classical automated test-case generation process, we would need to include an intermediate step between the SMT aided Test Case Generation (step 4) and the Test Case Writer (step 5), which translates the intermediate format of the test cases into a more general, non-executable format (such as XML), which is then used by the Test Case Writer. Due to time limitations, we decided to implement the specific version only.

- The reason, to separate the Dependency Handler from the XML Parser has also to do with responsibilities. Further, the results of the Dependency Handler could be used in all the preceding steps, so a thorough knowledge about the domain is needed, which would have been simply too much for the XML Parser. Further, for the sake of an extensible architecture, the dependency handler could handle dependencies in a variety of formats (currently only Schematron).

The previously presented steps are following a logical order and look almost like the stages of a compiler. This order and the separation of responsibilities leads to the use of a behavioral design pattern [16], which we will use in our architecture.

### Architecture

What we need is a hierarchical module-structure as well as a pipeline-fashioned work where each module has its own responsibilities: it simply completes its task on a specific object and passes it to the next element in the “pipeline”.

Two design patterns come handy when thinking about our needs: the chain of responsibility pattern as well as the visitor pattern. While the goal of the chain of responsibility pattern is more to allow decoupling of sender and receiver of a command (in our case the parsed model) and the responsibilities are flexibly assigned to different modules, the visitor is more focused on gathering related operations and separation of unrelated ones as well as the object-hierarchy of the visiting object [16].

What we need is a **command object**, which initially contains the command-line arguments and during the different phases of the generation process mutates and adds or deletes information. The different phases are realized by **handlers**, where each of the handlers is performing its part on the command object, before sending it to the next handler.
We can further have dispatchers, i.e., handlers, which internally start an own chain. The granularity of the handler, i.e., the size and responsibility depends a bit on the requirements. In this way, we implement a chain of responsibility pattern, but all of the chain-elements have some responsibility.

The command object needs to be generic enough to produce a desired output in each step. The final architecture looks like the one in Figure 5.1. Note that the go function in the Handler is needed, to mask the administrative code, i.e., calling the handle function of the subclass, checking if the next handler is set and if so, calling go again. It propagates the call, while providing an independent but uniform implementation of the single responsibility. For a code example of the go function we refer to the Implementation Details in Section 5.5.

The module which constructs and launches the chain will be our main program. Consider Figure 5.2 on page 39 for an example of a sequence diagram containing 3 chain elements. The main thread contains a list containing the 3 involved handlers and calls go on the first element in this list. Inside go, a local function handle is called, which changes the arguments before calling again go on the next element in the chain with the modified arguments and so on. For details about the implementation, we refer to Section 5.5.

### 5.3 User Annotations

As we have seen, there are situations where the information taken from the MIM model is not enough to produce suitable test-cases. To provide all the needed information, we require the user to provide an annotation file. This file is also in XML-format and provides a way for the user to create test-cases for different scenario, i.e., hardware configurations.

Limits for cardinalities are one example of such a missing information. Most of the time, the user knows how many children there are required for a real test-case. Another problem arises, if the provided model contains cycles. The model could represent the possibility that a child-instance could be in more than one parent. These cycles are currently not part of any SMT related solution, so the staged configuration could fail.

In this case, the user can provide 0 as a fixed cardinality value, in order to exclude some parent-child relations, and thus break the cycle.

Another example are static parts of the tree. The user might not be interested in testing
Figure 5.2: Schematic sequence diagram.
the whole mim-tree, but only fragments of it. Allowing the tool to create only configurations belonging to a sub-tree, the output still needs to contain the upper nodes from the root node (ManagedElement) to the subtree. Further, some of the nodes are systemCreated, i.e., hard-coded into the system. For those nodes, we need to have fixed values. In other words, the user can specify static parts of the tree, which have to exist To test the desired fragment of a configuration-tree.

5.4 Technical Aspects

We decided to use Python because of the dynamic nature of the language, the big variety of libraries and the good XML Parsing support. It supports object orientation and the decorator feature, which facilitates time measurement. There is also the possibility to call external processes, i.e., in our case the SMT solver.

We used the SMT solver z3 from Microsoft\textsuperscript{1}, a high-performance SMT solver which allows SMT-LIB as input language and supports a big variety of theories. Further, the authors are frequently publishing articles about theories, theorem proving and other SMT-related subjects. The solver is currently used for verification and testing purposes of several Microsoft products. It also took place in several SMT competitions and the documentation provides good support to develop applications.

The formerly discussed chain-of-responsibility pattern can be implemented using the object-oriented features as well as operator overloading of Python. As denoted before, we have a go function, which encapsulates the call to handle which is then overridden in the sub-classes. The overloaded \texttt{\_\_add\_\_} operator is used to connect a chain element to the existing one. The code of the base class \texttt{Handler} can be found in Listing C in the Appendix C.

The remaining discussion is, which object we are going to pass to the chain: the first choice was, to create an object containing all the needed information from the XML files as well as user annotations. Later, we decided to use a built-in \texttt{dict} object, which is internally implemented through hash-tables using open addressing for hash-collisions. Both indicators for fast access times and vanishingly small memory overhead on re-hashing. Thus, we are dealing with simple key-value pairs. This allows a fail-safe implementation.

A nice feature of Python comes with operator overloading. By overloading the \texttt{+} operator (\texttt{\_\_add\_\_}), we achieve list-semantics for our chain. This allows the main program to be more flexible and maintain the single handlers as list elements. An example implementation of the main-function can be seen in Listing 5.1. Even the part of the program, which handles the command line argument from the user is a handler, where the arguments object is wrapped into a \texttt{dict}. This can be seen as the starting point of the overall procedure. After the construction of the chain, \texttt{go} is called on the first element, which internally behaves as you can see in Listing C.

5.5 Implementation Details

We will now have a look at specific details of the implementation. The command line usage of the tool is:

coteca.py [-h] [-s] annotations xml-files

\texttt{-h} is an optional argument and used to print the help.

\textsuperscript{1}http://z3.codeplex.com/
5.5. DETAILS

CHAPTER 5. IMPLEMENTATION

Listing 5.1: The main program.

```python
def __main__(args):
    h=ArgumentHandler()
    h+=XMLParserHandler()
    h+=DependencyHandler()
    h+=StructureHandler()
    h+=TestCaseGenerationHandler()  # TestCaseWriter is called on each test-case internally
    h+=StatisticsHandler()  # Used to gather several statistics
    h.go({"args":args})
    return 0
```

-s is an optional argument to simulate the creation. This is used to verify for completeness, i.e., it checks if the given model-files are not lacking in any relations, data-types, or classes.

**annotations** is the location of the annotation-file.

**xml-files** are the provided XML files containing the MIM including all data-types, classes etc.

Besides these arguments, a log-file can be specified where information about the test-case creation run is collected.

The different Python modules from the chain are explained in the sequel, where most of them contain one or two python classes. Other Python modules not explained here are utilities, i.e., commonly used functions and exceptions, such as translation functions between the output of the SMT solver and the input language of the configuration manager.

**XML Parser**

As the name already suggest, the XML Parser parses the XML files containing the ECIM models. It uses the lxml package of Python. The procedure works as follows:

1. Put each XML file into a list of parsed files.

2. Parse annotation file by the help of AnnotationParserHandler. This is the starting point of the dict object. Several previously discussed information, such as the SMT solver command as well as command line arguments and its input file name, string-list locations, the static tree and the user defined cardinalities are stored after this step.

3. Parse classes, attributes and their data types. This also involves the properties on classes (isSystemCreated) and on attributes. Also the dependencies, i.e., the input of the SMT solver in a future step are stored in plain-text. The data-types are parsed as much as possible, but can only be completed at the next step.

4. Resolve missing data-types. This step is needed, because in the previous step, we could have encountered a derived data-type whose location was already processed.

5. Store relationships, i.e., parent-child relations as well as bi-directional associations. This step also creates the tree from the parent-child relations, which are available as pairs in the XML files. Afterwards, the JSON module of python is used to find any circular references. In that case an Exception is thrown.
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6. Insert annotated classes. The static classes, which can be found in the annotation file are inserted directly into the dict object. This step has to be done at the end, since we need to ensure, that the tree is fully created.

The parser raises an Exception if a class or a data-type is missing. The classes are uniquely accessible by their containing mim as well as the name. The name of a class is therefore \texttt{<mim-name>\_<class-name>}. This assures that we do not have any name-clashes, if one class with the same name appears in different mims.

**Dependency Handler**

As mentioned before, the \texttt{DependencyHandler} is executed directly after the Parser to interpret the XPath expressions and store them into the dict object. It uses the \texttt{SchematronParserHandler} as well as a utility-module called \texttt{DependencyRefinement} to translate the parsed XPath expressions into a format, which is close to the SMT-LIB format.

The \texttt{SchematronParser} uses the \texttt{ply} module, a Python implementation for lex and yacc. The error-handling is basic, but indicates the line number as well as the position inside the input in case of an error in the XPath scripts. The result is again passed to the class on the dict object, by replacing the previously stored dependencies in plain-text.

Since the \texttt{SchematronParser} is unaware of the different classes, and knows them only by name, the \texttt{DependencyRefinement} has knowledge about the previously parsed classes, i.e., it can navigate through the tree, when hitting a \texttt{..} or a \texttt{@<attribute-name>}. This module uses a so-called context for the current class, the current attribute and the current member (for structs). This is needed, because when a path expression is encountered, the current class is set to the one where the dependency was originally found. Since at this point, the \texttt{DependencyRefinement} module is unaware of instances, we simply navigate through the path with the abstract classes. The real instances are then resolved at a later point.

For the different XPath functions the module treats them differently, either by returning a masked part

- \texttt{#<class>.COUNT#}
- \texttt{#<class>._<attribute>.COUNT#}

or by setting a so-called validation on the class or attribute itself. Such a validation indicates an outsourced operation, such as \texttt{match} for regular expressions or \texttt{contains}.

**StructureHandler**

The \texttt{StructureHandler} has the task to resolve the parent-child paths from the tree in form of a Python-dict which is a trivial task involving a recursive function. The result is the set of distinct paths from the tree.

The next step is, to create abstract test-cases, i.e., only containing topological information. The final test-cases are created later to avoid memory-overhead. An abstract test-case only defines the set of classes for each test-case. To accomplish this, every single path is inserted as an abstract test-case.

Then it creates the combination of all paths and inserts them as abstract test-cases.

A further important task is, to decorate instances with useful information for the next step, the actual test-case generation phase. Such information are the previously gathered validations both on classes and on attributes from the \texttt{DependencyRefinement} module, the level in the
current tree of the test-case as well as partitions and translation-functions to translate SMT results back to real values.

Now we can recursively blow up the previously created abstract test-cases. The recursion is not a performance problem, since the maximal depth is the maximal depth of the tree. This is done by using the staged configuration approach as described in Section 1.4. Instead of the skip-size, we use a globally defined skip-factor. This factor is given by the annotation file and is a percent value of how many cardinality-values are excluded from the generation process.

**TestCaseGenerationHandler**

This module is responsible for the execution of the final considerations in the last chapter (Section 4.7), namely:

1. Running the \( t \)-wise algorithm. This is done by the iterator implemented in the Python module named *allpairs*\(^2\). Other than the name suggests, it is a general version which supports different values for \( t \). If we run out of values for a specific \( t \), because the \( t \)-wise array is too small for the number of our instances, we simply reset the iterator and start over with \( t + 1 \).

2. Distributing the key attributes. An internal mapping between the test-case number and the actual key number is done in another small *dict*.

3. Prepare the SMT code. To accomplish this, a utility module *SMTCodeGen* is used, which is aware of the exact syntax of the SMT-LIB input language.

4. Write the prepared SMT-LIB code into a file and run the SMT code.

5. Check if the result was satisfiable. If it is the case, then parse and translate the output model of the SMT solver using the SMT-LIB parser into the adequate format of the test-cases and call the *TestCaseWriter*. Again, this parser uses ply. If it is unsatisfiable, it simply writes the SMT code into a specific file. This mechanism is used to understand the generated code of the tool and examine it further. The same mechanism is used, if the SMT solver returns something else than *SAT*, *UNSAT* or *TIMEOUT* in case a timeout is given in the annotation file.

Before calling the SMT solver, the input file consists of the SMT encoding as seen in Section 4.8:

- The declarative datatype *attribute*, which allows values to be *null*.
- For each class, a declarative data-type with its attributes.
- The instances of each class as a constant. In SMT terms this is a function without parameters.
- Assertions regarding the instances, i.e., attribute ranges, fixed key values and distinctive bi-directional associations. It also sets *moRef* attributes to null, if the client is missing in the set of classes.
- Dependencies are inserted as assertions.
- Trailing instructions for the SMT solver. This instructs the SMT solver to search for satisfiability and retrieve a model.

\(^2\)https://pypi.python.org/pypi/AllPairs/2.0.1
This file is passed to the SMT solver together with the user-defined parameters for the SMT solver, such as time-out from the user annotations.

As mentioned earlier, the next module, namely the \texttt{TestCaseWriter} is called after every successful SMT run. This allows the user to interrupt the overall test-case generation process at anytime and still retrieving the currently generated test-cases.

\textbf{TestCaseWriter}

Gathers the test-cases in machine-readable code from the \texttt{dict} object and transforms them into a sequence of configuration commands. This code is then printed to the screen, written to a file or both. These information are also coming from the annotation file and are stored inside the \texttt{dict} object.
Chapter 6

Evaluation

After we have seen the implementation of the tool, we will describe how the results were evaluated. This will be done on a practical evaluation in Section 6.3. In the integration evaluation we will shortly describe how the tool can be integrated in practice in terms of the build chain. First of all, we will terminate the theoretical evaluation of Section 4.7.1.

6.1 Final Comments on the Theoretical Evaluation

As already stated in Section 4.7.1, we will now complete the work by examining the complexity of the different SMT facets on the used SMT solver z3.

As in many other solvers, z3 uses a congruence closure algorithm to reason about uninterpreted functions. The authors mention an improvement of the original algorithm [12], called Ackermann-reduction, which makes congruence closure polynomially solvable.

According to de Moura et. al. [8], the way z3 handles algebraic data types is a reduction to uninterpreted function symbols.

The linear arithmetic decision procedure used in z3 is largely based on the one used in Yices\(^1\), another SMT solver. More precisely, the procedure is based on a simplex algorithm [15], which is based on a tableau-based solution. Simplex has exponential worst-case complexity.

6.2 Metrics

To understand the differences between the selected models for the evaluation in the next section, we need to introduce metrics in order to compare the properties of a selected model to another one.

AECR

Mendonça et. al. [21, p. 2] introduce the Extra Constraint Representativeness (ECR) on a feature to be the ratio between the number of classes involved in a constraint and the overall number of classes. Since we are dealing with more complex constraints involving attributes, we will use

---

\(^1\)http://yices.csl.sri.com/
a slightly modified ratio, namely Attributed Extra Constraint Representativeness (AECR), as follows:

$$AECR_{FM} = \frac{\sum_{C \in FM} d_C}{\sum_{C \in FM} a_C}$$

where $d_C$ is the number of attributes in a class $C$ dependent on at least one constraint and $a_C$ is the number of attributes of a class $C$. Another name for this metric would be constraint density. We have now a metric to determine how much a feature model is covered by dependencies.

Computing AECR on the example model seen in Figures 2.1 and 4.2 would yield $9/15 = 0.6$, which means that 60% of the model is covered by dependencies.

6.3 Practical Evaluation

For the practical evaluation, we looked at two different models. To gather information about the model, the test-cases and running times, we appended a StatisticsHandler to the end of our chain. Some of the produced configuration sequences were then executed on the final system. We will have a look at the models and the results in the next section.

6.3.1 Model description

As we can see in Table 6.1, we named the two models M1 and M2. The two models are similar in the number of classes and attributes. However, since the cardinalities are bigger at M2, we can also deduce a bigger number of configurations from M2. The AECR are similar for both cases.

We decided to take these two models to demonstrate, how the tool and the SMT solver can handle large cardinalities, i.e., instances per test-case in terms of execution-time. The skip-factor was chosen individually for each test-case. We can already see that selecting ALL for M2 would give us an infeasible amount of test-cases which is impossible to generate as well as to test. We will respect these facts in the next subsection.

6.3.2 Practical Evaluation Results

The practical evaluation was performed on the test-models from the previous section. The summary of the results can be seen in Table 6.2. The test-cases vary in the skip-factor and thus,
6.4 Integration Evaluation

From a software-engineering point of view, the tool has to be used, whenever the MIM model changes. This will happen at the project initialization phase, after the requirement analysis has been performed and the system architecture has been decided. Further, it could be the case that the model changes during the development. In this case, after the change of the model-files the tool could sit right at the version control system and create test-cases, if the model files are committed to a specific repository. The drawback of this integration is, that one might have only a part of the model and not the overall tree. The previously described models (from Section 6.3) are all parts of the model. Further, we could run into performance issues when executing the tool on the comprehensive model.

<table>
<thead>
<tr>
<th>Metric</th>
<th>T1M1</th>
<th>T2M2</th>
<th>T3M2</th>
</tr>
</thead>
<tbody>
<tr>
<td># of test-cases</td>
<td>15</td>
<td>135</td>
<td>769</td>
</tr>
<tr>
<td>skip-factor</td>
<td>0.7</td>
<td>0.7</td>
<td>ALL</td>
</tr>
<tr>
<td>max. instances</td>
<td>4,119</td>
<td>519</td>
<td>260</td>
</tr>
<tr>
<td># SAT</td>
<td>7</td>
<td>135</td>
<td>260</td>
</tr>
<tr>
<td># UNSAT</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td># TIMEOUT</td>
<td>8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>timeout</td>
<td>20 min</td>
<td>20 min</td>
<td>20 min</td>
</tr>
</tbody>
</table>

Table 6.2: Summary of Evaluation.

in the resulting test-cases. The maximal number of instances depends on the skip-factor and the cardinalities. This is the reason for the high number in test-case T1M1. The time-out for T1M1 was set to 20 minutes and can be found somewhere between 658 and 2,872 instances. A reason for this timeout we will discuss in the discussion chapter.
Chapter 7

Discussion

We will now discuss the results of the evaluation in Chapter 6 and also general aspects of the thesis work.

In general, we can observe, that a SMT solver can be useful to find coherent test-cases. We have seen that the transformation of constraints (in our case XPath) is rather crucial, but not a performance over-head. The real performance-issue is a high upper bound of the cardinalities. We used the fragment of the biggest value, i.e., 4096. Together with the structural properties of the resulting test-cases this forms a challenging problem.

The performance issues of the SMT solver for test-cases with a high amount of instances can have many reasons. Besides the theoretical considerations, which we concluded in the previous chapter, the use of a different encoding could be considered.

7.1 SMT Encodings

As denoted in Section 3.3, there are more theories one could consider when modeling this problem. We only considered 3 theories, namely algebraic data-types, uninterpreted function symbols and linear arithmetics. However, one could think about using the array theory or bit-vectors to represent various aspects of the problem description. Since the theory of bit-vectors uses bit-blasting which is directly mapped to the SAT solver, the problem remains NP-complete, but current achievements include strong heuristics to approach good running times.

There is even the possibility to engineer own theories \cite{7} in z3 and integrate the theory into the solver. This theory could be a direct mapping for the problem description. z3 offers a variety of APIs in various languages to have programming support for this achievement. However, a deep theoretical understanding of various facets as well as verification would be needed to engineer a theory. Implementing such a solution would change the architecture of the tool tremendously, because of the strong coupling between solver and the tool. Since we spent most of the time in designing the tool and understanding the context, we omitted this feature. An idea how engineering such a theory could look like is given by Bjørner et. al. \cite{7}.
7.2 Evaluation Discussion

As we have seen, the performance of using SMT solving highly depends on the number of instances per test-case. To understand where the SMT solver starts to time-out one could further investigate the timeout-limit in Table 6.2 and discuss different encodings further. However, after spatial tests, we found out, that the number of instances is not the crucial factor which leads to an explosion in the execution times. We believe that the specific structural layout of a test-case is the reason for the SMT solver to time out or not.

Another important aspect to mention is the environment. These tests were executed in a normal Laptop PC (HP EliteBook 2.3 Ghz with 8GM Main Memory) within a virtual machine. It has to be assumed that several performance measures are tremendously better, if run on an appropriate setup. The virtual machine was equipped with 3.5 GB main memory and the used operating system was Debian 7.5 64-bit.

7.3 Impact

The impact of the presented tool can vary. On one hand it does show how to produce configurations based on the dependencies on a practical level. On the other hand, it can be seen that this approach is not mature enough to be used in a software testing environment. The reason for that is the missing interaction with the user defined objectives. Thus, the tool does produce test-cases, but rather explores the structure in a certain way which might not be the same as the desires of the user. However, the architecture of the tool makes it extensible to be extended with this feature. Including this feature would imply that we could improve the reliability of both the configuration manager as well as other testing activities. As a result, we would increase the reliability of communication systems (in the context of Ericsson AB). Reliable communication has many benefits in terms of sustainability, society and environment. It improves the possibility to share knowledge, to prevent from disasters and to implement changes necessary for a sustainable society.

7.4 Future Work

There are several technical aspects when talking about future work both in terms of the tool \texttt{coteca} as well as scientific considerations:

- \textit{A deeper analysis of the model.} The development of several metrics to distinguish models and achieve good heuristics could improve the overall generation process. This would also include another subcommand to create a summary of the model including various analyses to have a first impression of the model.

- \textit{Support for more MIM data-types.} The current implementation accepts only the most important data-types. However, sometimes the models also contain sequences or sequences of structs. On the other hand, this would imply to find a suitable theory in the SMT domain, which is not trivial. Currently, z3 supports the notion of lists, but only in a pure algebraic fashion, i.e., no notion about the length or membership-relation is known. In other words, the list concept is not a theory, but rather an encoding of another theory, namely uninterpreted functions.

- \textit{String and regular expression support.} Currently, the user has to provide lists for specifically important string attributes. There are solutions to explore regular expressions.
HAMPI [19], Kaluza (which is build upon Kudzu [26]) or Rex [28] are tools which allow to define string constraints and search for solutions. All of them are built upon a solver and use other formalisms such as automata theory to explore and find instances. Another approach to this, would be the development of a theory upon the SMT solver and search for valid strings. However, this would imply the development of a suitable string-theory and also, to develop a logic. String logics and string decision procedures are hot topics of current research.

- **Performance optimizations.** The tool certainly needs some performance optimizations. Even though a profiler was used to locate performance overheads, further algorithmic optimizations have to be considered. Also in terms of constraint transformation, some performance could be improved by shifting parts of the simplification work from SMT to the Python modules. The used memory is generally under control, but could be further improved by removing redundant data. This could be done with a data-flow analyzer.

- **Concurrency.** This could be an important performance gain. No concurrency at all is considered at the moment. However, several functions could run in parallel. For example the `DependencyHandler` and the `StructuralHandler`. As long as the structure resolving does not depend on the constraints, they can be run in parallel.

- **Structure resolving.** The current work of the `StructureHandler` is a brute-force algorithm which explores the range of a cardinality by a given user input. However, other approaches could be considered, e.g., treating feature models as a grammar and apply grammar derivation algorithms to it [4, 1].

- **Normalization.** Similar to relational data-bases, normalization of feature models is the goal to achieve uniqueness in representation and structure. Van Deursen et. al. [27] apply various normalization steps on a feature diagram algebra. These normalization steps are applied on traditional feature diagrams, but they could be extended to capture also cardinality-based feature models. The result of such a normalization would imply an easier encoding and thus, could lead to performance gains.

Except for future work from a practical point of view, there are also scientific obstacles to overcome. In general we have to distinguish between two scientific directions:

1. Problem specific development of solutions involving a SMT solver.

2. Development of decision procedures for the SMT solver.

The first direction is more about how to usefully involve a SMT solver into research, ignoring the internal details and implementation. In our case the focus was lying on the test-case generation for feature models.

One might see that the second direction involves a lot more theoretical knowledge. An example for this are all recent papers about congruence closure algorithms or about string-logics and many more.
Chapter 8

Conclusion

As we have seen, using SMT to generate test-cases from a set of constraints on a model which is the one we have seen in Section 2 is challenging and implies a deep theoretical knowledge. We have seen how highly configurable software can be modeled and how configurations can be derived to test them as well as how to use constraints to steer the test-case generation.

On the other hand, SMT solving provides a comfortable way to delegate decisions to a formal method which is specifically designed for such a task. With the benefit of a comfortable handling there comes the drawback of performance or complexity together with the encoding, which could have an astonishing impact on the running time. However, we believe that there would be some space for improvement by smartly choosing an encoding.

The tool is currently still in the stage of testing, but is already partially used on smaller models to generate configurations for the development. It can be assumed that the work will continue and the tool will be completed to a degree to cover the comprehensive functionality of the models. Once this work is done, it is likely that the tool will be included into the build-chain of the current project set-up.
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Appendix A

SMT Encoding Example

A.1 Input Script

(declare-datatypes () ((Attribute null
  (mk_Attribute
    (value Int)
  ))
  )
)

;VlanPort
(declare-datatypes () ((VlanPort
  (mk_VlanPort
    (vlanPortId Attribute)
  ))
  )
)

;Router
(declare-datatypes () ((Router
  (mk_Router
    (routerId Attribute)
    (ttl Attribute)
  ))
  )
)

;InterfaceIPv4
(declare-datatypes () ((InterfaceIPv4
  (mk_InterfaceIPv4
    (interfaceIPv4Id Attribute)
    (encapsulation Attribute)
    (loopback Attribute)
    (bfdStaticRoutes Attribute)
  ))
  )
)
(declare-const VlanPort___1 VlanPort)
(assert (= (vlanPortId VlanPort___1)
            (mk_Attribute 1))
)

(declare-const VlanPort___2 VlanPort)
(assert (= (vlanPortId VlanPort___2)
            (mk_Attribute 2))
)

(declare-const Router___3 Router)
(assert (= (routerId Router___3)
            (mk_Attribute 3))
)
(assert (and (<= 1 (value (ttl Router___3)))
           (<= (value (ttl Router___3)) 255))
)

(declare-const InterfaceIPv4___4 (InterfaceIPv4))
(assert (= (interfaceIPv4Id InterfaceIPv4___4)
            (mk_Attribute 4))
)
(assert (or (= (encapsulation InterfaceIPv4___4) null)
            (<= 1
               (value (encapsulation InterfaceIPv4___4)))
            (<= (value (encapsulation InterfaceIPv4___4)) 2))
)

(assert (or (= (loopback InterfaceIPv4___4) null)
            (= (loopback InterfaceIPv4___4)
               (mk_Atribute 0))
            (= (loopback InterfaceIPv4___4)
               (mk_Atribute 1))
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(declare-const InterfaceIPv4__5 (InterfaceIPv4))
(assert (= (interfaceIPv4Id InterfaceIPv4__5) (mk_Attribute 5))
(assert (or (= (encapsulation InterfaceIPv4__5) null) (and (<= 1 
(value (encapsulation InterfaceIPv4__5))) 
(<= (value (encapsulation InterfaceIPv4__5))) 2))
(assert (or (= (loopback InterfaceIPv4__5) null) (= (loopback InterfaceIPv4__5) (mk_Attribute 0)) 
(= (loopback InterfaceIPv4__5) (mk_Attribute 1))
)
(assert (or (= (bfdStaticRoutes InterfaceIPv4__5) null) (= (bfdStaticRoutes InterfaceIPv4__5) (mk_Attribute 0)) 
(= (bfdStaticRoutes InterfaceIPv4__5) (mk_Attribute 1))
)
;DEPENDENCIES
(assert (<= (+ (ite (= (loopback InterfaceIPv4__4) null) 0 1) 
(ite (= (loopback InterfaceIPv4__5) null) 0 1))
\begin{verbatim}
64))
(assert (= (value (ttl Router___3)) 64))
(assert (distinct (encapsulation InterfaceIPv4___4)
 (encapsulation InterfaceIPv4___5)
 ))
(assert (or (and (not (= (encapsulation InterfaceIPv4___4)
 null))
 (not (= (loopback InterfaceIPv4___4)
 (mk_Attribute 1)))
 )
 (and (= (loopback InterfaceIPv4___4)
 (mk_Attribute 1))
 (not (= (encapsulation InterfaceIPv4___4)
 null)))
 ))
(assert (not (and (= (loopback InterfaceIPv4___4)
 (mk_Attribute 1))
 (= (bfdStaticRoutes InterfaceIPv4___4)
 (mk_Attribute 1)))
 )
)
(assert (or (and (not (= (encapsulation InterfaceIPv4___5)
 null))
 (not (= (loopback InterfaceIPv4___5)
 (mk_Attribute 1)))
 )
 (and (= (loopback InterfaceIPv4___5)
 (mk_Attribute 1))
 (not (= (encapsulation InterfaceIPv4___5)
 null)))
 ))
(assert (not (and (= (loopback InterfaceIPv4___5)
 (mk_Attribute 1))
 (= (bfdStaticRoutes InterfaceIPv4___5)
 (mk_Attribute 1)))
 )
)
(check-sat)
(get-model)
\end{verbatim}
A.2 SMT solver plain output

sat
(model
  (define-fun InterfaceIPv4___4 () InterfaceIPv4
   (mk_InterfaceIPv4 (mk_Attribute 4)
     (mk_Attribute 1)
     (mk_Attribute 1)
     (mk_Attribute 0))
  (define-fun VlanPort___1 () VlanPort
   (mk_VlanPort (mk_Attribute 1))
  (define-fun VlanPort___2 () VlanPort
   (mk_VlanPort (mk_Attribute 2))
  (define-fun Router___3 () Router
   (mk_Router (mk_Attribute 3) null))
  (define-fun InterfaceIPv4___5 () InterfaceIPv4
   (mk_InterfaceIPv4 (mk_Attribute 5)
     (mk_Attribute 2)
     (mk_Attribute 1)
     (mk_Attribute 0))))
# Appendix B

## XPath To SMT-LIB Mappings

<table>
<thead>
<tr>
<th>Expression</th>
<th>SMT-LIB</th>
</tr>
</thead>
<tbody>
<tr>
<td>¬a</td>
<td>(not a)</td>
</tr>
<tr>
<td>a ∨ b</td>
<td>(or a b)</td>
</tr>
<tr>
<td>a ∧ b</td>
<td>(and a b)</td>
</tr>
<tr>
<td>a ⊕ b</td>
<td>(xor a b)</td>
</tr>
<tr>
<td>a &lt; b</td>
<td>(&lt; a b)</td>
</tr>
<tr>
<td>a ≤ b</td>
<td>(&lt;= a b)</td>
</tr>
<tr>
<td>a &gt; b</td>
<td>(&gt; a b)</td>
</tr>
<tr>
<td>a ≥ b</td>
<td>(&gt;= a b)</td>
</tr>
<tr>
<td>a = b</td>
<td>(= a b)</td>
</tr>
<tr>
<td>a ≠ b</td>
<td>(not (= a b))</td>
</tr>
<tr>
<td>a + b</td>
<td>(+ a b)</td>
</tr>
<tr>
<td>a − b</td>
<td>(− a b)</td>
</tr>
<tr>
<td>a ∗ b</td>
<td>(* a b)</td>
</tr>
<tr>
<td>a ÷ b</td>
<td>(div a b)</td>
</tr>
<tr>
<td>a mod b</td>
<td>(mod a b)</td>
</tr>
<tr>
<td>../A/B/@c (path)</td>
<td>Will be resolved by Python.</td>
</tr>
<tr>
<td>A[@c = 1] (filter)</td>
<td>Depending on the filter,</td>
</tr>
<tr>
<td></td>
<td>operators and functions will be</td>
</tr>
<tr>
<td></td>
<td>expressed in SMT-LIB, if possible.</td>
</tr>
<tr>
<td>count(a)</td>
<td>Will be resolved by Python and</td>
</tr>
<tr>
<td></td>
<td>inserted as an integer.</td>
</tr>
<tr>
<td>are-distinct-values(a, b, c)</td>
<td>(distinct (value a)</td>
</tr>
<tr>
<td></td>
<td>(value b)</td>
</tr>
<tr>
<td></td>
<td>(value c))</td>
</tr>
<tr>
<td>XPath Expression</td>
<td>Description</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>matches(&quot;*.txt&quot;, a)</td>
<td>see Section 4.5</td>
</tr>
<tr>
<td>contains(&quot;txt&quot;, a)</td>
<td>see Section 4.5</td>
</tr>
<tr>
<td>exists(a) and a is a moRef</td>
<td>(= a x) for each x to be the key of the pointing instance of a.</td>
</tr>
<tr>
<td>exists(a) and a is not a moRef</td>
<td>(not (= a null))</td>
</tr>
<tr>
<td>string-length(a)</td>
<td>Will be resolved by Python.</td>
</tr>
</tbody>
</table>
The abstract Handler class

```python
# The Handler is the baseclass of the chain-elements
# in the chain of responsibility pattern.
class Handler(object):
    # Constructor initializes the nextHandler to None
    def __init__(self):
        self.__nextHandler=None

    # Overloaded list-append operator allows to form
    # a chain (list) by linking together multiple handlers.
    def __add__(self, newHandler):
        if not isinstance(newHandler, Handler):
            raise TypeError("Handler.__add__() expects Handler!")
        if self.__nextHandler:
            self.__nextHandler+newHandler
        else:
            self.__nextHandler=newHandler
        return self

    # Should be called at the first chain-element.
    # Performs the local handle of the data-object,
    # before passing it to the next handler.
    # Returns the changed object
    def go(self, data):
        ret=self.__handle(data)
        if self.__nextHandler:
            self.__nextHandler.go(ret)
        return ret

    # Default implementation of the handler.
    # Will be overridden by the different
    # subclasses.
    def handle(self, data):
        return data
```
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