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Abstract

We present a well-posed stochastic Galerkin formulation of the incompressible Navier-Stokes equations with uncertainty in model parameters or the initial and boundary conditions. The stochastic Galerkin method involves representation of the solution through generalized polynomial chaos expansion and projection of the governing equations onto stochastic basis functions, resulting in an extended system of equations. A relatively low-order generalized polynomial chaos expansion is sufficient to capture the stochastic solution.

We derive boundary conditions for an energy estimate that leads to zero divergence of the velocity field. In other words, the incompressibility condition is not imposed directly in the problem formulation but is instead a consequence of the combination of the partial differential equations and the boundary conditions.

Based on the analysis of the continuous equations, we present a semi-discretized system where the spatial derivatives are approximated using finite difference operators with a summation-by-parts property. With a suitable choice of dissipative boundary conditions imposed weakly through penalty terms, the semi-discrete scheme is shown to be stable. Numerical experiments corroborate the theoretical results and we obtain high-order accurate results.
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for the solution variables and the velocity divergence converges to zero as the mesh is refined.
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1. Introduction

Complex fluid flow problems are frequently dependent on model parameters that rely on approximations. Accurate and reliable numerical simulations therefore require that we properly account for uncertainties in parameters, and in initial and boundary conditions. Forward uncertainty quantification deals with systematic and quantitative means of accounting for input uncertainty and methods to propagate it through the numerical model of interest. This process in turn requires numerical methods that produce accurate solutions under uncertainty [1].

A framework for efficient representation and propagation of uncertainty is offered by polynomial chaos methods, e.g., the stochastic Galerkin method where the governing equations are projected onto stochastic basis functions [2, 3]. The aim of this paper is to present and investigate a new stochastic Galerkin formulation of the incompressible Navier-Stokes equations and a corresponding finite difference formulation. We are mainly interested in the case of uncertainty in the viscosity, but provide a framework that may include uncertainty in other model parameters as well as uncertainty in the initial and boundary conditions.

In numerical computations, the governing equations are approximated within the order of accuracy of the numerical method. Neither of them is satisfied exactly on a finite computational grid, but we will derive a method that leads to high-order convergence in all solution variables. By enforcing an advection-diffusion equation for the velocity divergence in combination with suitable boundary conditions, the divergence of the velocity is converging to zero with the order of the scheme.

The stochastic Galerkin formulation introduces an error due to the truncated gPC representation of the problem, and with a low-order stochastic approximation, this error may dominate the discretization error in both the solution variables and the divergence. However, even in the absence of stochastic truncation error it makes sense to sacrifice exact zero diver-
gence for a provably stable solution of high order of accuracy where the error in the solution variables and the divergence can be made arbitrarily small through mesh refinement.

The incompressible Navier-Stokes equations with uncertain viscosity was previously investigated in [4], where a stochastic Galerkin formulation was presented and implemented with a fractional step method resulting in an advection-diffusion problem decoupled from the solution of the pressure and divergence system. The method was generalized to the weakly compressible Navier-Stokes equations and random process input uncertainty in [5]. A similar stochastic Galerkin method for the incompressible Navier-Stokes equations was devised in [6], and evaluated for different uncertain boundary conditions. Efficient representation of uncertainty was ensured by the choice of stochastic basis, i.e., orthogonal polynomials with the inner product weight function matching the probability density function of the boundary conditions. The stochastic Galerkin formulation of the incompressible Navier-Stokes equations was also employed for fluid-structure interaction to study vortex-induced vibrations in [7], and for flow under stochastic non-Boussinesq conditions in [8].

The purpose of this work is not a direct comparison with the previous incompressible Navier-Stokes stochastic Galerkin solvers listed above; that is the goal of a future investigation. Instead, we focus on the development of a new stochastic Galerkin solver and perform detailed analysis to prove relevant properties of the continous formulation and the proposed numerical method. The stochastic Galerkin projection results in an extended system of equations that is dependent on both the sources of uncertainty and the stochastic representation. In order to design general, robust and stable numerical schemes that can handle different forms of uncertainty and different stochastic representations, we use finite-difference operators with a summation-by-parts property [9, 10]. This allows for the design of methods that are provably time stable [11] in combination with boundary conditions that are imposed weakly, i.e., through discrete penalty terms that vanish with spatial mesh refinement [12].

The analysis of well-posedness and stability for the stochastic Galerkin formulation presented in this paper extends the analysis presented for the deterministic incompressible Navier-Stokes problem in [13]. In that analysis, the condition of exact enforcement of the incompressibility condition was relaxed in order to gain overall stability and accuracy of the numerical method. We provide a stochastic Galerkin formulation that leads to an energy estimate
for the velocity divergence. In combination with certain data requirements, this estimate shows that the zero divergence condition indeed is satisfied. Finally, by mimicking that procedure for the semi-discretized problem, we can prove stability and high-order convergence. The result is a stable high-order method that handle stochastic, non-periodic and time-dependent boundary conditions for the incompressible Navier-Stokes equations.

To appreciate both the similarities and the differences between the deterministic and the stochastic Galerkin formulation, we reproduce some of the results from [13] along with new results. The deterministic analysis serves as a roadmap for the stochastic Galerkin analysis, and the analysis of the continuous problem serves as a guide for the analysis of the semi-discrete problem. By proceeding step-wise, from continuous to semi-discrete formulation and from deterministic to stochastic Galerkin formulation, we derive a numerical method for the solution of the stochastic problem that may otherwise be difficult to derive.

In Section 2, we present the generalized polynomial chaos framework, and the stochastic Galerkin incompressible Navier-Stokes equations are presented in Section 3. The continuous formulation is analyzed in Section 4. The deterministic analysis is reproduced from [13], followed by analysis of well-posedness for the stochastic Galerkin formulation. The continuous analysis provides boundary conditions and a recipe for the analysis of stability of the spatially discretized problem in Section 5. Numerical results are presented in Section 6 for a Taylor vortex and a Poiseuille flow problem with stochastic viscosity. Finally, conclusions are discussed in Section 7.

2. Representation of Uncertainty

Following the seminal work in [2, 14], we represent stochastic functions by using the polynomial chaos framework. To this end, consider a probability space \((\Omega, \mathcal{F}, P)\) with the set of elementary events \(\Omega\) and probability measure \(P\) defined on the \(\sigma\)-algebra \(\mathcal{F}\). Let \(\mathbf{\xi} = (\xi_1, \ldots, \xi_d)^T\) be a \(d\)-dimensional independent random vector defined on this space. The inner product between two stochastic functions \(f(\mathbf{\xi})\) and \(g(\mathbf{\xi})\) is defined by

\[
\langle fg \rangle = \int_\Omega f(\mathbf{\xi})g(\mathbf{\xi})dP(\mathbf{\xi}).
\]

Consider a generalized Polynomial Chaos (gPC) basis \(\{\psi_i(\mathbf{\xi})\}_{i=1}^\infty\) spanning the space of second order (i.e. finite variance) random processes on this
probability space. Possible choices of basis functions include the orthogonal polynomials from the Askey scheme [15] and, for functions with non-smooth behavior, stochastic multiwavelets [16]. Multi-dimensional basis functions are generated by tensor products of one-dimensional basis functions. The basis functions are assumed to be orthonormal with respect to the inner product $\langle \cdot , \cdot \rangle$ with the measure $\mathcal{P}$, i.e., they satisfy

$$\langle \psi_i \psi_j \rangle = \delta_{ij}, \quad i, j \in \mathbb{N},$$

where $\delta_{ij}$ is the Kronecker delta. Any second order random field $u(x, t, \xi)$ (typically the solution of a partial differential equation) can be expressed as a gPC expansion in the form

$$u(x, t, \xi) = \sum_{i=1}^{\infty} u_i(x, t) \psi_i(\xi), \quad (1)$$

where the coefficients $u_i(x, t)$ are defined by the projections

$$u_i(x, t) = \langle u(x, t, \xi) \psi_i(\xi) \rangle, \quad i \in \mathbb{N}. \quad (2)$$

The solution statistics are functions of the gPC coefficients and can easily be obtained by post-processing of the solution. For instance, the expectation and variance are given by, respectively,

$$\mathbb{E}(u) \equiv \langle u \rangle = u_1, \quad Var(u) = \sum_{i=2}^{\infty} u_i^2. \quad (3)$$

In practice, the infinite expansion in (1) is truncated to a finite number of terms such that, for instance, the total polynomial order of each $\psi_i(\xi)$ is at most $p$. The total number of gPC terms is then prescribed $a \text{ priori}$, unless an adaptive method is used, in that case the number of basis functions change over time [17].

3. Problem Formulation

For ease of presentation, we consider the two-dimensional incompressible Navier-Stokes equations, while the proposed developments are applicable to
the three-dimensional setting. Let \( x = (x, y) \) and consider the spatial domain \( D = [0, 2] \times [0, 2] \). We have

\[
\begin{align*}
    u_t + uu_x + vu_y + p_x - [(\mu u)_x + (\mu u)_y] &= 0, \\
    v_t + uv_x + vv_y + p_y - [(\mu v)_x + (\mu v)_y] &= 0, \\
    u_x + v_y &= 0. 
\end{align*}
\]

In (4)-(6), \( u \) and \( v \) are the velocity components in the \( x \)- and \( y \)-directions, respectively, \( p \) is the pressure, and \( \mu \) is the viscosity. The subscripts \( x, y \) and \( t \) refer to the spatial and temporal derivatives. Setting \( \phi = u_x + v_y \) and taking the divergence of (4)-(5) without imposing (6), gives

\[
\phi_t + u\phi_x + v\phi_y - (\mu\phi)_x - (\mu\phi)_y = F, \quad (7)
\]

where

\[
F = (\mu_x u)_x + (\mu_x u)_y + (\mu_y v)_x + (\mu_y v)_y - u_x^2 - 2u_y v_x - v_y^2 - p_{xx} - p_{yy}. \quad (8)
\]

In the case of a constant \( \mu \), which was considered in [13], we have \( F = -u_x^2 - 2u_y v_x - v_y^2 - p_{xx} - p_{yy} \).

In the numerical calculations we approximate the relations (4)-(7) within the order of accuracy of the numerical method. Neither of them is satisfied exactly on a finite computational grid, but we will derive a method that leads to high-order convergence in all solution variables \( u, v, p \) and the divergence of the velocity converging to zero. By enforcing (7) in combination with suitable boundary conditions and a Poisson equation for the pressure, we also satisfy (6) without explicitly imposing it.

3.1. Stochastic Galerkin Formulation

We next consider the case where the viscosity \( \mu \) in (4)-(5) as well as the boundary and initial conditions are uncertain and characterized by an independent random vector \( \xi \). This implies that the velocity components \( u, v \) and the pressure \( p \) are also random functions, represented by the truncated
The number of basis functions $M$ should be chosen sufficiently large to accurately represent the stochastic variation in the output, which could be unknown a priori. Spectral stochastic projection is performed by multiplying (4) and (5) with $\psi_k$ for $k = 1, \ldots, M$ and integrating w.r.t. the measure $\mathcal{P}$. Following the stochastic Galerkin formulation, we require the residual of the equation to be orthogonal to each and every $\psi_k$, which leads to the following coupled systems of partial differential equations (PDEs) for the gPC expansion coefficients.

\begin{align}
(u_k)_t + \sum_{i=1}^{M} \sum_{j=1}^{M} [u_i(u_j)_x + v_i(u_j)_y] \langle \psi_i \psi_j \psi_k \rangle + (p_k)_x &
- \sum_{i=1}^{M'} \sum_{j=1}^{M} [(\mu_i(u_j)_x) + (\mu_i(u_j)_y)] \langle \psi_i \psi_j \psi_k \rangle = 0, \\
(v_k)_t + \sum_{i=1}^{M} \sum_{j=1}^{M} [u_i(v_j)_x + v_i(v_j)_y] \langle \psi_i \psi_j \psi_k \rangle + (p_k)_y &
- \sum_{i=1}^{M'} \sum_{j=1}^{M} [(\mu_i(v_j)_x) + (\mu_i(v_j)_y)] \langle \psi_i \psi_j \psi_k \rangle = 0.
\end{align}

The viscosity $\mu$ is represented by a gPC expansion of order $M'$, where $M' \geq M$ is chosen sufficiently large for maximum accuracy of the projection of (4) and (5) on the finite space spanned by $\{\psi_k\}_{k=1}^{M}$. Let $u^M = (u_1, \ldots, u_M)^T$ and $v^M = (v_1, \ldots, v_M)^T$ denote the vectors of gPC coefficients of $u$ and $v$, respectively. Let the matrix $A(u^M)$ be defined
by

\[ [A(u^M)]_{kj} = \sum_{i=1}^{M} u_i \langle \psi_i \psi_j \psi_k \rangle, \quad j, k = 1, \ldots, M. \]

By the definition of \( A(\cdot) \), for any vectors \( a^M, b^M \in \mathbb{R}^M \), it holds that

\[ [A(a^M)b^M]_k = \sum_{j=1}^{M} \sum_{i=1}^{M} \langle \psi_i \psi_j \psi_k \rangle a_i b_j = [A(b^M)a^M]_k, \]

so we can interchange the vector valued argument of \( A(\cdot) \) with the vector the matrix is multiplied with, i.e. the order of the two factors of the product does not matter. Thus, we arrive at the expression

\[ A(a^M)b^M = A(b^M)a^M, \quad (14) \]

that is frequently used in our derivations. By using (14), the stochastic Galerkin formulation of the momentum equations (12)-(13) can be written

\begin{align*}
  u^M_t + A(u^M)u^M + A(v^M)v^M + p^M_x - (A(\mu)u^M)_x + (A(\mu)v^M)_y &= 0 \quad (15) \\
  v^M_t + A(u^M)v^M + A(v^M)v^M + p^M_y - (A(\mu)v^M)_x + (A(\mu)v^M)_y &= 0, \quad (16)
\end{align*}

where \( \mu = (\mu_1, \ldots, \mu_M)'^T \) and \( p^M = (p_1, \ldots, p_M)'^T \).

**Remark 1.** The order of the gPC expansion of \( \mu \) is chosen sufficiently large to guarantee that \( A(\mu) \) is positive definite. This is explained and analyzed in [18] for a single stochastic dimension.

Performing stochastic Galerkin projection of the incompressibility condition (6) onto the stochastic basis yields

\[ u^M_x + v^M_y = 0. \quad (17) \]

Similarly, stochastic Galerkin projection of (7) gives

\[ \phi^M_t + A(u^M)\phi^M_x + A(v^M)\phi^M_y - (A(\mu)\phi^M_x)_x - (A(\mu)\phi^M_y)_y = F^M, \quad (18) \]

where

\[ F^M = (A(\mu_x)u^M_x)_x + (A(\mu_x)u^M_y)_y + (A(\mu_y)v^M_x)_x + (A(\mu_y)v^M_y)_y - A(u^M_x)u^M_x - 2A(u^M_y)v^M_x - A(v^M_y)v^M_y - p^M_{xx} - p^M_{yy}. \quad (19) \]
Remark 2. The stochastic Galerkin version of the incompressibility condition is (17), i.e., a zero-divergence condition for each gPC coefficient of the velocity components.

Remark 3. Note that by setting $M = 1$ in (15)-(19), we recover the deterministic case (4)-(8).

4. Analysis of Well-posedness

As was indicated above, the incompressibility condition (17) is not explicitly enforced. As we will see, (17) is enforced indirectly by solving (18) with $F^M = 0$ and a specific set of boundary conditions. To ensure incompressibility, we will derive an energy estimate that shows that incompressibility is indeed satisfied. The energy estimates in the following sections rely on time integration of expressions for the temporal derivative of the norm of the quantity of interest. Without subscripts specifying a weight function, $\| \cdot \|$ denotes the standard Euclidean norm.

4.1. An Energy Estimate for Divergence Preservation

We start by first left-multiplying the advection-diffusion equation (18) for the divergence gPC coefficients by $2(\phi^M)^T$. Next, we use that $(\phi^M)^T A(u^M) = (u^M)^T A(\phi^M)$ and $(\phi^M)^T A(v^M) = (v^M)^T A(\phi^M)$ by (14). Finally, we integrate over the spatial domain to obtain the following expression for the time derivative of the norm of the velocity divergence.

$$
\frac{d}{dt} \| \phi^M \|^2 + \int_D (u^M)^T [A(\phi^M)\phi^M]_x + (v^M)^T [A(\phi^M)\phi^M]_y \, dx \, dy
$$

$$
-2 \int_D (\phi^M)^T [A(\mu)\phi^M]_x + (\phi^M)^T [A(\mu)\phi^M]_y \, dx \, dy
- 2 \int_D (\phi^M)^T F^M \, dx \, dy.
$$

Integration by parts and rearrangement of terms yield

$$
\frac{d}{dt} \| \phi^M \|^2 + 2 \int_D (\phi_x^M)^T A(\mu)\phi^M_x + (\phi_y^M)^T A(\mu)\phi^M_y \, dx \, dy
$$

$$
+ \int_{\partial D} (u_n^M)^T A(\phi^M)\phi^M - 2(\phi^M)^T A(\mu) \frac{\partial \phi^M}{\partial n} \, ds
= \int_D (\phi^M)^T A(\phi^M)\phi^M + 2(\phi^M)^T F^M \, dx \, dy, \quad (20)
$$
where \( \mathbf{n} = (n_1, n_2)^T \) is the outward pointing normal, and we have adopted the notation

\[
\begin{align*}
\mathbf{u}_n^M &\equiv n_1 \mathbf{u}_M + n_2 \mathbf{v}_M, \\
\frac{\partial \phi^M}{\partial \mathbf{n}} &\equiv n_1 \phi_x^M + n_2 \phi_y^M.
\end{align*}
\]

(21)

(22)

In order to arrive at an energy estimate for the norm of the divergence coefficients, the boundary integral terms in (20) will be rewritten in a form that allows us to identify growth terms, which can then be controlled by subscription of boundary conditions. Assuming that \( \mathbf{A}(\mathbf{u}_n^M) \) is invertible everywhere along the boundary \( \partial D \) implies that the boundary terms in (20) can be rewritten as

\[
(\phi^M)^T \mathbf{A}(\mathbf{u}_n^M) \phi^M - 2(\phi^M)^T \mathbf{A}(\mu) \frac{\partial \phi^M}{\partial \mathbf{n}}
\]

\[
= \left[ \mathbf{A}(\mathbf{u}_n^M) \phi^M - \mathbf{A}(\mu) \frac{\partial \phi^M}{\partial \mathbf{n}} \right]^T \left[ \mathbf{A}(\mathbf{u}_n^M) \right]^{-1} \left[ \mathbf{A}(\mathbf{u}_n^M) \phi^M - \mathbf{A}(\mu) \frac{\partial \phi^M}{\partial \mathbf{n}} \right] - \left[ \mathbf{A}(\mu) \frac{\partial \phi^M}{\partial \mathbf{n}} \right]^T \left[ \mathbf{A}(\mathbf{u}_n^M) \right]^{-1} \left[ \mathbf{A}(\mu) \frac{\partial \phi^M}{\partial \mathbf{n}} \right].
\]

(23)

Let the eigenvalue decomposition \( \left[ \mathbf{A}(\mathbf{u}_n^M) \right]^{-1} = \mathbf{X} \mathbf{\Lambda}^{-1} \mathbf{X}^T \) be given, where \( \mathbf{X} \) and \( \mathbf{\Lambda}^{-1} \) may both vary in space. Then the boundary terms are given by

\[
\left[ \mathbf{X}^T \left( \mathbf{A}(\mathbf{u}_n^M) \phi^M - \mathbf{A}(\mu) \frac{\partial \phi^M}{\partial \mathbf{n}} \right) \right]^T \mathbf{\Lambda}^{-1} \left[ \mathbf{X}^T \left( \mathbf{A}(\mathbf{u}_n^M) \phi^M - \mathbf{A}(\mu) \frac{\partial \phi^M}{\partial \mathbf{n}} \right) \right] - \left[ \mathbf{X}^T \mathbf{A}(\mu) \frac{\partial \phi^M}{\partial \mathbf{n}} \right]^T \mathbf{\Lambda}^{-1} \left[ \mathbf{X}^T \mathbf{A}(\mu) \frac{\partial \phi^M}{\partial \mathbf{n}} \right].
\]

(24)

To get a bound on (23), we assign boundary conditions to prescribe the growth terms,

\[
\mathbf{X}_j^T \left( \mathbf{A}(\mathbf{u}_n^M) \phi^M - \mathbf{A}(\mu) \frac{\partial \phi^M}{\partial \mathbf{n}} \right) \quad \text{if} \quad [\mathbf{\Lambda}]_{jj} < 0,
\]

\[
\mathbf{X}_j^T \mathbf{A}(\mu) \frac{\partial \phi^M}{\partial \mathbf{n}} \quad \text{if} \quad [\mathbf{\Lambda}]_{jj} \geq 0
\]

\( = g_j, \)

(25)

for \( j = 1, \ldots, M \) and at each point on the boundary. \( \mathbf{g} \) is a vector of boundary conditions.
data. By using (25) in (24), we get the estimate

\[- \int_{\partial D} (u_n^M)^T A(M) \phi^M - 2(\phi^M)^T A(\mu) \frac{\partial \phi^M}{\partial n} ds \]

\[- \leq \int_{\partial D} g^T |A^{-1}| g - [X^t A(u_n^M) \phi^M - g]^T |A^{-1}| [X^t A(u_n^M) \phi^M - g] ds, \quad (26)\]

for the boundary integral in (20).

**Remark 4.** If $A(u_n^M)$ is not invertible but has at least one nonzero eigenvalue, we may write its eigenvalue decomposition as

\[A(u_n^M) = [X X_0] \begin{bmatrix} \Lambda & 0 \\ 0 & 0 \end{bmatrix} [X^t X_0],\]

where $X$ contains the basis vectors corresponding to the nonzero eigenvalues $(\Lambda)$ and $X_0$ contains the vectors of the nullspace. Then, since this implies $A(u_n^M) = X \Lambda X^t$, we may use the latter reduced eigenvalue decomposition and proceed as indicated above to prescribe boundary conditions and obtain an estimate for the boundary integral terms.

For the volume terms on the right hand side of (20), we use the inequality

\[2(\phi^M)^T F^M \leq \eta (\phi^M)^T \phi^M + (F^M)^T F^M / \eta, \quad \text{for any real } \eta > 0. \quad (27)\]

Consider sufficiently short times $t \in [0, T]$ and let $\delta = \max_{t,x} eig(A(u_x^M + v_y^M))$. It holds that

\[\int_D (\phi^M)^T A(u_x^M + v_y^M) \phi^M + 2(\phi^M)^T F^M dxdy \leq (\delta + \eta) \|\phi^M\|^2 + \frac{1}{\eta} \|F^M\|^2. \quad (28)\]

Inserting the estimates (26) and (28) into (20), multiplying by the factor $e^{-(\delta+\eta)t}$ and integrating over time from 0 to $T$, we obtain the energy estimate

\[\|\phi^M\|^2 + \int_0^T \left[ 2 \|\phi_x^M\|^2_{A(\mu)} + 2 \|\phi_y^M\|^2_{A(\mu)} \right] e^{-(\delta+\eta)(t-T)} dt \]

\[+ \int_0^T \|X^t A(u_n^M) \phi^M - g\|^2_{|A^{-1}|} e^{-(\delta+\eta)(t-T)} dt \]

\[\leq \|\phi^M(t = 0)\|^2 e^{(\delta+\eta)T} + \int_0^T \left[ \|g\|^2_{|A^{-1}|} + \frac{1}{\eta} \|F^M\|^2 \right] e^{-(\delta+\eta)(t-T)} dt, \quad (29)\]
where \( \| \cdot \|_{\Lambda^{-1}} \) is the \( L_2 \) vector norm weighted by \( |\Lambda^{-1}| \). We impose zero initial and boundary data, \( \phi^M(t = 0) = g = 0 \), and require that \( E^M = 0 \). Then the argument is repeated for a sufficiently short time interval \([T, T']\), and we obtain \( \|\phi^M(t = T')\|_2^2 \leq \|\phi^M(t = 0)\|_2^2 \). Iterating this argument for sufficiently short time intervals, we conclude that \( \phi^M = 0 \) for all times. Thus, the zero divergence condition is satisfied for all times.

The boundary conditions (25) are not the only possible dissipative choice for the divergence of the velocity. A similar but slightly less dissipative energy estimate is obtained for the boundary condition

\[
\phi^M = 0, \quad x, y \in \partial D.
\]

4.2. An Energy Estimate for the Momentum Equations

The derivation of well-posedness for the momentum equations and the resulting energy estimate is a generalization of the deterministic case. For completeness and appreciation of the similarities and differences imposed by the stochastic Galerkin formulation, in Section 4.2.1 we start with the deterministic derivation published in [13]. With a roadmap given by that analysis, we then proceed with the analysis of well-posedness for the stochastic Galerkin formulation of momentum equations in Section 4.2.2.

4.2.1. The Deterministic Case

Multiplying the momentum equations (4)-(5) from the left with the velocities and integrating over the spatial domain \( D \), we get

\[
\frac{d}{dt} (\|u\|^2 + \|v\|^2) + 2 \int_D \left( u^2 u_x + uu u_y + uv v_x + v^2 v_y \right) dxdy \\
+ 2 \int_D (u p_x + v p_y) dxdy - 2 \int_D (u(\mu u)_x + u(\mu v)_y + v(\mu v)_x + v(\mu v)_y) dxdy = 0.
\]

\text{(31)}
Integration by parts of (31) yields

\[
\frac{d}{dt} (\|u\|^2 + \|v\|^2) + 2 \int_{\partial D} (u^2 + v^2)(u_n + v_n)ds - \int_D (u_x + v_y)(u^2 + v^2)dxdy
\]

\[\text{Advective terms}\]

\[+ 2 \int_{\partial D} (u_n + v_n)pds - 2 \int_D (u_x + v_y)p dxdy \]

\[\text{Pressure terms}\]

\[-2 \int_{\partial D} \mu (u u_x + u u_y + v v_x + v v_y) ds + 2 \left(\|\nabla u\|_\mu^2 + \|\nabla v\|_\mu^2\right) = 0, \quad (32)\]

\[\text{Viscous terms}\]

where \( n = (n_1, n_2)^T \) is the outward pointing normal to \( \partial D \). It was shown in Section 4.1 that \( \phi^M = u^M + v^M = 0 \) for all \( M \) including \( M = 1 \) which is equivalent to the deterministic case. Thus, the volume integrals related to the advective and pressure terms in (32) vanish. The boundary integral terms can be rewritten as

\[
\int_{\partial D} (u^2 + v^2)(u_n + v_n) + 2(u_n + v_n)p - 2\mu(u u_x + u u_y + v v_x + v v_y)ds
\]

\[= \int_{\partial D} w^T B w ds,\]

where

\[
w = \begin{pmatrix} u_n \\ u_s \\ p \\ \mu \frac{\partial u_n}{\partial n} \\ \mu \frac{\partial u_s}{\partial n} \end{pmatrix}, \quad B = \begin{pmatrix} u_n & 0 & 1 & -1 & 0 \\ 0 & u_n & 0 & 0 & -1 \\ 1 & 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 & 0 \end{pmatrix}. \quad (33)\]

The eigenvalues of \( B \) are

\[
\lambda_{1,2} = \frac{u_n}{2} \pm \sqrt{\left(\frac{u_n}{2}\right)^2 + 1}, \quad \lambda_3 = 0, \quad \lambda_{4,5} = \frac{u_n}{2} \pm \sqrt{\left(\frac{u_n}{2}\right)^2 + 1}. \quad (34)\]

Boundary conditions are imposed on the characteristics corresponding to the negative eigenvalues \( \lambda_2 \) and \( \lambda_5 \), i.e. \( (X^T w)_j = g_j \) for \( j = 2, 5 \) with \( X \) being the matrix of eigenvectors of \( B \). This ensures that the correct number of boundary conditions is imposed.
4.2.2. The Stochastic Galerkin Case

Multiply (15)-(16) by \([u^M]^T, (v^M)^T\) and integrate over the spatial domain. The resulting expression can be written

\[
\frac{d}{dt} (\|u^M\|^2 + \|v^M\|^2) + \text{advective terms} + \text{pressure terms} + \text{diffusive terms} = 0.
\]

(35)

For clarity, we define and treat the terms groupwise below.

For the advective terms, we use that \(A(\cdot)\) is linear in its argument to rewrite the spatial derivatives. Then we perform integration by parts,

\[
2 \int_D ((u^M)^T A(u^M)u_x^M + (v^M)^T A(u^M)v_x^M + (u^M)^T A(v^M)u_y^M) \, dxdy
\]

\[
+ 2 \int_D (v^M)^T A(v^M)v_y^M \, dxdy
\]

\[
= \int_D \left( (u^M)^T [A(u^M)u^M + A(v^M)v^M]_x + (v^M)^T [A(u^M)u^M + A(v^M)v^M]_y \right) \, dxdy
\]

\[
= \oint_{\partial D} (u^M n_1 + v^M n_2)^T [A(u^M)u^M + A(v^M)v^M] \, ds
\]

\[
- \int_D (\phi^M)^T [A(u^M)u^M + A(v^M)v^M] \, dxdy.
\]

In the first equality, we used that \(2A(u^M)u_x^M = A(u^M)u_x^M + A(u^M)u_x^M = [A(u^M)u^M]_x\), and similar expressions for \(v^M\) and the \(y\)-derivatives.

For the pressure terms, we perform integration by parts,

\[
2 \int_D (u^M)^T p_x^M + (v^M)^T p_y^M \, dxdy = 2 \oint_{\partial D} (u^M n_1 + v^M n_2)^T p^M \, ds - 2 \int_D (\phi^M)^T p^M \, dxdy.
\]

For the diffusive terms, we perform integration by parts and rewrite the resulting volume integral, assuming that \(A(\mu)\) defines a norm, i.e. that \(A(\mu)\) is a positive definite matrix. This is a valid assumption since \(\mu\) is
becomes positive almost surely (in the probabilistic sense). We obtain

\[ 2 \int_D (u_x^M)^T A(\mu) u_x^M + (u_y^M)^T A(\mu) u_y^M \, dx \, dy + 2 \int_D (v_x^M)^T A(\mu) v_x^M + (v_y^M)^T A(\mu) v_y^M \, dx \, dy = 2 \oint_{\partial D} (u_x^M)^T A(\mu) u_x^M + n_1 (u_y^M)^T A(\mu) u_y^M \, ds \]

\[ + 2 \oint_{\partial D} n_1 (v_x^M)^T A(\mu) v_x^M + n_2 (v_y^M)^T A(\mu) v_y^M \, ds \]

\[ -2 \int_D (u_x^M)^T A(\mu) u_x^M + (u_y^M)^T A(\mu) u_y^M + (v_x^M)^T A(\mu) v_x^M + (v_y^M)^T A(\mu) v_y^M \, dx \, dy. \]

Assembling the advective, pressure and diffusive terms, the expression (35) becomes

\[ \frac{d}{dt} \left( \|u^M\|^2 + \|v^M\|^2 \right) + 2 \left[ \|u_x^M\|^2_{A(\mu)} + \|v_x^M\|^2_{A(\mu)} + \|u_y^M\|^2_{A(\mu)} + \|v_y^M\|^2_{A(\mu)} \right] = -2 \oint_{\partial D} (u_x^M n_1 + v_x^M n_2)^T [A(u^M)u^M/2 + A(v^M)v^M/2 + p^M] \, ds \]

\[ + 2 \oint_{\partial D} n_1 (u_y^M)^T A(\mu) u_y^M + n_2 (u_y^M)^T A(\mu) u_y^M + n_1 (v_y^M)^T A(\mu) v_y^M \, ds \]

\[ + 2 \oint_{\partial D} n_2 (v_x^M)^T A(\mu) v_y^M \, ds + 2 \int_D (\phi^M)^T [A(u^M)u^M/2 + A(v^M)v^M/2 + p^M] \, dx \, dy. \]

(36)

In order to rewrite (36) to obtain an energy estimate, we use \( s = (n_2, -n_1)^T \) to denote the vector tangential to the spatial boundary \( \partial D \). Let

\[ u_s^M \equiv n_2 u^M - n_1 v^M, \]  

(37)

\[ \frac{\partial u_s^M}{\partial n} \equiv n_1 (u_s^M)_x + n_2 (u_s^M)_y, \]  

(38)

\[ \frac{\partial u_s^M}{\partial n} \equiv n_1 (u_s^M)_x + n_2 (u_s^M)_y. \]  

(39)

By combining the property (14) of matrix \( A(\cdot) \) with (21) and (37), we get the identity

\[ A(u_n^M)u_n^M + A(u_s^M)u_s^M = [n_1 A(u^M) + n_2 A(v^M)] [n_1 u^M + n_2 v^M] \]

\[ + [n_2 A(u^M) - n_1 A(v^M)] [n_2 u^M - n_1 v^M] = (n_1^2 + n_2^2) A(u^M)u^M \]

\[ + (n_1^2 + n_2^2) A(v^M)v^M = A(u^M)u^M + A(v^M)v^M. \]  

(40)
Also, using (21) and (37)-(39), we have

\[
(u^M_n)^T A(\mu) \frac{\partial u^M_n}{\partial n} + (u^M_s)^T A(\mu) \frac{\partial u^M_s}{\partial n} = (n_1 u^M + n_2 v^M)^T A(\mu) [n_1^2 u^M_x + n_1 n_2 v^M_x + n_1 n_2 u^M_y + n_2^2 v^M_y] \\
+ (n_2 u^M - n_1 v^M)^T A(\mu) [n_1 n_2 u^M_x - n_1^2 v^M_x + n_2^2 u^M_y - n_1 n_2 v^M_y] \\
= n_1 (n_1^2 + n_2^2)(u^M)^T A(\mu) u^M_x + n_2 (n_1^2 + n_2^2)(u^M)^T A(\mu) u^M_y \\
+ n_1 (n_2^2 + n_2^2)(v^M)^T A(\mu) v^M_x + n_2 (n_1^2 + n_2^2)(v^M)^T A(\mu) v^M_y \\
= n_1 (u^M)^T A(\mu) u^M_x + n_2 (u^M)^T A(\mu) u^M_y + n_1 (v^M)^T A(\mu) v^M_x + n_2 (v^M)^T A(\mu) v^M_y.
\]

(41)

Finally, by combining (40), (41) and (36), we obtain,

\[
\frac{d}{dt} \left( \|u^M\|^2 + \|v^M\|^2 \right) + 2 \left[ \|u^M_x\|^2_{A(\mu)} + \|v^M_x\|^2_{A(\mu)} + \|u^M_y\|^2_{A(\mu)} + \|v^M_y\|^2_{A(\mu)} \right] \\
= -\int_{\partial D} (w^M)^T B^M w^M ds + 2 \int_D (\phi^M)^T [A(u^M) u^M/2 + A(v^M) v^M/2 + p^M] dx dy,
\]

(42)

where

\[
w^M = \begin{bmatrix} u^M_n \\ u^M_s \\ p^M \\ A(\mu) \frac{\partial u^M_n}{\partial n} \\ A(\mu) \frac{\partial u^M_s}{\partial n} \end{bmatrix}, \quad B^M = \begin{bmatrix} A(u^M_n) & 0 & I^M & -I^M & 0 \\ 0 & A(u^M_s) & 0 & 0 & -I^M \\ I^M & 0 & 0 & 0 & 0 \\ -I^M & 0 & 0 & 0 & 0 \\ 0 & -I^M & 0 & 0 & 0 \end{bmatrix}.
\]

(43)

Note that (43) mimics the expression (13) in [13] and (33) in this paper. Just as in the deterministic case, we need the sign of the eigenvalues of \(B^M\) to be able to impose boundary conditions.

4.2.3. Eigenvalues of \(B^M\) and Imposition of Boundary Conditions

To find the eigenvalues of \(B^M\), consider the equivalent problem of finding the eigenvalues of a similar matrix. Let \(X_u\) be the matrix of eigenvectors and \(\Lambda_u\) be the diagonal matrix of eigenvalues of the eigenvalue decomposition.
\( A(u_n^M) = X_{u_n} A_{u_n} X_{u_n}^T \). Then, the matrix \( B_{\Lambda}^M \), defined by

\[
B_{\Lambda}^M = \begin{bmatrix}
A_{u_n} & 0 & I^M & -I^M & 0 \\
0 & A_{u_n} & 0 & 0 & -I^M \\
I^M & 0 & 0 & 0 & 0 \\
-I^M & 0 & 0 & 0 & 0 \\
0 & -I^M & 0 & 0 & 0
\end{bmatrix} = (\Gamma \otimes X_{u_n}^T) B^M (\Gamma \otimes X_{u_n}),
\]

is similar to \( B^M \). Thus,

\[
0 = \det(\lambda \Gamma^M - B^M) = \det \begin{bmatrix}
\lambda I^M - A_{u_n} & 0 & -I^M & I^M & 0 \\
0 & \lambda I^M - A_{u_n} & 0 & 0 & I^M \\
-I^M & 0 & \lambda I^M & 0 & 0 \\
I^M & 0 & 0 & \lambda I^M & 0 \\
0 & I^M & 0 & 0 & \lambda I^M
\end{bmatrix},
\]

where \( \Gamma^M \) is the identity matrix of size \( 5M \times 5M \). We will use the fact that for any matrices \( \hat{A} \in \mathbb{R}^{m \times m}, \hat{B} \in \mathbb{R}^{m \times n}, \hat{C} \in \mathbb{R}^{n \times m} \) and \( \hat{D} \in \mathbb{R}^{n \times n} \) it holds that

\[
\det \left[ \begin{array}{cc}
\hat{A} & \hat{B} \\
\hat{C} & \hat{D}
\end{array} \right] = \det \left( \begin{array}{cc}
[I & \hat{B}] \\
[0 & \hat{D}]
\end{array} \right) \det \left( \begin{array}{cc}
\hat{A} - \hat{B} \hat{D}^{-1} \hat{C} & 0 \\
\hat{D}^{-1} \hat{C} & I
\end{array} \right)
\]

\[
= \det(\hat{D}) \det(\hat{A} - \hat{B} \hat{D}^{-1} \hat{C}), \quad (44)
\]

assuming that \( \hat{D} \) is invertible [19]. Let

\[
\hat{A} = (\lambda I^M - A_{u_n}) \otimes I^2, \quad \hat{B} = \hat{C}^T = \begin{bmatrix} -I^M & I^M & 0 \\
0 & 0 & I^M \end{bmatrix}, \quad \hat{D} = \lambda \Gamma^M.
\]

Then, by (44)

\[
0 = \det(\lambda \Gamma^M - B^M) = \det \left[ \begin{array}{ccc}
\lambda I^M & 0 & 0 \\
0 & \lambda I^M & 0 \\
0 & 0 & \lambda I^M
\end{array} \right] \det \left[ \begin{array}{ccc}
\lambda I^M - A_{u_n} - 2\lambda^{-1} I^M & 0 \\
0 & \lambda I^M - A_{u_n} - \lambda^{-1} I^M
\end{array} \right]
\]

\[
= \lambda^3 \det(\text{diag}(\lambda I^M - A_{u_n} - 2\lambda^{-1} I^M, \lambda I^M - A_{u_n} - \lambda^{-1} I^M))
\]

\[
= \lambda \det(\text{diag}(\lambda I^M - A_{u_n} - 2I^M, \lambda I^M - A_{u_n} - I^M)). \quad (45)
\]
The superscripts on $\lambda$ denote powers, but superscripts on matrices (boldface) always denote the order of gPC. The solutions $\lambda$ of (45) are

$$\lambda_{1,j} = \frac{\lambda_{n,j}}{2} + \sqrt{\frac{\lambda_{n,j}^2}{4} + 1}, \quad j = 1, \ldots, M, \quad (46)$$

$$\lambda_{2,j} = \frac{\lambda_{n,j}}{2} - \sqrt{\frac{\lambda_{n,j}^2}{4} + 1}, \quad j = 1, \ldots, M, \quad (47)$$

$$\lambda_{3,j} = 0, \quad \text{multiplicity } M, \quad j = 1, \ldots, M, \quad (48)$$

$$\lambda_{4,j} = \frac{\lambda_{n,j}}{2} + \sqrt{\frac{\lambda_{n,j}^2}{4} + 2}, \quad j = 1, \ldots, M, \quad (49)$$

$$\lambda_{5,j} = \frac{\lambda_{n,j}}{2} - \sqrt{\frac{\lambda_{n,j}^2}{4} + 2}, \quad j = 1, \ldots, M. \quad (50)$$

The subscript $u_n$ refers to the velocity in the normal direction $n$. As was mentioned above, the stochastic Galerkin eigenvalues (46)-(50) are direct generalizations of the deterministic eigenvalues (34).

Similarly to the deterministic case, the negative eigenvalues are always $\lambda_{2,j}$ and $\lambda_{5,j}$, $j = 1 \ldots, M$, independent of both the mean flow direction and the sign of higher order coefficients. The number of boundary conditions therefore remains exactly $2M$.

**Remark 5.** The fixed number of boundary conditions will be a great advantage for the numerical solution of the problem since in this case no special considerations are needed for characteristic curves changing direction. This situation is far from self-evident, and this is in fact not always the case even for scalar linear problems. For example, c.f. [20] for a stochastic Galerkin formulation of an advection equation where the number of boundary conditions depends on the input uncertainty.

The boundary conditions are prescribed on the characteristics corresponding to the negative eigenvalues. We have

$$X_{un} A_2 X_{un}^T u_s^M - A(\mu) \frac{\partial u_s^M}{\partial n} = g_2^M, \quad (51)$$

$$X_{un} A_5 X_{un}^T u_n^M + p^M - A(\mu) \frac{\partial u_n^M}{\partial n} = g_5^M,$$
where $\Lambda_2 = \text{diag}(\lambda_{2,1}, \ldots, \lambda_{2,M})$ and $\Lambda_5 = \text{diag}(\lambda_{5,1}, \ldots, \lambda_{5,M})$.

We showed in Section 4.1 that $\phi^M = 0$. Imposing zero divergence and integrating (42) in time using the boundary conditions (51), leads to the energy estimate

$$\|u^M\|^2 + \|v^M\|^2 \leq \|u^M(t = 0)\|^2 + \|v^M(t = 0)\|^2 + \int_0^T \|g^M\|^2_{\partial D} \, dt$$

$$- 2 \int_0^T \|u^M_x\|^2_{A(\mu)} + \|v^M_x\|^2_{A(\mu)} + \|u^M_y\|^2_{A(\mu)} + \|v^M_y\|^2_{A(\mu)} \, dt.$$

The energy estimate is the first building block in an analysis of well-posedness. If the problem was linear, the energy estimate would directly lead to uniqueness and by choosing the correct number of boundary conditions, existence would be guaranteed. An energy estimate, uniqueness and existence imply well-posedness for linear problems. For nonlinear problems, the situation is similar but more technically involved. For more details on uniqueness and existence, we refer the reader to [21] where the relations between linear and nonlinear problems are discussed.

5. Numerical Method

So far, we have derived continuous results for arbitrary spatial domains. Henceforth, for clarity and simplicity we will present the numerical method for the square domain depicted in Figure 1. We introduce a uniform mesh $(x_i, y_j)$, for $i = 1, \ldots, m_x$ and $j = 1, \ldots, m_y$ on the physical domain $D = [0, 2]^2$. The grid size is $\Delta x = 1/(m_x - 1)$, $\Delta y = 1/(m_y - 1)$.
We use finite-difference operators with a summation-by-parts (SBP) property [9] for the semi-discrete problem, i.e., the spatial discretization of the momentum equation (15)-(16) with the time derivative left continuous. The same SBP operators will be used for the discrete update of the pressure field. Summation-by-parts is the discrete equivalent of integration-by-parts, which we frequently used for the continuous energy estimates in Section 4. By mimicking the continuous analysis, we will derive energy estimates for the semi-discrete momentum equations.

The boundary conditions are enforced weakly through a simultaneous approximation term (SAT) technique [12] that penalizes the deviation from the exact boundary data $g$. The matrices

$$E_m = \text{diag}(0, \ldots, 0, 1), \quad E_1 = \text{diag}(1, 0, \ldots, 0), \quad m = m_x, m_y,$$

are used to position the boundary conditions at the boundary nodes of the spatial discretization.
The first derivative SBP operator was introduced in [9, 10] and is approximated by \( u_x \approx P^{-1}Qu \), where
\[
Q + Q^T = diag(-1, 0, \ldots, 0, 1) = E_m - E_1 \equiv \tilde{B}.
\]
(52)

\( P \) is a positive definite diagonal matrix and defines a matrix norm. Operators of order \( 2n, n \in \mathbb{N} \), in the interior of the domain are combined with boundary closures of order of accuracy \( n \). It is possible to design operators with higher order accuracy at the boundary, but this requires \( P \) to have nonzero off-diagonal entries which can lead to stability problems [22]. We restrict ourselves to diagonal matrices \( P \) since the proofs of stability to be presented later rely on this condition. Subscripts \( x \) and \( y \) on the operators are used to distinguish between the discretizations in the two coordinate directions, whereas subscripts on vectors denote partial derivatives.

For the approximation of the second derivative SBP operator, introduced in [23, 24], we can either use the first derivative operator twice, or use the compact approximation \( u_{xx} \approx P^{-1}(-M + \tilde{BD})u \), where \( M + M^T \geq 0 \), \( \tilde{B} \) is given by (52), and \( D \) is a first-derivative approximation at the boundaries, i.e.,
\[
D = \frac{1}{\Delta x} \begin{bmatrix}
d_1 & d_2 & d_3 & \cdots \\
1 & \ddots & & \\
& \ddots & 1 & \\
& & \cdots & -d_3 & -d_2 & -d_1
\end{bmatrix}.
\]

Here, \( d_i, i = 1, 2, 3, \ldots \), are scalar values leading to a consistent first-derivative approximation at the boundaries.

As a convenient computational tool, we will employ the Kronecker product, denoted by \( \otimes \) and defined for two matrices \( B \) and \( C \), as
\[
B \otimes C = \begin{bmatrix}
[B]_{11} C & \cdots & [B]_{1n} C \\
\vdots & \ddots & \vdots \\
[B]_{m1} C & \cdots & [B]_{mn} C
\end{bmatrix}.
\]

The following notation for the discretization of the derivative operators and matrices of gPC parameters of the momentum and pressure equations is
used:

\[
D_x = P_x^{-1}Q_x \otimes I_y \otimes I^M,
\]
\[
D_y = I_x \otimes P_y^{-1}Q_y \otimes I^M,
\]
\[
D_{xx} = P_x^{-1}(-M_x + \tilde{B}_x D_x) \otimes I_y \otimes I^M,
\]
\[
D_{yy} = I_x \otimes P_y^{-1}(-M_y + \tilde{B}_y D_y) \otimes I^M,
\]
\[
\tilde{A}(u^M) = \text{diag}(A(u_{i=1,j=1}^M), \ldots, A(u_{i=m_x,j=m_y}^M)),
\]
\[
\tilde{A}(v^M) = \text{diag}(A(v_{i=1,j=1}^M), \ldots, A(v_{i=m_x,j=m_y}^M)),
\]
\[
\tilde{A}(u_x^M) = \text{diag}(A([D_x u^M]_{1:M}), \ldots, A([D_x u^M]_{(m_x+1)(m_y-1)M+1:m_x m_y M})),
\]
\[
\tilde{A}(v_y^M) = \text{diag}(A([D_y v^M]_{1:M}), \ldots, A([D_y v^M]_{(m_x+1)(m_y-1)M+1:m_x m_y M})),
\]
\[
D_x^{(skew)} = \frac{1}{2} \tilde{A}(u^M) D_x + \frac{1}{2} D_x \tilde{A}(u^M) - \frac{1}{2} \tilde{A}(D_x u^M),
\]
\[
D_y^{(skew)} = \frac{1}{2} \tilde{A}(v^M) D_y + \frac{1}{2} D_y \tilde{A}(v^M) - \frac{1}{2} \tilde{A}(D_y v^M),
\]
\[
\tilde{A}(\mu) = \text{diag}(A(\mu_{i=1,j=1}), \ldots, A(\mu_{i=m_x,j=m_y})),
\]

where subscripts \(x\) and \(y\) denote matrices of size \(m_x\) and \(m_y\), respectively. Note that the matrices involving \(\tilde{A}(\cdot)\) are block diagonal (but not diagonal).

5.1. **Discrete Momentum Equations**

The stochastic Galerkin momentum equations (15)-(16) are semi-discretized in space,

\[
\begin{align*}
\text{u}_t^M + D_x^{(skew)} \text{u}^M + D_y^{(skew)} \text{u}^M + D_x \text{p}^M &= D_x \tilde{A}(\mu) D_x \text{u}^M + D_y \tilde{A}(\mu) D_y \text{u}^M + \text{SAT}(u), \quad (53) \\
\text{v}_t^M + D_x^{(skew)} \text{v}^M + D_y^{(skew)} \text{v}^M + D_y \text{p}^M &= D_x \tilde{A}(\mu) D_x \text{v}^M + D_y \tilde{A}(\mu) D_y \text{v}^M + \text{SAT}(v), \quad (54)
\end{align*}
\]

where the penalty terms \(\text{SAT}(u)\) and \(\text{SAT}(v)\) for the boundary conditions will be given below. The application of the first derivative twice for the viscous second derivative terms yields a wide stencil. Alternatively, one may use the second derivative operator for varying coefficients, see [25], to obtain a more narrow stencil. In order to construct discrete boundary conditions for (53) and (54), the block-diagonal eigenvalue decompositions

\[
\tilde{A}(u^M) = X_u A_u X_u^T, \quad \tilde{A}(v^M) = X_v A_v X_v^T,
\]
are introduced. Let the diagonal matrices containing the eigenvalues (47) and (50) evaluated on the four boundaries \((w, e, s, n)\), be given by

\[
\begin{align*}
\Lambda^w_5 &= -\frac{1}{2} A_u - \left( \frac{1}{4} \Lambda_u^2 + 2I^M \right)^{1/2}, & \Lambda^e_5 &= \frac{1}{2} A_u - \left( \frac{1}{4} \Lambda_u^2 + 2I^M \right)^{1/2}, \\
\Lambda^s_5 &= -\frac{1}{2} A_v - \left( \frac{1}{4} \Lambda_v^2 + 2I^M \right)^{1/2}, & \Lambda^n_5 &= \frac{1}{2} A_v - \left( \frac{1}{4} \Lambda_v^2 + 2I^M \right)^{1/2}, \\
\Lambda^w_2 &= -\frac{1}{2} A_u - \left( \frac{1}{4} \Lambda_u^2 + I^M \right)^{1/2}, & \Lambda^e_2 &= \frac{1}{2} A_u - \left( \frac{1}{4} \Lambda_u^2 + I^M \right)^{1/2}, \\
\Lambda^s_2 &= -\frac{1}{2} A_v - \left( \frac{1}{4} \Lambda_v^2 + I^M \right)^{1/2}, & \Lambda^n_2 &= \frac{1}{2} A_v - \left( \frac{1}{4} \Lambda_v^2 + I^M \right)^{1/2}.
\end{align*}
\]

The difference in sign in the above expressions is due to whether the outward normal vector is aligned with the positive velocity direction or not.

The discrete boundary conditions corresponding to (51) are given by

\[
\begin{align*}
-(X_u A_5 X^T u^M)_w &+ p^M_w - A(\mu)(D_x u^M)_w = g^{(u)}_w, & (55) \\
(X_u A_5 X^T u^M)_e &+ p^M_e - A(\mu)(D_x u^M)_e = g^{(u)}_e, & (56) \\
(X_v A_2 X^T u^M)_s &+ A(\mu)(D_y u^M)_s = g^{(u)}_s, & (57) \\
-(X_v A_2 X^T u^M)_n &+ A(\mu)(D_y u^M)_n = g^{(u)}_n, & (58) \\
-(X_u A_5 X^T v^M)_w &- A(\mu)(D_x v^M)_w = g^{(v)}_w, & (59) \\
(X_u A_5 X^T v^M)_e &- A(\mu)(D_x v^M)_e = g^{(v)}_e, & (60) \\
-(X_v A_5 X^T v^M)_s &+ p^M_s - A(\mu)(D_y v^M)_s = g^{(v)}_s, & (61) \\
(X_v A_5 X^T v^M)_n &+ p^M_n - A(\mu)(D_y v^M)_n = g^{(v)}_n. & (62)
\end{align*}
\]

for the left, right, lower and upper boundaries respectively. Note the difference in sign in (55)-(62) depending on the orientation of the normal and tangential vectors as displayed in Figure 1.

The boundary conditions are imposed weakly by choosing appropriate penalty coefficients \(\tau^\alpha_\alpha (\alpha = w, e, s, n)\) on the deviation of the computed boundary values from given boundary data. The SAT for the
discretized momentum equations (53)-(54) are given by

\[ SAT^{(u)} = \tau_w^{(u)} (P^{-1}_{x}E_1 \otimes I_y \otimes I^M) \left( -X_u \Lambda_x^5 X_u^T u^M + p^M - \tilde{A}(\mu) D_x u^M - g_w^{(u)} \right) + \tau_e^{(u)} (P^{-1}_{x}E_{mx} \otimes I_y \otimes I^M) \left( X_u \Lambda_x^5 X_u^T u^M + p^M - \tilde{A}(\mu) D_x u^M - g_e^{(u)} \right) + \tau_s^{(u)} (I_x \otimes P^{-1}_{y}E_1 \otimes I^M) \left( X_v \Lambda_v^5 X_v^T u^M + \tilde{A}(\mu) D_y u^M - g_s^{(u)} \right) + \tau_n^{(u)} (I_k \otimes P^{-1}_{y}E_{my} \otimes I^M) \left( X_v \Lambda_v^5 X_v^T u^M + \tilde{A}(\mu) D_y u^M - g_n^{(u)} \right), \]

\[ SAT^{(v)} = \tau_w^{(v)} (P^{-1}_{x}E_1 \otimes I_y \otimes I^M) \left( -X_u \Lambda_x^5 X_u^T v^M - \tilde{A}(\mu) D_x v^M - g_w^{(v)} \right) + \tau_e^{(v)} (P^{-1}_{x}E_{mx} \otimes I_y \otimes I^M) \left( X_u \Lambda_x^5 X_u^T v^M - \tilde{A}(\mu) D_x v^M - g_e^{(v)} \right) + \tau_s^{(v)} (I_x \otimes P^{-1}_{y}E_1 \otimes I^M) \left( -X_v \Lambda_v^5 X_v^T v^M + p^M - \tilde{A}(\mu) D_y v^M - g_s^{(v)} \right) + \tau_n^{(v)} (I_k \otimes P^{-1}_{y}E_{my} \otimes I^M) \left( X_v \Lambda_v^5 X_v^T v^M + p^M - \tilde{A}(\mu) D_y v^M - g_n^{(v)} \right). \]

5.2. The Discretized Poisson Equation for the Pressure

The momentum equations require the pressure to be known. The SBP discretization of the stochastic Galerkin pressure equation (19) (temporarily ignoring the boundary conditions) is given by

\[ (D_{xx} + D_{yy}) p^M = D_x (A(\mu_x) D_x u^M) + D_y (A(\mu_y) D_y u^M) + D_x (A(\mu_y) D_y u^M) + D_y (A(\mu_y) D_y v^M) - A(D_x u^M) D_x v^M - 2A(D_y u^M) D_x v^M - A(D_y v^M) D_y v^M. \]

We use a weak imposition of boundary conditions and solve a linear system of equations for the pressure update in each time-step. The penalty parameters are chosen to ensure that the resulting matrix operator is non-singular. The boundary conditions are given in the form

\[ p^M = g_k^{(p)}, \quad (x, y) \in \partial D_k, \quad k = w, e, n. \]

The boundary data \( g_k^{(p)} \) are manufactured by solving (55), (56), (61) and (62) for the pressure and substituting the \( D_x u^M \) derivative using the dissipative divergence boundary conditions (30) in discrete form. The result is

\[ g_w^{(u)} - A(\mu)(D_y v^M)_w + (X_u \Lambda_5 X_u^T u^M)_w = g_w^{(p)}, \]
\[ g_e^{(u)} - A(\mu)(D_y v^M)_e - (X_u \Lambda_5 X_u^T u^M)_e = g_e^{(p)}, \]
\[ g_s^{(v)} - A(\mu)(D_x u^M)_s + (X_v \Lambda_5 X_v^T v^M)_s = g_s^{(p)}, \]
\[ g_n^{(v)} - A(\mu)(D_x u^M)_n - (X_v \Lambda_5 X_v^T v^M)_n = g_n^{(p)}. \]
5.3. Time Stability of the Numerical Method

To get a semi-discrete energy estimate for the momentum equations, we multiply (53) from the left by \((u^M)\) and add the transpose of the result to itself. By using \(\tilde{P} = \tilde{A}P\) and the SBP property (52), we get

\[
\frac{d}{dt} \|u^M\|^2_P +
\]

\[
+ \frac{1}{2}(u^M)^T \tilde{A}(u^M)[\tilde{B}_x \otimes P_y \otimes I^M]u^M + \frac{1}{2}(u^M)^T[\tilde{B}_x \otimes P_y \otimes I^M]\tilde{A}(u^M)u^M
\]

\[
\text{Boundary terms from } D_x^{(awkw)}
\]

\[
+ \frac{1}{2}(u^M)^T \tilde{A}(v^M)[P_x \otimes \tilde{B}_y \otimes I^M]u^M + \frac{1}{2}(u^M)^T[P_x \otimes \tilde{B}_y \otimes I^M]\tilde{A}(v^M)u^M
\]

\[
\text{Boundary terms from } D_y^{(awkw)}
\]

\[
-(u^M)^T \tilde{P} \left( \tilde{A}(u^M) + \tilde{A}(v^M) \right) u^M - 2(u^M)^T(Q_x \otimes P_y \otimes I^M)p^M
\]

\[
\text{Residual term}
\]

\[
+ 2(u^M)^T(E_{mx} \otimes P_y \otimes I^M)p^M - 2(u^M)^T(E_1 \otimes P_y \otimes I^M)p^M
\]

\[
\text{Pressure PDE term}
\]

\[
= -2(u^M)^T(Q_x^T \otimes I_y \otimes I^M)(P_x^{-1} \otimes P_y \otimes I^M)\tilde{A}(\mu)(Q_x \otimes I_y \otimes I^M)u^M
\]

\[
\text{Viscous PDE } x\text{-term}
\]

\[
-2(u^M)^T(I_x \otimes Q_y^T \otimes I^M)(P_x \otimes P_y^{-1} \otimes I^M)\tilde{A}(\mu)(I_x \otimes Q_y \otimes I^M)u^M
\]

\[
\text{Viscous PDE } y\text{-term}
\]

\[
+ 2(u^M)^T [(E_{mx} \otimes P_y \otimes I^M) - (E_1 \otimes P_y \otimes I^M)] \tilde{A}(\mu)D_x u^M
\]

\[
\text{Viscous boundary terms east and west}
\]

\[
+ 2(u^M)^T [(P_x \otimes E_{my} \otimes I^M) - (P_x \otimes E_1 \otimes I^M)] \tilde{A}(\mu)D_y u^M + \text{SAT. } (63)
\]

\[
\text{Viscous boundary terms north and south}
\]

We group the terms in (63) and the corresponding expression for \(v^M\) into SAT/boundary terms, dissipative terms, and residual terms, and analyze them separately.

5.3.1. Boundary Terms and SAT

The matrix \((P_x^{-1} \otimes P_y \otimes I^M)\tilde{A}(\mu) = \tilde{A}(\mu)(P_x^{-1} \otimes P_y \otimes I^M)\) is symmetric and positive definite. Using this commutativity property and considering the
west boundary and the corresponding SAT with zero data, we have

\[ BT_w^{(u)} = (u^M)^T (E_1 \otimes P_y \otimes I^M) A(u^M)u^M + 2(u^M)^T (E_1 \otimes P_y \otimes I^M)p^M - 2(u^M)^T (E_1 \otimes P_y \otimes I^M) A(\mu)D_x u^M + 2\tau_w^{(u)}(u^M)^T (E_1 \otimes P_y \otimes I^M) \left( -X_u A^+_u X_u^T u^M + p^M - A(\mu)D_x u^M \right). \]

With the choice \( \tau_w^{(u)} = -1 \), the west boundary terms simplify to

\[ BT_w^{(u)} = (u^M)^T (E_1 \otimes P_y \otimes I^M) \left( A(u^M) + 2X_u A^+_u X_u^T \right) u^M = -(u^M)^T (E_1 \otimes P_y \otimes I^M) X_u \left( A^2_u + 8I \right)^{1/2} X_u^T u^M, \]

with \( -(E_1 \otimes P_y \otimes I^M) X_u \left( A^2_u + 8I \right)^{1/2} X_u^T \) being negative semi-definite.

The analysis is similar for the remaining three boundaries. For the east boundary and SAT with \( g_e = 0 \), we obtain

\[ BT_e^{(u)} = -(u^M)^T (E_{m_x} \otimes P_y \otimes I^M) A(u^M)u^M - 2(u^M)^T (E_{m_x} \otimes P_y \otimes I^M)p^M + 2(u^M)^T (E_{m_x} \otimes P_y \otimes I^M) A(\mu)D_x u^M + 2\tau_e^{(u)}(u^M)^T (E_{m_x} \otimes P_y \otimes I^M) \left( X_u A^+_u X_u^T u^M + p^M - A(\mu)D_x u^M \right). \]

With \( \tau_e^{(u)} = 1 \), the east boundary terms become

\[ BT_e^{(u)} = (u^M)^T (E_{m_x} \otimes P_y \otimes I^M) \left( -A(u^M) + 2X_u A^+_u X_u^T \right) u^M = -(u^M)^T (E_{m_x} \otimes P_y \otimes I^M) X_u \left( A^2_u + 8I \right)^{1/2} X_u^T u^M, \]

which again is negative semi-definite.

The south and north boundaries involve no pressure terms. With \( \tau_s^{(u)} = 1 \), we obtain

\[ BT_s^{(u)} = -(u^M)^T (P_x \otimes E_1 \otimes I^M) X_v \left( A^2_v + 4I \right)^{1/2} X_v^T u^M, \]

and \( \tau_n^{(u)} = -1 \) yields

\[ BT_n^{(u)} = -(u^M)^T (P_x \otimes E_{m_y} \otimes I^M) X_v \left( A^2_v + 4I \right)^{1/2} X_v^T u^M. \]

We find that the terms at all four boundaries are negative and are generalizations of the deterministic counterparts. The penalty terms are scalars,
\( \tau_i^{(w)} = \pm 1 \) \((w = u, v, i = w, e, s, n)\) and thus do not change with the order \(M\) of gPC expansion. A similar analysis for the \(v^M\) momentum equation (see appendix A) yields \(\tau_w^{(v)} = \tau_s^{(v)} = -1\) and \(\tau_e^{(v)} = \tau_n^{(v)} = 1\) for stability.

The boundary terms are collected together and we get

\[
BT \equiv BT_u^{(u)} + BT_e^{(u)} + BT_n^{(u)} + BT_s^{(u)} + BT_w^{(v)} + BT_e^{(v)} + BT_n^{(v)} + BT_s^{(v)}. \tag{64}
\]

5.3.2. Residual Terms

The residual terms

\[
RT \equiv (u^M)^T \mathbf{P} \left( \tilde{A}(u^M_x) + \tilde{A}(v^M_y) \right) u^M + (v^M)^T \mathbf{P} \left( \tilde{A}(u^M_x) + \tilde{A}(v^M_y) \right) v^M
\]

\[
+ 2 (D_x u^M + D_y v^M)^T \mathbf{P} \mathbf{P}^T \tag{65}
\]

are proportional to the discrete divergence but indefinite. The impact of these terms is assumed to be small, and that will be numerically investigated in Section 6.

5.3.3. Dissipative Terms

The viscous PDE terms are

\[
DT \equiv -2 (D_x u^M)^T \tilde{A}(\mu) \mathbf{P} D_x u^M - 2 (D_y u^M)^T \tilde{A}(\mu) \mathbf{P} D_y u^M
\]

\[
- 2 (D_x v^M)^T \tilde{A}(\mu) \mathbf{P} D_x v^M - 2 (D_y v^M)^T \tilde{A}(\mu) \mathbf{P} D_y v^M. \tag{66}
\]

The relation (66) is negative semi-definite if \(\tilde{A}(\mu) \mathbf{P}\) is positive definite. \(\tilde{A}(\mu) \mathbf{P}\) is block diagonal and thus positive definite if and only if all of its diagonal blocks are positive definite. The matrix block corresponding to the spatial point \((x_i, y_j)\) is given by \(|P_x|_{ij} |P_y|_{jj} \mathbf{A}(\mu(x_i, y_j))\), for \(i = 1, \ldots, m_x\) and \(j = 1, \ldots, m_y\). The diagonal entries of \(P_x\) and \(P_y\) are all positive, and \(\mathbf{A}(\mu(x_i, y_j))\) is positive definite for all \((x_i, y_j)\). Hence, \(\tilde{A}(\mu) \mathbf{P}\) is positive definite.

Assembling the boundary, residual and dissipative terms, the semi-discrete energy estimate becomes

\[
\frac{d}{dt} \left( \|u^M\|^2_{\mathbf{P}} + \|v^M\|^2_{\mathbf{P}} \right) = BT + RT + DT,
\]

where BT is defined by (64), RT by (65), and DT by (66). The boundary terms BT and the dissipative terms DT are negative and lead to decay of the
norm of the velocity. The residual terms $RT$ are proportional to the discrete divergence and expected to be small. Thus, we expect the norm of the discrete velocity to decay over time and the solution to be time-stable. The discrete energy estimate is analogous to the continuous energy estimate (42). It is important to note that the continuous analysis of well-posedness served as a roadmap to obtain a discrete energy estimate by replacing integration-by-parts by summation-by-parts and using discrete versions of the continuous boundary conditions.

### 6. Numerical Results

We will consider two exact solutions to the incompressible Navier-Stokes equations and verify the accuracy of the numerical approximation. We are interested in the numerical convergence of statistical properties $f$ of the solution variables and measure the discrete $\ell_2$ errors. We define the error in $f$ as

$$\epsilon_{\ell_2}^f = \| f - f_{\text{ref}} \|_{\ell_2} = \left( \Delta x \Delta y \sum_{i=1}^{m_x} \sum_{j=1}^{m_y} (f(x_i, y_j, t) - f_{\text{ref}}(x_i, y_j, t))^2 \right)^{1/2},$$

where a quantity of interest $f$ can be calculated as a function of the gPC coefficients (for instance, if $f = \text{Var}(u)$, then we use the approximation $f \approx \sum_{k=0}^{N} u_k^2$). If $f$ is taken to be vector valued, i.e., the vector of gPC coefficients, we first compute the $L_2$ norm of $f$. In that case, $\epsilon_{\ell_2}^f$ denotes a double norm with some abuse of notation. The error in the statistics is due to both the discretization error and the truncation of the gPC series.

#### 6.1. Taylor Vortex

Consider the stochastic Taylor vortex model with components exactly satisfying the incompressible Navier-Stokes equations,

$$
\begin{align*}
    u(x, y, t, \xi) &= -\cos(\alpha) \sin(\beta) \exp(-2\pi^2 \mu(\xi)t) + u_\infty \cos(\theta), \\
    v(x, y, t, \xi) &= \sin(\alpha) \cos(\beta) \exp(-2\pi^2 \mu(\xi)t) + u_\infty \sin(\theta), \\
    p(x, y, t, \xi) &= -\frac{1}{4}[\cos(2\alpha) + \cos(2\beta)] \exp(-4\pi^2 \mu(\xi)t), \\
    \alpha &= \pi(x - x_0 - u_\infty \cos(\theta)t), & \beta &= \pi(y - y_0 - u_\infty \sin(\theta)t).
\end{align*}
$$

(67)
The gPC coefficients of the exact solution (67) are given by (9)-(11) and the reference solution is calculated through numerical quadrature approximation of the stochastic integrals for the gPC coefficients defined by (2). The analytical solution is deterministic at $t = 0$ but stochastic for all $t > 0$. Reference values for statistics, e.g. mean and variance, are computed via numerical integration of functions of the analytical solution. Even though the test case has a periodic solution, we use the more general non-periodic boundary conditions derived previously.

The number of gPC coefficients needed to obtain a given accuracy of the solution is in general not known in advance. We will use relatively low-order gPC representations ($M = 3, 4$) for the numerical experiments. For the Taylor vortex problem, the gPC coefficients can be calculated up to the accuracy of the numerical quadrature rule. Figure 2 shows the decay of the spatial norms of the gPC coefficients. The Gauss-Legendre quadrature rule integrates up to tenth-order polynomials exactly. Most of the variance is captured by 3-4 gPC terms due to the fast decay of the coefficients.

![Figure 2: Decay of the gPC coefficients of $u$ and $p$ for the Taylor vortex problem. Constant $\mu \sim U[0.03, 0.07]$ and spatially varying $\mu(x) \sim U[0.005, 0.05]$.](image)

### 6.1.1. Spatially uniform $\mu$

We assume $\mu = 0.05 + 0.02\xi, \xi \sim U[-1, 1]$ and compare the results to the deterministic case $\mu = 0.05$. The gPC coefficients decay quickly for this diffusive problem. The low-order expansion $M = 3$ leads to sufficiently good stochastic resolution in the sense that the error from the spatial discretization is dominant and we may check the spatial order of convergence by numerical
experiments. The means and standard deviations of the stochastic solution are shown in Figure 3.

Figure 3: Means and standard deviations at $t = 0.2$, $m_x = m_y = 121$, order of gPC $M = 3$, and $\mu \sim U[0.03, 0.07]$.

Table 1 displays the spatial convergence with mesh refinement for the deterministic case. Table 2 shows the convergence for the stochastic Galerkin formulation of the stochastic problem with $M = 3$ gPC terms. A fourth-order accurate Runge-Kutta method is used for the time integration and the
temporal error is negligible compared to the spatial error. We use spatial SBP operators with 8th order of accuracy in the interior and 4th order of accuracy on the boundary. According to the analysis in [26], we may expect 5th order of accuracy globally for the incompressible Navier-Stokes equations and the given choice of spatial operators. The numerical results indicate a slightly higher order of accuracy.

\[ \Delta x, \Delta y \in (u)_{\ell^2}, (u)_{\epsilon}, (p)_{\ell^2}, (p)_{\epsilon}, (\phi)_{\ell^2}, (\phi)_{\epsilon} \]

<table>
<thead>
<tr>
<th>$\Delta x, \Delta y$</th>
<th>$\epsilon_{\ell^2}^{(u)}$</th>
<th>$q^{(u)}$</th>
<th>$\epsilon_{\ell^2}^{(p)}$</th>
<th>$q^{(p)}$</th>
<th>$\epsilon_{\ell^2}^{(\phi)}$</th>
<th>$q^{(\phi)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2/60</td>
<td>$2.2 \cdot 10^{-5}$</td>
<td>5.9</td>
<td>$1.1 \cdot 10^{-4}$</td>
<td>5.7</td>
<td>$3.7 \cdot 10^{-4}$</td>
<td>6.1</td>
</tr>
<tr>
<td>2/80</td>
<td>$4.1 \cdot 10^{-6}$</td>
<td>5.9</td>
<td>$2.1 \cdot 10^{-5}$</td>
<td>5.8</td>
<td>$6.4 \cdot 10^{-5}$</td>
<td>6.2</td>
</tr>
<tr>
<td>2/100</td>
<td>$1.1 \cdot 10^{-6}$</td>
<td>5.9</td>
<td>$5.8 \cdot 10^{-5}$</td>
<td>5.8</td>
<td>$1.6 \cdot 10^{-5}$</td>
<td>6.2</td>
</tr>
<tr>
<td>2/120</td>
<td>$3.7 \cdot 10^{-7}$</td>
<td>5.9</td>
<td>$2.0 \cdot 10^{-6}$</td>
<td>5.9</td>
<td>$5.2 \cdot 10^{-6}$</td>
<td>6.2</td>
</tr>
<tr>
<td>2/140</td>
<td>$1.5 \cdot 10^{-7}$</td>
<td>5.9</td>
<td>$7.9 \cdot 10^{-7}$</td>
<td>5.9</td>
<td>$2.0 \cdot 10^{-6}$</td>
<td>6.2</td>
</tr>
</tbody>
</table>

Table 1: Numerical convergence for the deterministic vortex problem, $t = 0.2$.

We investigate the errors in expectations, standard deviations and the vectors of gPC coefficients. The results for the different statistics are not independent but provide more accessible information. The error in the standard deviation is affected by the truncation error resulting from truncation of the infinite sum in (3) to $M$ terms. For statistics that are independent of the truncated terms, the truncation error will still have some impact on the remaining terms since the truncation implies that we solve a modified problem. The lower-order terms are expected to be less affected by the stochastic truncation. With sufficient stochastic resolution, we can thus expect the error in the expectation (i.e., the first gPC coefficient) to be dominated by the spatial discretization error. Thus, we expect the observed rate of convergence for the expectations in Table 2 to be the most accurate indicator of the actual spatial order of convergence since the other statistics are somewhat polluted by the stochastic truncation error. Note also the remarkably high order of convergence for the velocity divergence (which consists of derivatives) in Table 1 and 2.
Spatially varying $\mu$

To investigate the performance of the present formulation for problems with spatially varying viscosity, we next consider the solution to (4)-(6), where the viscosity is a random field $\mu(x, \xi) = \bar{\mu} + \sigma_\mu k^{-1/2} \cos(k\pi x) \cos(k\pi y)\xi$. We set $\bar{\mu} = 0.0275$, and $\sigma_\mu = 0.0225$ (i.e., $\mu$ varies in the interval $[0.005, 0.05]$). Using the method of manufactured solutions [27, 28], (4)-(5) (and (8)) are modified by adding appropriate source terms to satisfy the solution (67). Results on spatial convergence are shown in Table 3.

Remark 6. In the numerical experiments, $\mu$ is one-dimensional in stochastic.

<table>
<thead>
<tr>
<th>$\Delta x, \Delta y$</th>
<th>$\varepsilon_{E(u)}^{(\bar{E})}$</th>
<th>$q_{E(u)}^{(\bar{E})}$</th>
<th>$\varepsilon_{E(u)}^{(Std(u))}$</th>
<th>$q_{E(u)}^{(Std(u))}$</th>
<th>$\varepsilon_{E(u)}^{(u)}$</th>
<th>$q_{E(u)}^{(u)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2/40</td>
<td>$2.2 \cdot 10^{-4}$</td>
<td>5.6</td>
<td>$3.2 \cdot 10^{-5}$</td>
<td>5.5</td>
<td>$2.2 \cdot 10^{-4}$</td>
<td>5.6</td>
</tr>
<tr>
<td>2/60</td>
<td>$2.2 \cdot 10^{-5}$</td>
<td>5.9</td>
<td>$3.5 \cdot 10^{-6}$</td>
<td>6.1</td>
<td>$2.2 \cdot 10^{-5}$</td>
<td>5.9</td>
</tr>
<tr>
<td>2/80</td>
<td>$4.1 \cdot 10^{-6}$</td>
<td>5.9</td>
<td>$6.1 \cdot 10^{-7}$</td>
<td>6.2</td>
<td>$4.2 \cdot 10^{-6}$</td>
<td>5.9</td>
</tr>
<tr>
<td>2/100</td>
<td>$1.1 \cdot 10^{-6}$</td>
<td>5.8</td>
<td>$1.5 \cdot 10^{-7}$</td>
<td>6.1</td>
<td>$1.2 \cdot 10^{-6}$</td>
<td>5.9</td>
</tr>
<tr>
<td>2/120</td>
<td>$3.8 \cdot 10^{-7}$</td>
<td>5.8</td>
<td>$5.1 \cdot 10^{-8}$</td>
<td>6.1</td>
<td>$4.0 \cdot 10^{-7}$</td>
<td>5.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Delta x, \Delta y$</th>
<th>$\varepsilon_{E(p)}^{(\bar{E})}$</th>
<th>$q_{E(p)}^{(\bar{E})}$</th>
<th>$\varepsilon_{E(p)}^{(Std(p))}$</th>
<th>$q_{E(p)}^{(Std(p))}$</th>
<th>$\varepsilon_{E(p)}^{(p)}$</th>
<th>$q_{E(p)}^{(p)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2/40</td>
<td>$7.5 \cdot 10^{-4}$</td>
<td>5.6</td>
<td>$7.2 \cdot 10^{-5}$</td>
<td>5.8</td>
<td>$7.5 \cdot 10^{-4}$</td>
<td>5.6</td>
</tr>
<tr>
<td>2/60</td>
<td>$7.9 \cdot 10^{-5}$</td>
<td>5.8</td>
<td>$7.0 \cdot 10^{-6}$</td>
<td>6.0</td>
<td>$7.9 \cdot 10^{-5}$</td>
<td>5.8</td>
</tr>
<tr>
<td>2/80</td>
<td>$1.5 \cdot 10^{-5}$</td>
<td>5.9</td>
<td>$1.3 \cdot 10^{-6}$</td>
<td>5.9</td>
<td>$1.5 \cdot 10^{-5}$</td>
<td>5.8</td>
</tr>
<tr>
<td>2/100</td>
<td>$4.0 \cdot 10^{-6}$</td>
<td>5.9</td>
<td>$3.4 \cdot 10^{-7}$</td>
<td>5.0</td>
<td>$4.1 \cdot 10^{-6}$</td>
<td>5.6</td>
</tr>
<tr>
<td>2/120</td>
<td>$1.4 \cdot 10^{-6}$</td>
<td>5.9</td>
<td>$1.4 \cdot 10^{-7}$</td>
<td>5.0</td>
<td>$1.5 \cdot 10^{-6}$</td>
<td>5.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Delta x, \Delta y$</th>
<th>$\varepsilon_{E(\phi)}^{(\bar{E})}$</th>
<th>$q_{E(\phi)}^{(\bar{E})}$</th>
<th>$\varepsilon_{E(\phi)}^{(Std(\phi))}$</th>
<th>$q_{E(\phi)}^{(Std(\phi))}$</th>
<th>$\varepsilon_{E(\phi)}^{(\phi)}$</th>
<th>$q_{E(\phi)}^{(\phi)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2/40</td>
<td>$4.0 \cdot 10^{-3}$</td>
<td>5.7</td>
<td>$1.1 \cdot 10^{-3}$</td>
<td>5.5</td>
<td>$4.1 \cdot 10^{-3}$</td>
<td>5.7</td>
</tr>
<tr>
<td>2/60</td>
<td>$3.9 \cdot 10^{-4}$</td>
<td>6.1</td>
<td>$1.2 \cdot 10^{-4}$</td>
<td>6.1</td>
<td>$4.1 \cdot 10^{-4}$</td>
<td>5.7</td>
</tr>
<tr>
<td>2/80</td>
<td>$6.8 \cdot 10^{-5}$</td>
<td>6.2</td>
<td>$2.1 \cdot 10^{-5}$</td>
<td>6.3</td>
<td>$7.2 \cdot 10^{-5}$</td>
<td>6.1</td>
</tr>
<tr>
<td>2/100</td>
<td>$1.7 \cdot 10^{-5}$</td>
<td>6.2</td>
<td>$5.2 \cdot 10^{-6}$</td>
<td>6.3</td>
<td>$1.8 \cdot 10^{-5}$</td>
<td>6.2</td>
</tr>
<tr>
<td>2/120</td>
<td>$5.6 \cdot 10^{-6}$</td>
<td>6.2</td>
<td>$1.7 \cdot 10^{-6}$</td>
<td>6.3</td>
<td>$5.8 \cdot 10^{-6}$</td>
<td>6.2</td>
</tr>
</tbody>
</table>

Table 2: Numerical convergence for the stochastic vortex problem, $M = 3$, $t = 0.2$. Error and order of convergence $q$ for mean value ($\bar{E}()$), standard deviation ($Std()$), and the vector of gPC coefficients ($u/p/\phi$).
tic space and we set \(k = 1\), but the extension to multiple random variables is straightforward by using a series of terms with different integer \(k\). This implies a Karhunen-Loève-like expansion with, respectively, eigenvalues and eigenfunctions of the form \(k^{-1}\) and \(\cos(k \pi x) \cos(k \pi y)\) for the covariance function of \(\mu(x, \xi)\).

<table>
<thead>
<tr>
<th>(\Delta x, \Delta y)</th>
<th>(\epsilon_{\ell_2}^{(E(u))})</th>
<th>(q^{(E(u))})</th>
<th>(\epsilon_{\ell_2}^{(Std(u))})</th>
<th>(q^{(Std(u))})</th>
<th>(\epsilon_{\ell_2}^{(u)})</th>
<th>(q^{(u)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>2/40</td>
<td>3.1 \cdot 10^{-4}</td>
<td>7.8 \cdot 10^{-5}</td>
<td>3.2 \cdot 10^{-4}</td>
<td>5.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2/60</td>
<td>3.0 \cdot 10^{-5}</td>
<td>1.3 \cdot 10^{-5}</td>
<td>3.3 \cdot 10^{-5}</td>
<td>5.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2/80</td>
<td>5.5 \cdot 10^{-6}</td>
<td>3.1 \cdot 10^{-6}</td>
<td>6.4 \cdot 10^{-6}</td>
<td>5.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2/100</td>
<td>1.5 \cdot 10^{-6}</td>
<td>9.7 \cdot 10^{-7}</td>
<td>1.8 \cdot 10^{-6}</td>
<td>5.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2/120</td>
<td>5.1 \cdot 10^{-7}</td>
<td>3.8 \cdot 10^{-7}</td>
<td>6.5 \cdot 10^{-7}</td>
<td>5.6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(\Delta x, \Delta y)</th>
<th>(\epsilon_{\ell_2}^{(E(p))})</th>
<th>(q^{(E(p))})</th>
<th>(\epsilon_{\ell_2}^{(Std(p))})</th>
<th>(q^{(Std(p))})</th>
<th>(\epsilon_{\ell_2}^{(p)})</th>
<th>(q^{(p)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>2/40</td>
<td>9.0 \cdot 10^{-4}</td>
<td>1.5 \cdot 10^{-4}</td>
<td>9.1 \cdot 10^{-4}</td>
<td>5.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2/60</td>
<td>9.8 \cdot 10^{-5}</td>
<td>2.2 \cdot 10^{-5}</td>
<td>1.0 \cdot 10^{-4}</td>
<td>5.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2/80</td>
<td>1.9 \cdot 10^{-5}</td>
<td>4.8 \cdot 10^{-6}</td>
<td>1.9 \cdot 10^{-5}</td>
<td>5.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2/100</td>
<td>5.0 \cdot 10^{-6}</td>
<td>1.4 \cdot 10^{-6}</td>
<td>5.2 \cdot 10^{-6}</td>
<td>5.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2/120</td>
<td>1.7 \cdot 10^{-6}</td>
<td>5.1 \cdot 10^{-7}</td>
<td>1.8 \cdot 10^{-6}</td>
<td>5.9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(\Delta x, \Delta y)</th>
<th>(\epsilon_{\ell_2}^{(E(\phi))})</th>
<th>(q^{(E(\phi))})</th>
<th>(\epsilon_{\ell_2}^{(Std(\phi))})</th>
<th>(q^{(Std(\phi))})</th>
<th>(\epsilon_{\ell_2}^{(\phi)})</th>
<th>(q^{(\phi)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>2/40</td>
<td>7.3 \cdot 10^{-3}</td>
<td>1.8 \cdot 10^{-3}</td>
<td>7.5 \cdot 10^{-3}</td>
<td>5.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2/60</td>
<td>7.9 \cdot 10^{-4}</td>
<td>3.0 \cdot 10^{-4}</td>
<td>8.4 \cdot 10^{-4}</td>
<td>5.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2/80</td>
<td>1.4 \cdot 10^{-4}</td>
<td>6.9 \cdot 10^{-5}</td>
<td>1.6 \cdot 10^{-4}</td>
<td>5.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2/100</td>
<td>3.8 \cdot 10^{-5}</td>
<td>2.1 \cdot 10^{-5}</td>
<td>4.3 \cdot 10^{-5}</td>
<td>5.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2/120</td>
<td>1.3 \cdot 10^{-5}</td>
<td>7.5 \cdot 10^{-6}</td>
<td>1.5 \cdot 10^{-5}</td>
<td>6.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Numerical convergence for the stochastic vortex problem, \(M = 4\), \(t = 0.2\). Error and order of convergence for mean value \((E(\cdot))\), standard deviation \((Std(\cdot))\), and the vector of gPC coefficients \((u/p/\phi)\). \(q\) denotes the observed order of convergence.

The decay of the velocity divergence with mesh refinement verifies that the residual terms (65) proportional to the discrete divergence are indeed
small. As in the case of spatially uniform \( \mu \), remarkably high-order of convergence is observed for the velocity divergence also for the case of spatially varying \( \mu \).

6.2. Poiseuille Flow

We next consider laminar flow between two plates where the fluid is initially at rest, \( u = v = 0 \). A constant pressure gradient is applied in the horizontal direction with a parabolic inflow profile at the west boundary. The steady state solution with unit density and deterministic boundary conditions is the parabolic Poiseuille profile,

\[
\begin{align*}
    u(x, y, t, \xi) &= u_\infty (1 - (y - 1)^2), \\
    v(x, y, t, \xi) &= 0, \\
    p(x, y, t, \xi) &= 1 - 2u_\infty \mu(\xi)x.
\end{align*}
\]

The zero Neumann condition at the outlet is replaced with the east boundary conditions (56) and (60) evaluated with steady state data.

Figure 4 shows the deterministic solution at \( t = 10 \) on a coarse mesh, \( m_x = m_y = 24 \). The numerical solution is close to the steady state solution and the difference is on the order \( 10^{-6} \) for both the solution variables and the divergence. For this problem, the boundary data and the initial function are not consistent and the divergence is initially non-zero but converges to zero with time. The decay of the velocity divergence with time, even with inconsistent initial data, verifies that the residual terms (65) proportional to the discrete divergence are indeed small. As before, we do not impose zero divergence strongly in the interior but provide dissipative boundary data. As a result, the error in the divergence has been reduced by seven orders of magnitude at \( t = 10 \) for the coarse mesh problem of Figure 4.

For the stochastic Poiseuille flow with \( \mu = 0.05 + 0.02\xi, \xi \sim U[-1, 1] \), we observe a similar convergence to a divergence-free solution, but for the case \( M = 3 \), the error is an order of magnitude larger. The errors in the standard deviation of the solution variables and the divergence are shown in Figure 5. The decay of the velocity divergence over time is shown in Figure 6 for two different mesh sizes, \( \Delta x = \Delta y = 0.1 \) and \( \Delta x = \Delta y = 0.05 \). The decay in the norm of all the included gPC coefficients \( \epsilon_{\ell_2}^{(\phi)} \) is plotted as a function of time and we see that the stochastic divergence converges to zero at steady-state, despite the inconsistent initial and boundary data.
Figure 4: Deterministic Poiseuille solution at $t = 10$, $m_x = m_y = 24$. 

(a) Velocity component $u$. 

(b) Velocity component $v$. 

(c) Pressure $p$. 

(d) Divergence $\phi$. 
Figure 5: Error in the standard deviations for Poiseuille flow at $t = 10$, $m_x = m_y = 24$. Stochastic $\mu = 0.05 + 0.02\xi$, $\xi \sim U[-1, 1]$. 

(a) Velocity component $u$. 
(b) Velocity component $v$. 
(c) Pressure $p$. 
(d) Divergence $\phi$. 
The Poiseuille flow problem and the Taylor vortex problem are complementary. The initial velocity field of the Poiseuille flow problem is inconsistent with the boundary data, which leads to relatively large values of the divergence field. Asymptotically, the numerical solution converges to the true steady-state solution with zero velocity divergence. For the Taylor vortex problem, we provided consistent initial data and boundary data satisfying the zero divergence condition. In that case, we could verify high-order spatial convergence for any given time.

7. Conclusions

We have presented a numerical method for the stochastic Galerkin formulation of the incompressible Navier-Stokes equations that enforces incompressibility weakly. The analysis relies on the use of summation-by-parts operators for different orders of accuracy. The result is a stable and high-order accurate numerical method where the divergence is zero to the approximation order of the scheme.

Stability of numerical methods is a prerequisite for convergence to the true solution, but non-trivial to ensure for non-linear problems. For stochastic Galerkin formulations, the situation is further complicated and choosing boundary conditions based on physical arguments is not sufficient to ensure
a numerically stable method. The boundary conditions are stochastic, non-periodic in space, and time-dependent. The number of boundary conditions depends on the order of the gPC expansion, but does not change over time.

In order to derive a stable scheme for the semi-discrete stochastic Galerkin incompressible Navier-Stokes system, the continuous formulation and the deterministic scheme serve as a roadmap. A stable stochastic Galerkin method is highly non-trivial to find without first performing the analysis for the deterministic and continuous problems. Once the appropriate general formulation of the numerical method has been found, design parameters are straightforward to choose.

The method presented here leads to high-order accuracy for all variables including the velocity divergence. The high-order convergence for the divergence is notable since it would normally be lower for quantities that are derivative approximations of the solution variables. Numerical results are presented with discretization operators of eighth-order accuracy in the interior spatial domain, and fourth-order accuracy on the boundaries. With a sufficiently accurate stochastic representation, we observe fifth-order global convergence.
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Appendix A  Stability Analysis

A.1 Energy estimate for the $v^M$ momentum equation

The energy estimate for $v^M$ is analogous to the energy estimate for $u^M$. Multiply (54) from the left by $(v^M)^T \mathbf{F}$ to obtain

$$\frac{d}{dt} \|v^M\|^2_P +$$

$$+ \frac{1}{2} (v^M)^T \tilde{A}(u^M)[\hat{B}_x \otimes P_y \otimes I^M]v^M + \frac{1}{2} (v^M)^T [\hat{B}_x \otimes P_y \otimes I^M] \hat{A}(u^M)v^M$$

Boundary terms from $\mathbf{D}^{(skew)}_x$

$$+ \frac{1}{2} (v^M)^T \tilde{A}(v^M)[P_x \otimes \hat{B}_y \otimes I^M]v^M + \frac{1}{2} (v^M)^T [P_x \otimes \hat{B}_y \otimes I^M] \tilde{A}(v^M)v^M$$

Boundary terms from $\mathbf{D}^{(skew)}_y$

$$- (v^M)^T P \left( \hat{A}(u^M_x) + \tilde{A}(v^M_y) \right) v^M - 2(v^M)^T (P_x \otimes Q^T_y \otimes I^M) p^M$$

Residual term

$$+ 2(v^M)^T (P_x \otimes E_{m_y} \otimes I^M) p^M - 2(v^M)^T (P_x \otimes E_1 \otimes I^M) p^M$$

Pressure PDE term

$$+ 2(v^M)^T \left[ \left( E_{m_y} \otimes P_y \otimes I^M \right) - \left( E_1 \otimes P_y \otimes I^M \right) \right] \tilde{A}(\mu) D_x v^M$$

Viscous PDE $x$-term

$$- 2(v^M)^T \left( I_x \otimes Q^T_y \otimes I^M \right) \tilde{A}(\mu) \left( I_x \otimes Q_y \otimes I^M \right) v^M$$

Viscous PDE $y$-term

$$+ 2(v^M)^T \left[ \left( E_{m_y} \otimes P_y \otimes I^M \right) - \left( E_1 \otimes P_y \otimes I^M \right) \right] \tilde{A}(\mu) D_y v^M + SAT.$$
Set $g_{w}^{(v)} = g_{e}^{(v)} = g_{s}^{(v)} = g_{n}^{(v)} = 0$, and collect the terms boundary-wise. For the west boundary, we have

$$BT_w^{(v)} = (v^M)^T (E_1 \otimes P_y \otimes I^M) \tilde{A}(u^M)v^M$$
$$- 2(v^M)^T (E_1 \otimes P_y \otimes I^M) \tilde{A}(\mu) D_x v^M + 2\tau_w^{(v)}(v^M)^T (E_1 \otimes P_y \otimes I^M) \times$$
$$\times \left(-X_u \left[-\frac{1}{2} \Lambda_u - \left(\frac{1}{4} \Lambda_u^2 + 1\right)^{1/2}\right] X_u^T v^M - \tilde{A}(\mu) D_x v^M\right). \quad (A.2)$$

With the choice $\tau_w^{(v)} = -1$, (A.2) simplifies to

$$BT_w^{(v)} = -(v^M)^T (E_1 \otimes P_y \otimes I^M) X_u (\Lambda_u^2 + 4I)^{1/2} X_u^T v^M.$$

For the east boundary,

$$BT_e^{(v)} = -(v^M)^T (E_{m_x} \otimes P_y \otimes I^M) \tilde{A}(u^M)v^M$$
$$+ 2(v^M)^T (E_{m_x} \otimes P_y \otimes I^M) \tilde{A}(\mu) D_x v^M + 2\tau_e^{(v)}(v^M)^T (E_{m_x} \otimes P_y \otimes I^M) \times$$
$$\times \left(X_u \left[\frac{1}{2} \Lambda_u - \left(\frac{1}{4} \Lambda_u^2 + 1\right)^{1/2}\right] X_u^T v^M - \tilde{A}(\mu) D_x v^M\right),$$

which simplifies to

$$BT_e^{(v)} = -(v^M)^T (E_{m_x} \otimes P_y \otimes I^M) X_u (\Lambda_u^2 + 4I)^{1/2} X_u^T v^M$$

with $\tau_e^{(v)} = 1$.

The south boundary terms are given by

$$BT_s^{(v)} = (v^M)^T (P_x \otimes E_1 \otimes I^M) \tilde{A}(v^M)v^M$$
$$+ 2(v^M)^T (P_x \otimes E_1 \otimes I^M) \left[p^M - \tilde{A}(\mu) D_y v^M\right] + 2\tau_s^{(v)}(v^M)^T (P_x \otimes E_1 \otimes I^M) \times$$
$$\times \left(-X_v \left[-\frac{1}{2} \Lambda_v - \left(\frac{1}{4} \Lambda_v^2 + 2I\right)^{1/2}\right] X_v^T v^M + p^M - \tilde{A}(\mu) D_y v^M\right),$$

which for $\tau_s^{(v)} = -1$ becomes

$$BT_s^{(v)} = -(v^M)^T (P_x \otimes E_1 \otimes I) X_v (\Lambda_v^2 + 8I)^{1/2} X_v^T v^M.$$
Finally, the north boundary terms are
\[
BT_n^{(v)} = -(v^M)^T (P_x \otimes E_m y \otimes I^M) \hat{A}(v^M)v^M \\
+ 2(v^M)^T (P_x \otimes E_m y \otimes I^M) \left[ -p^M + \hat{A}(\mu)D_y v^M \right] \\
+ 2\tau_{n}^{(v)}(v^M)^T (P_x \otimes E_m y \otimes I^M) \times \\
\times \left( X_v \left[ -\frac{1}{2}\Lambda_v - \left( \frac{1}{4}\Lambda_v^2 + 2I \right)^{1/2} \right] \right) X_v^T v^M + p^M - \hat{A}(\mu)D_y v^M. 
\]

Setting \( \tau_n^{(v)} = 1 \) yields
\[
BT_n^{(v)} = -(v^M)^T (P_x \otimes E_m y \otimes I^M) X_v \left( \Lambda_v^2 + 8I \right)^{1/2} X_v^T v^M. 
\]
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