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Abstract—Visual animal tracking is a challenging problem generally requiring extended target models, group tracking and handling of clutter and missed detections. Furthermore, the dolphin tracking problem we consider includes basin constraints, shadows, limited field of view and rapidly changing light conditions. We describe the whole pipeline of a solution based on a ceiling-mounted fisheye camera that includes foreground segmentation and observation extraction in each image, followed by a target tracking framework. A novel contribution is a potential field model of the basin edges as a part of the motion model, that provides a robust prediction of the dolphin trajectories in phases with long segments of missed detections. The overall performance on real data is quite promising.

I. INTRODUCTION

Tracking animal movement is a multi-faceted emerging application area of target tracking. On the one hand, we have recent legislations of visual surveillance of the catch in legal fishing by inspecting the fishing net, and the upcoming legislations of having real-time positions of cattle. On the other hand, the research of animal movement is in great need for automatic tracking, where today tedious manual work is needed. Research directions include better understanding of genetic control programs of migration, what ‘sensor information’ that is used for animal navigation, and the evolution of migration. Cross-disciplinary research between the target tracking community and biologists has the potential to generate large amounts of animal data to the biologists, at the same time as posing challenging problems for the target tracking algorithms. One example of such a collaboration is [1], where data from a 4 g light logger mounted on a common swift was used to track the bird from the summer residence in Sweden through its migration to Africa and back again. The development involved an astronomic sensor model defining the sun angle as a function of position.

In this work, we describe another challenging application, to track dolphins swimming around in a basin using a fisheye camera mounted in the ceiling. The biological purpose is to understand how the behavioural pattern is affected by underwater sonar transponders. In this way, a better understanding can be obtained for how the dolphins’ internal navigation system works. Today, tracking is done manually from the video. There are many similarities with classic target tracking problems with individuals forming tight groups, the need for extended target models, and clutter from the pre-processing. New challenges include shadows at the bottom of the basin, sun light through the ceiling windows that gives large local changes in light conditions. The special scene also includes hard constraints, occlusion from a platform and missed detections caused by a limited field of view from the fisheye camera. Another challenge is the difficulty to obtain sufficient data to calibrate the camera.

For visual tracking, the computer vision community has made a lot of progress to solve this problem in video. The methods used rely on several different principles, often used in combination. Sophisticated foreground extraction methods (e.g., [2–5]) can be used to bring out moving objects from stationary backgrounds. The usage of these methods requires stationary cameras and is complicated by rapid changes in light conditions and irrelevant motions in the scene. Machine learning can be used to train a detector that finds previously known objects in an image (e.g., [6–8]). To work properly, these methods require considerable amounts of training data that cover all possible object appearances and backgrounds. Yet other types of methods detect possible objects and try to locate the same patch in consecutive frames (e.g., [9]). These methods tend to be sensitive to appearance changes, which limit their applicability in practice.

In the target tracking community standard computer vision algorithms are used as input to more sophisticated tracking algorithms (e.g., [10, 11]). The approach we describe aims at using state of the art algorithms for foreground segmentation described in [2, 3] and estimation of an extended target model in each distorted image frame. The position and shape of each detected object is then undistorted and used as input to a target tracking algorithm, where false detections are compensated for and occlusions and missed detections are handled gracefully using a suitable motion model. A novel contribution is to describe the physical constraints of the basin in terms of potential fields as part of the motion model, inspired by the potential fields used for collision avoidance in the robotics community (e.g., [12]).

II. PROPOSED TRACKING SOLUTION AND PAPER OUTLINE

Fig. 1 depicts the data processing pipeline suggested to solve the dolphin tracking problem described above. The solution is divided into two principal parts: measurement pre-processing and target tracking.
In the measurement pre-processing block, the raw images provided by the fisheye camera in the ceiling are processed and observations are fed to the target tracking block. The purpose is to obtain as high quality dolphin observations as possible, while introducing as few false observations as possible. This is done in three steps: foreground segmentation, data reduction and mapping described in Sec. IV. The segmentation is obtained by estimating a background model and extracting non-matching pixels. The result, which can be quite noisy, is then further refined in the data reduction step where connected regions are clustered and extracted. These observations are then compensated for by the camera parameters in the mapping step. Sec. III describes how the camera parameters are derived. The result, that need not be perfect, is then passed on to the target tracking block.

The target tracking block is designed around a standard target tracking loop comprising: track prediction, track-observation association, measurement update, track merging, and track initiation. Important components in the target tracking solution are the novel motion model that constrains the tracked dolphins to the basin, as derived in Sec. V, and the PDA inspired method used to incorporate the observed regions into the measurement update step. Combined, these result in a tracking solution that is able to produce useful tracks based on the input from the measurement pre-processing block.

Finally, the solution is evaluated on experimental data in Sec. VII and relevant aspects of the suggested tracking solution are highlighted. Conclusions and further work are discussed in Sec. VIII.

III. Calibration

The fisheye camera is used as a solution to local regulations concerning audience integrity, but exhibits severe radial distortion and must be calibrated before being used. Usually, the camera calibration (intrinsic and extrinsic parameters and the lens distortion) can be obtained using standard software [13] based on images containing a checkerboard in different angles and positions. In this case the camera is mounted in a fixed position in the ceiling, hence the calibration must be estimated from available images and a map of the monitored region by identifying corresponding points as described below.

IV. Measurement Pre-processing

A. Foreground Segmentation

To bring out the objects the video is segmented into background and foreground. For this purpose, a Gaussian mixture background model [2, 3] is estimated with some modifications. The basic idea is to estimate mixtures of Gaussians to represent the pixel intensities using expectation maximization (EM) [16], but considering the number of pixels, several approximations of this algorithm are applied to make the computations

Let $x^d$, $x^m$ and $x^u$ denote the coordinates of a point in the distorted image, undistorted image and on the map respectively. Furthermore, denote with $\tilde{x} = (x^T - 1)^T$ the homogenous vector corresponding to $x$. Then the intrinsic and extrinsic parameters can be combined into a homography

$$ H = \begin{pmatrix} H_{11} & H_{12} & H_{13} \\ H_{21} & H_{22} & H_{23} \\ H_{31} & H_{32} & H_{33} \end{pmatrix} = \begin{pmatrix} \tilde{h}_1 \\ \tilde{h}_2 \\ \tilde{h}_3 \end{pmatrix}^T $$

such that

$$ x^m = \frac{1}{h_3} \tilde{x}^u \begin{pmatrix} h_1^T \\ h_2^T \end{pmatrix} \tilde{x}^u $$

gives a one-to-one mapping between undistorted and mapped coordinates.

Commonly a polynomial distortion model is used, but [14] suggests the following model for fisheye lenses

$$ r_d = R(r_u) = \frac{1}{\omega} \arctan \left( 2 r_u \tan \frac{\omega}{2} \right) $$

(2a)

$$ r_u = R^{-1}(r_d) = \frac{\tan (r_d \omega)}{2 \tan \frac{\omega}{2}} $$

(2b)

where $r_d = |x_d - x_c|$ is the radial distance from the center of distortion $x_c$ in the distorted image, $r_u = |x_u - x_c|$ is the radial distance in the undistorted image, and $\omega$ is a parameter determining the amount of distortion. The mapping is computed as

$$ x_d = x_c + \frac{R(r_u)}{r_u} (x_u - x_c) $$

(3a)

$$ x_u = x_c + \frac{R^{-1}(r_d)}{r_d} (x_d - x_c) $$

(3b)

The method described in [15] is used to estimate the homography in (1b) by finding the linear least-squares solution as an initial guess and refining it with the Levenberg-Marquardt algorithm. The parameters $\omega$ and $x_c$ are estimated using the Levenberg-Marquardt algorithm. These solutions are computed in an alternated manner until convergence is achieved to find the complete mapping, as suggested by [15].

Having estimated the model, (1b) and (3b) can be used to derive a measurement function $h(x)$ relating a point on the map with a point in the image. However, since the mapping is static and bijective, each measurement is transformed to the map as a final step of the measurement pre-processing block to reduce the dependence between the target tracking filter and the measurement model.
tractable. The intensities of a new image are gated and associated to the Gaussian mixture components of the model. If an association is found, the model is updated, otherwise a new Gaussian is initialized with low weight. Gaussian components with large weights are considered background whereas those with small weights are considered foreground.

The segmentation is based on a one channel image, which is obtained as a function of the red, green and blue channels. The function is chosen to achieve a reduction in the variance of the background pixels. Furthermore, the mean scene intensity is subtracted to make the model less sensitive to the light conditions.

The following applies to each pixel, currently measuring the intensity $I$, with a Gaussian mixture background model consisting of components $j = 1, \ldots, K_B, \ldots, K$ with mean $\mu_j$ and variance $\sigma_j^2$ and where the first $K_B$ components are considered background. The parameter $\gamma^2$ determines the maximum squared Mahalanobis distance $d_j$ considered a match through the criteria

$$d^2(I) = \frac{(I - \mu_j)^2}{\sigma_j^2} \leq \gamma^2,$$  (4)

If no $j \leq K_B$ exists such that $d^2(I) \leq \gamma^2$, the pixel is considered to be part of the foreground.

Selecting $\gamma^2$ is a trade-off between tolerating variations in the background and detecting foreground. According to [2], it can be advantageous to let $\gamma^2$ vary over time and different regions in the scene. The following heuristics are used for selecting $\gamma^2$

$$\gamma_t^2 = \gamma^2_0 + \gamma^2_\tau \max_{s \in [t-\tau, t]} \sqrt{|\bar{I}_s - \bar{I}_{s-1}|},$$  (5)

where $\tau$, $\gamma^2_0$ and $\gamma^2_\tau$ are design parameters and $\bar{I}_t$ is the mean intensity in the image at time $t$. The second term in (5) increases the tolerance for all pixels when the light conditions in the scene change drastically for some time determined by $\tau$, allowing the current background components to adapt to the new conditions rather than to estimate new background components, which otherwise would result in many false detections.

An additional extension to the method is to compute

$$d = \min_{j \leq K_B} d^2(I)$$  (6)

for each foreground pixel, providing the Mahalanobis distance to the nearest background component. This value provides information about the confidence in the detection, which could allow for more sophisticated methods in the post-processing to globally segment the foreground or improve the tracking as in [17], but is here only used as described in Sec. IV-B. Additional extensions can be made to improve the performance, e.g., as suggested by [4].

The foreground segmentation is generally noisy and is filtered using morphological operations [18], after which the output is $M_f$ observations consisting of the coordinates $\bar{y}_i$ of the foreground pixels and their values $d_i$ obtained from (6). The set is denoted

$$\tilde{Z} = \{\tilde{y}_i, d_i\}^{M_f}_{i=1}.\quad (7)$$
and the linear motion model is given by
\[
f(x) = \begin{pmatrix} I_2 & TI_2 \end{pmatrix} x.
\] (12)

Another conventional motion model is the coordinated turn model [21], where the target state vector is \( x_k = (x_k \ y_k \ \dot{x}_k \ \dot{y}_k \ \omega_k)^T \) and the model is given by
\[
f(x) = \begin{pmatrix} x + \frac{\dot{y}}{2} \sin(\omega T) - \frac{\dot{x}}{2} (1 - \cos(\omega T)) \\ y + \frac{\dot{x}}{2} (1 - \cos(\omega T)) + \frac{\dot{y}}{2} \sin(\omega T) \\ x \cos(\omega T) - \dot{y} \sin(\omega T) \\ \dot{x} \sin(\omega T) + \dot{y} \cos(\omega T) \end{pmatrix} \omega.
\] (13)

**A. Constraint Model**

When a target is constrained to a region, adapting the motion model to reflect this can improve the tracking performance. In the following, this is achieved by making a few assumptions about target behaviour close to the boundary of the region. The inspiration comes from research on potential fields [12] and collision avoidance for autonomous robots.

It is reasonable for a target moving towards a boundary to avoid it by turning when it gets close. A target moving along a nearby boundary is also assumed to follow it by turning to align its velocity. In general a target is assumed to move either in a clockwise or counter clockwise direction along the boundary of the region, determining the turning direction. The strength of the influence from each point \( n \) along the boundary is assumed to be a function \( w(x, n) \) of the state of the target and the position of the point.

Combining the effect of each point on the angular velocity by integrating along the boundary \( N \) of the region gives
\[
\omega(x) = d_r(x) \int_{N} (\beta_d + \beta_a (\mathbf{p}_\perp \cdot \mathbf{l}(n))) w(x, n) \, dm,
\] (14)

where \( d_r(x) \in \{-1, 1\} \) gives the rotational direction of the target, \( \beta_d \) and \( \beta_a \) are design parameters giving the strengths of avoidance and alignment respectively, \( \mathbf{p} = \mathbf{p}(x) = (\hat{x} \ \hat{y})^T \), \( \mathbf{l}(n) \) is the tangent of the boundary and the notation \((a \ b)_\perp = (b \ -a)^T \) is used.

**B. Constraint Region Model**

The boundary of the constraint region is modeled as a simple two-dimensional polygon and to avoid unexpected behaviour the polygon is assumed to be nearly convex. The polygon is defined by \( N \) vertices \( v_i \) for \( i = 1, \ldots, N \), given in counter clockwise order. Points on each segment of the polygon are obtained from
\[
n_i(s) = v_i + s l_i, \quad s \in [0, m_i]
\] (15)

where \( m_i = \|v_{i+1} - v_i\| \) and \( l_i = (v_{i+1} - v_i)/m_i \), as shown in Fig. 2, with obvious adjustments for \( m_N \) and \( l_1 \).

The strength of the influence \( w(x, n) \) in (14) for a point \( n_i(s) \) on the boundary is modeled to diminish as
\[
w_i(x, s) = \frac{1}{||p - n_i(s)||^2} = \frac{1}{||e_i - s l_i||^2},
\] (16)

where \( p = p(x) = (x \ y)^T \) and \( e_i = p - v_i \). Inserting (16) into (14) and using the region model in (15) gives the angular velocity
\[
\omega(x) = d_r(x) \sum_{i=1}^{N} (\beta_d + \beta_a (\mathbf{p}_\perp \cdot \mathbf{l}_i)) w_i(x),
\] (17)

where, using \( ||l_i|| = 1 \),
\[
w_i(x) = \int_0^{m_i} w_i(x, s) \, ds = \int_0^{m_i} \frac{1}{||e_i - s l_i||^2} \, ds
\]
\[
= \frac{1}{l_i^T e_i} \arctan \left[ \frac{m_i l_i^T e_i}{||e_i||^2 - m_i^2 l_i^T e_i} \right].
\] (18)

Fig. 3 illustrates (17) with \( \beta_a = 0 \) for a constraint region.

The Jacobians of the weights are given by
\[
\frac{\partial w_i}{\partial x} = \begin{pmatrix} w_{ix}(x) & w_{iy}(x) & 0 & 0 \end{pmatrix}^T,
\] (19)

where, using the notation \( a = (a_x \ a_y)^T \),
\[
w_{ix}(x) = \frac{1}{l_i^T e_i} \left( l_{iy} w_i(x) + \frac{e_{iy}}{||e_i||^2} - \frac{e_{iy} - l_{iy} m_i}{||e_i||^2 - 2 l_i^T e_i m_i + m_i^2} \right),
\] (20a)
and
\[
w_{iy}(x) = \frac{1}{l_i^T e_i} \left( -l_{ix} w_i(x) - \frac{e_{ix}}{||a||^2} + \frac{e_{ix} - l_{ix} m_i}{||e_i||^2 - 2 l_i^T e_i m_i + m_i^2} \right).
\] (20b)

The direction of the rotation \( d_r(x) \) can either be chosen using prior information or be estimated by comparing the target velocity \( \dot{p} \) to the boundary directions \( l_i \), e.g. using
\[
d_r(x) = \text{sign} \left( \sum_{i=1}^{N} (\mathbf{p}_\perp \cdot \mathbf{l}_i) w_i(x) \right).
\] (21)

**C. Constrained Motion Model**

The motion model chosen is a coordinated turn model with known angular velocity [21]. The continuous state vector is \( x = (x \ y \ \dot{x} \ \dot{y})^T \) and the motion model is
\[
\dot{x}(t) = f_r(x(t), t) + w(t)
\] (22a)
where \( w(t) \) is the process noise and
\[
\mathbf{f}_c(x(t), t) = \begin{pmatrix} \dot{x}(t) \\ \dot{y}(t) \\ -\omega(x(t)) \dot{y}(t) \\ \omega(x(t)) \dot{x}(t) \end{pmatrix}. \tag{22b}
\]

With a temporary zero-order hold assumption on \( \omega(x) = \omega \) and the state vector in (11), (22b) is discretized exactly as
\[
\mathbf{f}(x, \omega) = \begin{pmatrix} x + \frac{\dot{x}}{\omega} \sin(\omega T) - \frac{\dot{y}}{\omega} \left(1 - \cos(\omega T)\right) \\ y + \frac{\dot{x}}{\omega} \cos(\omega T) + \frac{\dot{y}}{\omega} \sin(\omega T) \\ \dot{x} \sin(\omega T) + \dot{y} \cos(\omega T) \end{pmatrix}. \tag{23}
\]

Reintroducing \( \omega = \omega(x) \), the Jacobian with regards to \( x \) is
\[
\mathbf{F}(x, \omega(x)) = \frac{\partial \mathbf{f}}{\partial x}(x, \omega(x)) + \frac{\partial \mathbf{f}}{\partial \omega}(x, \omega(x)) \frac{\partial \omega(x)}{\partial x} \tag{24a}
\]
using the chain rule, where
\[
\frac{\partial \mathbf{f}}{\partial x} = \begin{pmatrix} 1 & 0 & 0 & 1 - \cos(\omega T) \\ 0 & 1 - \cos(\omega T) & 0 & \sin(\omega T) \\ 0 & 0 & \cos(\omega T) & -\sin(\omega T) \end{pmatrix},
\frac{\partial \mathbf{f}}{\partial \omega} = \begin{pmatrix} \omega T \dot{x} - \dot{y} \cos(\omega T) - \dot{x} + \omega T \ddot{y} \sin(\omega T) + \dot{\ddot{y}} \\ \dot{y} \cos(\omega T) + \dot{x} \sin(\omega T) + \dot{\ddot{x}} \\ -T \dot{y} \cos(\omega T) - T \dot{x} \sin(\omega T) \\ T \dot{x} \cos(\omega T) - T \dot{y} \sin(\omega T) \end{pmatrix} \tag{24b}
\]
and using (20),
\[
\frac{\partial \omega}{\partial x} = \sum_{i=1}^{\mathcal{N}} \begin{pmatrix} (\beta_d + \beta_a \hat{P}_{ix}^T \mathbf{h}_i(x) \\ \beta_d + \beta_a \hat{P}_{iy}^T \mathbf{h}_i(x) \\ -\beta_d \hat{P}_{ix} \mathbf{h}_i(x) \\ \beta_d \hat{P}_{iy} \mathbf{h}_i(x) \end{pmatrix}^T. \tag{24d}
\]

Care is needed in implementations when \( \omega \to 0 \) for (24b) and (24c), where, e.g., (24c) reduces to
\[
\lim_{\omega \to 0} \frac{\partial \mathbf{f}}{\partial \omega} = \begin{pmatrix} -T^2 \dot{y} & T^2 \dot{x} & -T \ddot{y} & T \ddot{x} \end{pmatrix}^T. \tag{25}
\]

VI. TARGET TRACKING

To associate related measurements generated by the measurements pre-processing over time and estimate target trajectories, a target tracking filter is needed. The probabilistic data association (PDA) filter [22, Ch. 6] with some modifications is used for association.

The extended Kalman filter (EKF) [23] is chosen for estimating the target states \( \mathbf{x}_k \) from measurements \( y_k \) using the models described in Sec. V. The EKF is separated into a prediction update, using the motion model \( \mathbf{f}(x) \), its Jacobian \( \mathbf{F}(x) \) and the noise covariance \( \mathbf{Q} \), and a measurement update, using the measurement \( y_k \), the measurement model \( \mathbf{h}(x) \), and the noise covariance \( \mathbf{R} \). The noise covariances are considered design parameters and are selected to achieve good performance. The output is the state estimate \( \hat{x}_k \) and its covariance \( \mathbf{P}_k \).

A. Probabilistic Data Association Filter

A common filter used for point targets is the PDA filter, which constructs a hypothesis for each gated measurement that it is generated by the target, and then proceeds to merge all hypotheses weighted by the probability that the measurement was generated by the target. Although the assumption in Sec. IV-B is that each target generates several measurements, the filter assumes that there is at most one measurement generated by the target, which gives the side-effect that the state covariance grows, and the innovation covariance can be seen as an approximate measure of the extent.

All measurements not associated with a track are considered clutter, which is modeled with a Poisson-Uniform distribution with intensity density \( \beta \), resulting in the probability
\[
\Pr(\theta_j|\mathbf{Z}^k) \propto \beta^{N-1} N(y_j; \delta \bar{y}_k, \mathbf{P}_k) \tag{26a}
\]
of hypothesis \( \theta_j \) that measurement \( j \) was generated by the target, where \( \delta \bar{y}_k \) and \( \mathbf{P}_k \) are the predicted EKF measurement and innovation covariance respectively and \( P_D \) is a design parameter defining the probability of detection. The probability of hypothesis \( \theta_0 \) that all measurements are clutter is
\[
\Pr(\theta_0|\mathbf{Z}^k) \propto \beta^N (1 - P_D P_C), \tag{26b}
\]
where \( P_C \) is the gate probability. The weights for the hypotheses are computed as
\[
\mu_j = \frac{\Pr(\theta_j|\mathbf{Z}^k)}{\sum_{i=0}^{N} \Pr(\theta_i|\mathbf{Z}^k)} \tag{27}
\]
and the hypotheses are merged using
\[
\hat{x}_{k|k} = \sum_{j=0}^{M} \mu_j \hat{x}_{k|k} \tag{28a}
\]
\[
\mathbf{P}_{k|k} = \mu_0 \mathbf{P}_{k|k-1} + (1 - \mu_0) \mathbf{P}_{k|k-1} + \sum_{j=0}^{M} \mu_j (\hat{x}_{k|k} - \hat{x}_{k|k})(\hat{x}_{k|k} - \hat{x}_{k|k})^T \tag{28b}
\]
where \( \hat{x}_{k|k} = \hat{x}_{k|k} \) is the EKF predicted state estimate, \( \hat{x}_{k|k} \) is the EKF updated state estimate using measurement \( y_j \) and \( \mathbf{P}_{k|k-1} \) is the EKF predicted state covariance.

B. Modified Probabilistic Data Association Filter

The filter used in the proposed solution is inspired by the PDA filter equations in Sec. VI-A. The PDA has been modified so that the probability of a measurement anywhere in the gate is the same, that is measurements are uniformly distributed in the gate. Furthermore, each measurement represents a number of actual measurements (foreground pixels), hence multiplicity is approximated by the size of the observation
\[
n_j = |\mathbf{Y}_j| \tag{29a}
\]
or by the size and confidence, interpreted as the density of measurements, as
\[
n_j = \tilde{d}_j |\mathbf{Y}_j| \tag{29b}
\]
The probability for \( \theta_j \) becomes
\[
Pr(\theta_j | Z^k) \propto \frac{\beta^{N-1}P_D}{V_k} = \frac{\beta^{N-1}P_D}{\pi \sqrt{S_{k-1} | \gamma}},
\]  
(30a)
where \( | \cdot | \) is the determinant and \( \gamma \) is a design parameter determining the area \( V_k \) of the gate and for \( \theta_0 \)
\[
Pr(\theta_0 | Z^k) \propto \beta^N (1 - P_D).
\]  
(30b)
The weights are computed, where \( n_0 = 1 \), using
\[
\mu_j = \frac{n_j Pr(\theta_j | Z^k)}{\sum_{i=0}^{N} n_i Pr(\theta_i | Z^k)}.
\]  
(31)

C. Track Management

Track management is performed in three steps:

1) Measurements are associated to and used to update only confirmed tracks.
2) Unassociated measurements are associated and used to update tentative tracks.
3) All remaining measurements are used to initiate new tracks.

Furthermore, \( M/N \)-logic is used to determine whether to confirm or delete tracks. If a track has \( N_1 \) gated measurements in consecutive frames and subsequently \( M \) gated measurements in the next \( N_2 \) frames, the track is confirmed, otherwise deleted. If a confirmed track has \( D \) missed consecutive measurements while in the detection region, shown in Fig. 4 and 9, it is deleted.

On top of this, similar tracks are merged based on the Bhattacharyya distance [24], \( d_B(i, j) \),
\[
d_B(i, j) = \frac{1}{4}(\hat{x}_i - \hat{x}_j)^T(P_i + P_j)^{-1}(\hat{x}_i - \hat{x}_j)
+ \frac{1}{2} \ln \left( \frac{|P_i + P_j|}{|P_i| |P_j|} \right).
\]  
(32)
If a set of tracks \( M \) satisfies \( d_B(i, j) \leq \gamma_m \) for all \( i, j \in M \), where \( \gamma_m \) is a design parameter, the tracks are merged. Tracks are merged into one using [25]
\[
x_n = \sum_{i \in M} w_i \hat{x}_i,
\]  
(33a)
\[
P_n = \sum_{i \in M} w_i (P_i + (\hat{x}_i - \hat{x}_n)(\hat{x}_i - \hat{x}_n)^T),
\]  
(33b)
where the weight \( w_i = |P_i|/\sum_{i \in M} |P_i| \) is chosen to prioritize tracks with a large extent.

VII. EXAMPLES AND RESULTS

In this section, the proposed tracking solution is evaluated using actual video footage from the dolphinarium at Kolmården Wildlife Park. See Fig. 4 for an example. Preferably the solution should be able to extract a trajectory for each individual dolphin, however, due to resolution and occlusion this is very difficult and in many situations impossible. Additionally, that level of detail is not required for the intended behavioural study. The aim is therefore to instead track groups of dolphins with the goal to maintain a track for a group and maintain the track in occluded regions.

The performances of the solutions are evaluated qualitatively by comparing the performances for the various filters and models in difficult situations. The main setup used is the modified PDA filter described in Sec. VI-B using multiplicity (29b) and the constrained motion model based on (23).

A. Foreground Segmentation

The tracking relies on the output from the measurement preprocessing and some examples of segmented targets are shown in Fig. 5. The quality of the output varies over the region and over time depending on e.g. the stability of the background, separation of targets, camera resolution and distortion and light conditions. Although more information could probably be extracted using tailored computer vision techniques, thresholding is good enough for the intended group target tracking and to use general methods is beneficial when applying the same solution to other similar problems.
Fig. 6. Compares the predictive capabilities and the innovation covariance of different models in a non-detection region when a track stops receiving measurements. The coordinated turn and constant velocity models do not take the constraint region into account resulting in infeasible predictions. The constrained motion model keeps predictions within the constraint region.

Fig. 7. Compares the estimated trajectory and the innovation covariance size in the presence of a shadow using size and confidence as well as only size as multiplicity of the measurements.

**B. Model Comparison**

Conventional models do not take the physical constraints into account, this is why the constrained motion model was proposed. To show the differences in behaviour between the models, the prediction of each model with the resulting innovation covariance when no measurements are received is shown in Fig. 6. The conventional models produce infeasible predictions and if the target is rediscovered, due to a large gate or the prediction returning to the constraint region, the estimated trajectory is infeasible. The constrained motion model prediction, however, follows the boundary of the constraint region with an innovation covariance better adapted to the actual uncertainty of the position. The uncertainty in the velocities is propagated to the uncertainty in the position, causing rapidly increasing innovation covariance for the conventional models, while the constrained motion model starts by increasing the uncertainty in position and then decreases it as the boundary is approached, although eccentricity still increases.

To improve the constrained motion model even further, the predictions from it should cover motions in both directions along a boundary until measurements have been acquired to distinguish which direction the target went. However, in most situations this seems not to be a major problem.

**C. Multiplicity Comparison**

Targets cast shadows, as seen in Fig. 5, which often has a smaller confidence than the targets. Using only size as in (29a) to determine the measurement cluster multiplicity, all foreground measurements will have similar weights in the target tracking filter, while including the confidence as in (29b) puts higher weights on true targets than shadows. To compare the two options the results in the presence of the shadow in Fig. 5A is shown in Fig. 7. Using only size the trajectory is seen to be sensitive to the shadow, since the same weight is put on all measurements, but when including the confidence the shadow measurements are seen to have less impact, giving a smoother trajectory estimate and an innovation covariance that mainly covers the target.

The side effect is that a new track is initiated on the shadow, which, however, is quickly merged into the original track with little effect to its trajectory.

**D. Filter Comparison**

Using a standard PDA filter the measurements are assumed to be Gaussian distributed around the target position, effectively giving more weight to measurements near the centroid resulting in poor estimation of the target extent. To handle this, a variation of the PDA filter was proposed. It assumes uniformly distributed measurements in the gate, (30a), and utilizes the multiplicity of the measurements (31). To compare the two options the filter performances were evaluated in a sharp turn. The result is given in Fig. 8. The standard PDA filters struggle to track the target through the turn for various choices of process and measurement noise covariances, while the modified PDA filter not only finds the centroid, but also adapts its innovation covariance to match the extent of the target, improving the performance.

**E. Trajectory Extraction**

Using the main setup, the trajectory for one group of dolphins is shown in Fig. 9. The red line shows the mapped detection region and it can be seen that the mapping is inaccurate in some areas. Several tracks, initiated at the blue circles, are merged into the track along the way and, although not showing in the figure, several individuals leave the group along the trajectory, initiating new tracks. The advantage of the constrained motion model is displayed at the bottom left where the target disappears for over 100 frames while the track is maintained.
This paper has proposed a method to track dolphins using a ceiling-mounted fisheye camera intended to help biologists obtain trajectories for further studies of their behaviour. The whole pipeline from foreground segmentation to target tracking is described, where the target tracking techniques are used to handle pre-processing imperfections. To achieve this a novel motion model that affects the heading to avoid collisions with the basin edges at the same time as it favours trajectories along the edges is suggested, as well as adaptations to the standard PDA filter to handle extended targets.

The solution performs very well on recorded video data, and will provide a tool for biologists to avoid a lot of tedious manual work. The results show that the foreground segmentation is able to extract the dolphins from the video with sufficient accuracy, despite complicating factors, such as reflections, shadows, distortions and changing light conditions. The target tracking framework is shown to be able to handle false detections, limited field of view and occlusions. It is also shown that the proposed constrained motion model can maintain tracks during long periods without detections when conventional constant velocity and coordinated turn models fail. The feedback from the involved biologists regarding the results has also been very positive.

Each individual step of the pipeline can be improved. The most interesting possibility is to introduce feedback from the target tracking block to improve the measurement pre-processing. This could be beneficial for the foreground segmentation, especially if combined with explicit handling of extended targets and groups of targets.
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Fig. 9. A track of a group of targets, with individuals joining and splitting from the group. The filter manages to keep the track while the target passes straight through the non-detection region at the bottom right and when the target disappears for a long time in the non-detection region at the bottom left.