Well Posed Problems and Boundary Conditions in Computational Fluid Dynamics

CONFERENCE PAPER · JUNE 2015

1 AUTHOR:

Jan Nordström
Linköping University
184 PUBLICATIONS 2,114 CITATIONS

Available from: Jan Nordström
Retrieved on: 24 July 2015
Well Posed Problems and Boundary Conditions in Computational Fluid Dynamics

Jan Nordström*

Division of Computational Mathematics, Department of Mathematics, Linköping University
581 83 Linköping, Sweden

All numerical calculations will fail to provide a reliable answer unless the continuous problem under consideration is well posed. Well-posedness depends in most cases only on the choice of boundary conditions. In this paper we will highlight this fact by discussing well-posedness of the most important equations in computational fluid dynamics, namely the time-dependent compressible Navier-Stokes equations.

In particular, we will discuss i) how many boundary conditions are required, ii) where to impose them and iii) which form they should have. The procedure is based on the energy method and generalizes the characteristic boundary procedure for the Euler equations to the compressible Navier-Stokes equations.

Once the boundary conditions in terms of i-iii) are known, one issue remains; they can be imposed weakly or strongly. The weak and strong imposition is discussed for the continuous case. It will be shown that the weak and strong boundary procedures produce identical solutions and that the boundary conditions are satisfied exactly also in the weak procedure.

We conclude by relating the well-posedness results to energy-stability of the numerical approximation. It is shown that the results obtained in the well-posedness analysis for the continuous problem generalizes directly to stability of the discrete problem.

I. Introduction

Well-posed boundary conditions are an essential ingredient in many areas of computational physics. In fluid dynamics, characteristic boundary conditions for the Euler equations have long been accepted as one way to impose boundary conditions since the specification of the ingoing characteristic variable at a boundary implies well-posedness. Often the Euler boundary conditions are used as a guidance when boundary conditions are chosen for the compressible Navier-Stokes equations.1–4 We have used this guidance before3,5 and in this paper we will refine these ideas even more, but also point out differences.

To obtain a well posed initial boundary value problem, one needs to know: i) how many boundary conditions are required, ii) where to impose them and iii) which form they should have. There are essentially two different methods to use, namely the energy method5 and the Laplace transform method.6 The number of boundary conditions and where to place them can be determined using the Laplace transform method.7,8 However, the exact form of the boundary conditions cannot be obtained; information regarding that must come from other sources. The energy method, on the other hand, provides information on all the items i-iii).

Throughout this paper we assume that we have unlimited access to accurate boundary data. We do not consider non-reflecting or absorbing boundary conditions9,10 even though we expect that the derived boundary conditions will perform reasonably well, provided that the corresponding data is known. Even though we focus on the compressible Navier-Stokes, it will be shown how to obtain information on i-iii) for a general time dependent partial differential equation. The procedure is based on the energy method and has clear similarities to the derivation of characteristic boundary conditions for hyperbolic problems.3,5

It has been shown that a weak imposition of boundary conditions for finite difference,11,12 finite volume,13,14 spectral element,15,16 discontinuous Galerkin1,17 and flux reconstruction schemes18,19 on summation-by-parts (SBP) form lead to energy stability. We will show that the weak and strong boundary procedures
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produce identical solutions and that the boundary conditions are satisfied exactly also in the weak procedure. We will also show that an analysis of the continuous problem with weak boundary procedures together with schemes on SBP form leads to automatic stability. No specific additional analysis of the semi-discrete problem is necessary.

II. Preliminaries

To set the stage for the analysis below, we consider a smooth flow situation governed by the linearized time-dependent compressible Navier-Stokes equations. The dependent variables are the density $\tilde{\rho}$, the velocity components $\tilde{u}, \tilde{v}, \tilde{w}$ in the $x, y, z$ directions and the temperature $\tilde{T}$. The tilde sign signifies the presence of dimensions and the subscript $\infty$ denotes reference values in the free stream. The equations are written in non-dimensional form using the free stream density $\tilde{\rho}_\infty$, the free stream velocity $\tilde{U}_\infty$ and the free stream temperature $T_\infty$. The shear and second viscosity coefficients $\tilde{\mu}, \tilde{\lambda}$ as well as the coefficient of heat conduction $\tilde{\kappa}$ are non-dimensionalized with the free stream viscosity $\tilde{\mu}_\infty$. The pressure in non-dimensional form becomes, 

$$p = \tilde{p}/(\tilde{p}_\infty\tilde{U}_\infty^2) = \rho T/(\gamma M^2).$$

Also used are

$$M^2 = \frac{\tilde{U}^2_\infty}{\gamma R T_\infty}, \quad Pr = \frac{\tilde{\mu}_\infty C_p}{\tilde{\kappa}_\infty}, \quad Re = \frac{\tilde{\rho}_\infty \tilde{U}_\infty \tilde{L}}{\tilde{\mu}_\infty}, \quad \gamma = \frac{C_p}{C_v}, \quad \varphi = \frac{\gamma \kappa}{Pr}$$

where $\tilde{L}$ is a length scale and $M, Pr, Re = 1/\epsilon$ and $\gamma$ are the Mach, Prandtl and Reynolds numbers and ratio of specific heats respectively. The time scale is $\tilde{L}/\tilde{U}_\infty$.

A. The governing equations

The three-dimensional linearized time-dependent compressible Navier-Stokes equations in non-dimensional form \(^{20}\) can be written

$$V_t + AV_x + BV_y + CV_z = \tilde{F}_x + \tilde{G}_y + \tilde{H}_z$$

(2)

where

$$\tilde{F} = \tilde{D}_{11} V_x + \tilde{D}_{12} V_y + \tilde{D}_{13} V_z, \quad \tilde{G} = \tilde{D}_{21} V_x + \tilde{D}_{22} V_y + \tilde{D}_{23} V_z, \quad \tilde{H} = \tilde{D}_{31} V_x + \tilde{D}_{32} V_y + \tilde{D}_{33} V_z.$$ 

(3)

where the subscripts $t, x, y, z$ denotes partial differentiation with respect to time and space. In (2), $V = (\rho, u, v, w, T)^T$ is the perturbation from the constant state (denoted by an overbar) around which we linearize. The matrices related to the hyperbolic terms in (2) must be symmetric for the energy method to be applicable.\(^{5}\) We choose the symmetrizer

$$S^{-1} = \text{diag} \left[ \frac{\bar{c}^2}{\sqrt{\gamma}}, \sqrt{\gamma} \bar{c}, \sqrt{\gamma} \bar{c}, \sqrt{\gamma} \bar{c}, \frac{\tilde{\rho}}{\sqrt{\gamma(\gamma - 1)} M^2} \right],$$

(4)

where $\bar{c}$ is the speed of sound at the constant state.

Remark 1. The three-dimensional compressible Navier-Stokes equations with 12 matrices involved (see (2) and (3)), can be symmetrized by a single matrix \(^{20}\) $S$. This remarkable fact was complemented by the observation that there exist at least two different symmetrizers, based on either the hyperbolic or the parabolic terms. The symmetrizer (4) is related to the parabolic terms.

After symmetrizing (2) by multiplying it from the left with $S^{-1}$, we obtain

$$\hat{A} = \begin{pmatrix} \tilde{u} & \frac{\tilde{c}}{\sqrt{\gamma}} & 0 & 0 & 0 \\ \frac{\tilde{c}}{\sqrt{\gamma}} & \tilde{u} & 0 & 0 & \frac{\tilde{c}}{\sqrt{\gamma}} \sqrt{\frac{\gamma - 1}{\gamma}} \\ 0 & 0 & \tilde{u} & 0 & 0 \\ 0 & 0 & 0 & \tilde{u} & 0 \\ 0 & \tilde{c} \sqrt{\frac{\gamma - 1}{\gamma}} & 0 & 0 & \tilde{u} \end{pmatrix} \quad \hat{D}_{11} = \frac{\epsilon}{\tilde{\rho}} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 2\tilde{\mu} + \tilde{\lambda} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & \varphi \end{pmatrix}$$

(5)
\[
\begin{align*}
\hat{B} &= \begin{pmatrix}
\tilde{v} & 0 & \tilde{c}/\sqrt{\gamma} & 0 & 0 \\
0 & \tilde{v} & 0 & 0 & 0 \\
\tilde{c}/\sqrt{\gamma} & 0 & \tilde{v} & 0 & \tilde{c}/\sqrt{\gamma - 1} \\
0 & 0 & 0 & \tilde{v} & 0 \\
0 & 0 & \tilde{c}/\sqrt{\gamma - 1} & 0 & \tilde{v}
\end{pmatrix}, \quad
\hat{D}_{22} = \frac{\epsilon}{\tilde{\rho}} \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & \tilde{\mu} & 0 & 0 & 0 \\
0 & 0 & 2\tilde{\mu} + \tilde{\lambda} & 0 & 0 \\
0 & 0 & 0 & \tilde{\mu} & 0 \\
0 & 0 & 0 & 0 & \tilde{\varphi}
\end{pmatrix}, \\
\hat{C} &= \begin{pmatrix}
\tilde{w} & 0 & 0 & \tilde{c}/\sqrt{\gamma} & 0 \\
0 & \tilde{w} & 0 & 0 & 0 \\
\tilde{c}/\sqrt{\gamma} & 0 & \tilde{w} & 0 & \tilde{c}/\sqrt{\gamma - 1} \\
0 & 0 & 0 & \tilde{c}/\sqrt{\gamma - 1} & \tilde{w}
\end{pmatrix}, \quad
\hat{D}_{33} = \frac{\epsilon}{\tilde{\rho}} \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & \tilde{\mu} & 0 & 0 & 0 \\
0 & 0 & 2\tilde{\mu} + \tilde{\lambda} & 0 & 0 \\
0 & 0 & 0 & \tilde{\mu} & 0 \\
0 & 0 & 0 & 0 & \tilde{\varphi}
\end{pmatrix}, \\
\hat{D}_{12} &= \hat{D}_{21}^T = \frac{\epsilon}{\tilde{\rho}} \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & \tilde{\lambda} & 0 & 0 \\
0 & \tilde{\mu} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}, \quad
\hat{D}_{13}^T = \hat{D}_{31}^T = \frac{\epsilon}{\tilde{\rho}} \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & \tilde{\lambda} & 0 & 0 \\
0 & \tilde{\mu} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}, \\
\hat{D}_{23} &= \hat{D}_{32}^T = \frac{\epsilon}{\tilde{\rho}} \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & \tilde{\lambda} & 0 & 0 \\
0 & 0 & \tilde{\mu} & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}, \quad
\hat{V} = \begin{pmatrix}
\tilde{c}^2 \rho/\sqrt{\gamma} \\
\tilde{\rho} \tilde{c} w \\
\tilde{\rho} \tilde{v} w \\
\tilde{\rho} w T/\sqrt{\gamma (\gamma - 1) M_{\infty}^4}
\end{pmatrix},
\end{align*}
\]

where \( U^T = (S^{-1}V)^T, \tilde{A} = S^{-1} \tilde{A} S, \tilde{B} = S^{-1} \tilde{B} S, \tilde{C} = S^{-1} \tilde{C} S \) and the \( \hat{D}_{ij} \)'s are unchanged.

**Remark 2.** Note that the first row and column of the matrices \( \hat{D}_{ij} \) are zero, since there are no second derivatives in the continuity equation. This makes the system (2) incompletely parabolic.

**B. Well posed problems**

Roughly speaking, an initial boundary value problem is well posed if a unique solution that depends continuously on the initial and boundary data exists. Consider the following general initial boundary value problem

\[
\begin{align*}
W_t + PW &= F, & x \in \Omega, & t \geq 0 \\
LW &= g, & x \in \partial \Omega, & t \geq 0 \\
W &= f, & x \in \Omega, & t = 0
\end{align*}
\]

where \( W \) is the solution, \( P \) is the spatial differential operator and \( L \) is the boundary operator. In this paper, \( P \) and \( L \) are linear operators, \( F \) is a forcing function, and \( g \) and \( f \) are boundary and initial functions, respectively. \( F, g \) and \( f \) are the known data of the problem. The initial boundary value problem (10) is posed on the domain \( \Omega \) with boundary \( \partial \Omega \).

**Definition 1.** The initial boundary value problem (10) with \( F = g = 0 \) is well posed if for every \( f \in C^\infty \) that vanishes in a neighborhood of \( \partial \Omega \), a unique smooth solution exists that satisfies the estimate

\[
||W(\cdot, t)||_{\Omega}^2 \leq K^e \epsilon^{\alpha_c} ||f||_{\Omega}^2
\]

where the constants \( K^e \) and \( \alpha_c \) are bounded independently of \( f \).
Definition 2. The initial boundary value problem (10) is strongly well posed, if it is well-posed and
\[ \|W(\cdot, t)\|_{\Omega}^2 \leq K_2^s(t) \left( \|f\|_{\Omega}^2 + \int_0^t \left( \|F(\cdot, \tau)\|_{\Omega}^2 + \|g(\tau)\|_{\Omega^h}^2 \right) d\tau \right) \] (12)
holds, where the function \( K_2^s(t) \) for a limited time is bounded independently of \( f, F \) and \( g \).

Remark 3. Well-posedness of (10) requires that an appropriate number of boundary conditions (number of linearly independent rows in \( L \)) with the correct form of \( L \) (the rows in \( L \) have appropriate elements) is used. Too many boundary conditions means that no existence is possible, and too few that neither the estimates (11)-(12) nor uniqueness can be obtained.

Closely related to well-posedness and stability above is the concept of stability. The semi-discrete version of (10) is
\[ (W_j)_t + QW_j = F_j, \quad x_j \in \Omega, \quad t \geq 0 \]
\[ MW_j = g_j, \quad x_j \in \partial \Omega, \quad t \geq 0 \]
\[ W_j = f, \quad x_j \in \Omega, \quad t = 0. \] (13)
The difference operator \( Q \) approximates the differential operator \( P \) and the discrete boundary operator \( M \) approximates \( L \). \( F_j, g_j \) and \( f \) are the known data of the problem injected on the grid \( x_j = (x_j, y_j, z_j) \). The difference approximation (13) is a consistent approximation of (10).

Definition 3. The semi-discrete approximation (13) with \( F_j = g_j = 0 \) is stable for every projection \( f_j \) of \( f \in C^\infty \) that vanishes in a neighborhood of \( \partial \Omega \), if the solution \( W_j \) satisfies the estimate
\[ \|W_j(t)\|_{\Omega^h}^2 \leq K_1^d e^{\alpha_d t} \|f_j\|_{\Omega^h}^2 \] (14)
where the constants \( K_1^d \) and \( \alpha_d \) are bounded independently of \( f_j \) and the meshsize \( h = \min_{i \neq j} |x_j - x_i| \).

Definition 4. The semi-discrete approximation (13) is strongly stable, if it is stable and
\[ \|W_j(t)\|_{\Omega^h}^2 \leq K_2^d(t) \left( \|f_j\|_{\Omega^h}^2 + \int_0^t \left( \|F_j(\cdot, \tau)\|_{\Omega^h}^2 + \|g_j(\tau)\|_{\Omega^h}^2 \right) d\tau \right) \] (15)
holds. The function \( K_2^d(t) \) for a limited time is bounded independently of \( f_j, F_j, g_j \) and the meshsize \( h \) defined above.

The definitions of well-posedness and stability above are strikingly similar. However, the bounds in the corresponding estimates need not be the same. The following definition connects the growth rates of the continuous and semi-discrete solutions.

Definition 5. Assume that (10) is well-posed with \( \alpha_c \) in (11) and that the semi-discrete approximation (13) is stable with \( \alpha_d \) in (14). If \( \alpha_d \leq \alpha_c + \mathcal{O}(h) \) for \( h \leq h_0 \) we say that the approximation is strictly stable.

Remark 4. The norms in Definition 1-4 can be quite general but in this paper we use \( \|\phi\|_{\Omega}^2 = \int_\Omega \phi^T \phi \, dx \) and \( \|\phi\|_{\Omega^h}^2 = \sum_{\Omega^h} \phi^T \phi \, ds \approx \phi^T K \phi = \|\phi\|_{\Omega^h}^2 \). The matrices \( H \) and \( K \) define appropriate quadrature rules and \( \phi \) is a smooth function. More details on the definitions above are given in.6

III. The continuous problem

The initial boundary value problem we will consider in this paper is obtained by adding on the boundary and initial conditions to the symmetrized version of (2)
\[ U_t + \tilde{A}U_x + \tilde{B}U_y + \tilde{C}U_z = \tilde{F}_x + \tilde{G}_y + \tilde{H}_z, \quad (x, y, z) \in \Omega, \quad t \geq 0 \]
\[ HU = g, \quad (x, y, z) \in \partial \Omega, \quad t \geq 0 \]
\[ U = f, \quad (x, y, z) \in \Omega, \quad t = 0. \] (16)
The solution and the matrices in (16) are given by (3)-(9) above. The formulation (16) is used for strong imposition of boundary conditions. When imposing the boundary conditions weakly we consider
\[ U_t + \bar{A}U_x + B_U y + \bar{C}U_z = \bar{F}_x + \bar{G}_y + \bar{H}_z + L(\Sigma(HU - g)) \quad (x, y, z) \in \Omega, \quad t \geq 0 \]
\[ U = f, \quad (x, y, z) \in \Omega, \quad t = 0. \] (17)
In (17), \( L \) is a lifting operator defined for smooth vector functions \( \phi, \psi \) by \( \int_{\Omega} \phi^T L(\psi) \, dx \, dy \, dz = \int_{\partial\Omega} \phi^T \psi \, ds \) and \( \Sigma \) is an appropriate penalty matrix. The first task is now to determine the boundary operator \( H \) such that (16) is well posed.

### A. The energy method

Let the energy norm be defined as \( ||U||^2 = \int_{\Omega} U^T U \, dx \, dy \, dz \). The energy method is applied to (16) by multiplying with \( U^T \) and integrating over the domain \( \Omega \). Gauss’ theorem and integration by parts leads to

\[
||U||^2 + 2DL_c = BT
\]

where

\[
DL_c = \int_{\Omega} \begin{bmatrix} U_x & U_y & U_z \end{bmatrix}^T \begin{bmatrix} D_{11} & D_{12} & D_{13} \\ D_{21} & D_{22} & D_{23} \\ D_{31} & D_{32} & D_{33} \end{bmatrix} \begin{bmatrix} U_x \\ U_y \\ U_z \end{bmatrix} \, dx \, dy \, dz,
\]
\[
BT = -\oint_{\partial\Omega} U^T AU - 2U^T F ds.
\]  

In (19), \( ds = \sqrt{dx^2 + dy^2 + dz^2} \), \( \hat{n} = (n_1, n_2, n_3)^T \) is the outward pointing unit normal on \( \partial\Omega \), and

\[
A = n_1 \tilde{A} + n_2 \tilde{B} + n_3 \tilde{C}, \quad F = n_1 \tilde{F} + n_2 \tilde{G} + n_3 \tilde{H}.
\]  

Due to the incompletely parabolic character of the problem, we consider the following block structure of vectors and matrices in (19)

\[
U = \begin{bmatrix} U_1 \\ U_2 \end{bmatrix}, \quad F = \begin{bmatrix} 0 \\ F_2 \end{bmatrix}, \quad A = \begin{bmatrix} A_{11} & A_{12} \\ A_{12}^T & A_{22} \end{bmatrix}.
\]  

In (21), \( U_1 \) is a scalar, \( U_2 \) and \( F_2 \) are four components long, \( A_{11} \) is a scalar, \( A_{12} \) is a \( 1 \times 4 \) matrix and \( A_{22} \) is a \( 4 \times 4 \) matrix. With these notations we can write the quadratic form in (19) as

\[
U^T AU - 2U^T F = \begin{bmatrix} U_1 & U_2 & F_2 \end{bmatrix} \begin{bmatrix} A_{11} & A_{12} & 0 \\ A_{12}^T & A_{22} & -I \\ 0 & -I & 0 \end{bmatrix} \begin{bmatrix} U_1 \\ U_2 \\ F_2 \end{bmatrix},
\]  

where \( I \) is the \( 4 \times 4 \) identity matrix.

It is straightforward to show that the dissipation term on the left-hand-side in (18) is positive semi-definite. Consequently, for well-posedness it remains to bound \( BT \) on the right-hand-side with a minimal number of boundary conditions. One needs to know \( i \) how many boundary conditions are required, \( ii \) where on \( \partial\Omega \) to impose them and \( iii \) which form they should have. Too many boundary conditions mean no existence, and too few that neither an estimate nor uniqueness can be obtained.

### B. The number and position of the boundary conditions

By rotating the boundary matrix in (19) to block diagonal form we obtain

\[
BT = -\oint_{\partial\Omega} \begin{bmatrix} w_1 \\ w_2 \\ w_3 \end{bmatrix} \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} A_{11} & A_{12} & 0 \\ A_{12}^T & A_{22} & -I \\ 0 & -I & 0 \end{bmatrix} \begin{bmatrix} w_1 \\ w_2 \\ w_3 \end{bmatrix} \, ds,
\]

where

\[
\begin{bmatrix} w_1 \\ w_2 \\ w_3 \end{bmatrix} = R^{-1} \begin{bmatrix} U_1 \\ U_2 \\ F_2 \end{bmatrix} = \begin{bmatrix} U_1 + (A_{11})^{-1}A_{12}U_2 \\ U_2 - (A_{22})^{-1}F_2 \end{bmatrix}, \quad \tilde{A}_{22} = A_{22} - A_{12}^T (A_{11})^{-1} A_{12}.
\]  

Note that the rotation above requires that \( A_{11} \) is nonsingular.
Since $\tilde{A}_{22} = \tilde{A}_{22}^T$ we can write $\tilde{A}_{22} = X\Lambda_{22}X^T$ where $\Lambda_{22} = \text{diag}(\Lambda_{22}^+, \Lambda_{22}^-)$ and $X = [X_+, X_-]$ contain the positive and negative eigenvalues and the corresponding eigenvectors respectively. By using this eigen-decomposition of $\tilde{A}_{22}$, we obtain

$$BT = -\int_{\Omega} \left[ \begin{array}{c} w_1 \\ X^T_{+}w_2 \\ X^T_{-}w_2 \\ X^T_{+}w_3 \\ X^T_{-}w_3 \end{array} \right]^T \left[ \begin{array}{ccccc} A_{11} & 0 & 0 & 0 \\ 0 & \Lambda_{22}^+ & 0 & 0 \\ 0 & 0 & \Lambda_{22}^- & 0 \\ 0 & 0 & 0 & (\Lambda_{22}^+)^{-1} \\ 0 & 0 & 0 & (\Lambda_{22}^-)^{-1} \end{array} \right] \left[ \begin{array}{c} w_1 \\ X^T_{+}w_2 \\ X^T_{-}w_2 \\ X^T_{+}w_3 \\ X^T_{-}w_3 \end{array} \right] ds. \quad (24)$$

We are now ready to answer the questions $i)$ and $ii)$ posed above. The boundary terms in the quadratic form (24) that can cause growth is equal to the sum of positive entries in $A_{11}$, $\Lambda_{22}^+$ and $-(\Lambda_{22}^-)^{-1}$. The number of positive entries vary only with $A_{11}$ since the total number of positive entries in $\Lambda_{22}^+$ and $-(\Lambda_{22}^-)^{-1}$ are constant and equal to the number of eigenvalues in $\tilde{A}_{22}$.

**Remark 5.** In the Navier-Stokes equations, $A_{11} = (\bar{u}, \bar{v}, \bar{w}) \cdot \mathbf{n} = u_n$, where $u_n$ is the outward pointing normal velocity on the boundary. Consequently, the Navier-Stokes equations require five boundary conditions at an inflow boundary ($u_n < 0$) and four at an outflow boundary ($u_n > 0$). This holds independently of whether the flow is subsonic or supersonic. The fact that the number of boundary conditions for the Navier-Stokes equations is independent of the speed of the flow, and only depends on the direction, is quite different from the situation for the Euler equations.

**Remark 6.** In the limit $\epsilon \to 0$ formally $w_3 = F_2 = \epsilon \tilde{F}_2 \to 0$ in (24) and we are left with the number of boundary conditions for the Euler equations. However, $\tilde{F}_2$ contains gradients (see (3),(20)) and to this authors knowledge, this limit is not known. An analysis of the scalar viscous advection equation indicate that in fact $\epsilon \tilde{F}_2 \neq 0$ as $\epsilon \to 0$. If this holds also for the Navier-Stokes equations, it means that the Euler equations are not the high Reynolds number approximation of the Navier-Stokes equations as commonly perceived.

**C. The form of the boundary conditions**

We proceed by splitting (24) into one positive and one negative part respectively

$$BT = -\int_{\Omega} \left[ \begin{array}{c} 1_+(\gamma^+)w_1 \\ X^T_{+}w_2 \\ X^T_{-}w_3 \end{array} \right]^T \left[ \begin{array}{ccc} \gamma^+ & 0 & 0 \\ 0 & \Lambda_{22}^+ & 0 \\ 0 & 0 & -(\Lambda_{22}^-)^{-1} \end{array} \right] \left[ \begin{array}{c} 1_+(\gamma^+)w_1 \\ X^T_{+}w_2 \\ X^T_{-}w_3 \end{array} \right] ds. \quad (25)$$

In (25), $1_+(x)$ and $1_-(x)$ are indicator functions which are 1 if $x$ is positive or negative respectively, and zero otherwise. We have also used $\gamma^+ = (A_{11} + |A_{11}|)/2$ and $\gamma^- = (A_{11} - |A_{11}|)/2$. To simplify the notation we introduce

$$W^+ = \left[ \begin{array}{c} 1_+(\gamma^+)w_1 \\ X^T_{+}w_2 \\ X^T_{-}w_3 \end{array} \right], \quad \Lambda^+ = \left[ \begin{array}{ccc} \gamma^+ & 0 & 0 \\ 0 & \Lambda_{22}^+ & 0 \\ 0 & 0 & -(\Lambda_{22}^-)^{-1} \end{array} \right],$$

$$W^- = \left[ \begin{array}{c} 1_-(\gamma^-)w_1 \\ X^T_{+}w_2 \\ X^T_{-}w_3 \end{array} \right], \quad \Lambda^- = \left[ \begin{array}{ccc} \gamma^- & 0 & 0 \\ 0 & \Lambda_{22}^- & 0 \\ 0 & 0 & -(\Lambda_{22}^+)^{-1} \end{array} \right]. \quad (26)$$

Given the notations in (26), we rewrite (18) as

$$\|U\|^2_i + 2DI_c = -\int_{\Omega} \left[ W^+ \right]^T \left[ \begin{array}{cc} \Lambda^+ & 0 \\ 0 & \Lambda^- \end{array} \right] \left[ \begin{array}{c} W^+ \\ W^- \end{array} \right] ds. \quad (27)$$

We are now ready to answer the question $iii)$ posed above. Together with the previous answers to $i$-$ii)$ we summarize the result in the following proposition.
**Proposition 1.** The general form of the boundary condition in (16) that bound the right hand side of (27) (as well as (24)) and lead to well-posedness for zero boundary data or strong well-posedness for non-zero boundary data is

\[ W^- - RW^+ = g. \]  

In (28), \( R \) is a matrix with the number of rows equal to the number of boundary conditions and \( g \) is given boundary data. The number of rows in \( R \) is equal to the sum of positive entries in \( A_{11}, A_{22}^- \) and \( -(A_{22}^-)^{-1} \) in (24) and vary only with the sign of \( A_{11} \).

**Proof.** The number of positive entries in the matrix vary only with \( A_{11} \) since the total number of positive entries in \( A_{22}^- \) and \( -(A_{22}^-)^{-1} \) are constant and equal to the number of eigenvalues in \( \tilde{A}_{22} \). The sign of \( A_{11} \) vary with the direction of the normal \( \hat{n} = (n_1, n_2, n_3)^T \) along the boundary \( \delta \Omega \) since (20) holds. The proof that (28) bound (27) will be given below.

**Remark 7.** Note the close similarity of (28) with the way one imposes homogeneous boundary conditions for hyperbolic problems, where the ingoing characteristic variables are given by the outgoing ones and data.

**D. Weak and strong boundary conditions**

The boundary conditions in terms of i-iii) are now known and only one issue remains; they can be imposed weakly or strongly.

1. **Strongly imposed homogeneous boundary conditions**

The homogeneous version of the boundary condition (28) strongly imposed in (27) gives

\[ \|U\|^2_t + 2DI_c = - \oint_{\delta \Omega} (W^+)^T R^T A^- R + A^+ (W^+) \, \text{d}x. \]  

To get a bound on the right-hand-side of (29), the matrix \( R \) must satisfy

\[ R^T A^- R + A^+ \geq 0. \]  

**Remark 8.** Time-integration of (29) completes the proof of Proposition 1 for strongly imposed homogeneous boundary conditions and show that (see Definition 1) the problem (16) is well posed.

The general boundary operators used in (28) leading to an energy estimate and a well posed problem are

\[ HU = (H^- - RH^+) U. \]

The operators \( H^+ \) and \( H^- \) are decomposed as

\[ H^+ U = \left( H^+_0 + H^+_{D_0x} \frac{\partial}{\partial x} + H^+_{D_0y} \frac{\partial}{\partial y} + H^+_{D_0z} \frac{\partial}{\partial z} \right) U = W^+ \]

\[ H^- U = \left( H^-_0 + H^-_{D_0x} \frac{\partial}{\partial x} + H^-_{D_0y} \frac{\partial}{\partial y} + H^-_{D_0z} \frac{\partial}{\partial z} \right) U = W^- \]

where

\[ H^+_0 = \begin{bmatrix} 1_+(\gamma^+) & 1_+(\gamma^+) (A_{11}^-)^{-1} A_{12}^- \\ 0 & X^T_+ \\ 0 & 0 \end{bmatrix}, \quad H^-_0 = \begin{bmatrix} 1_-(\gamma^-) & 1_-(\gamma^-) (A_{11}^-)^{-1} A_{12}^- \\ 0 & X^T_- \\ 0 & 0 \end{bmatrix} \]

\[ H^+_{D_0x} = \begin{bmatrix} 0 & 0 \\ 0 & X^T_+ (\tilde{A}_{22}^-)^{-1} D_1 \\ 0 & X^T_+ D_1 \end{bmatrix}, \quad H^-_{D_0x} = \begin{bmatrix} 0 & 0 \\ 0 & X^T_- (\tilde{A}_{22}^-)^{-1} D_1 \\ 0 & X^T_- D_1 \end{bmatrix} \]

\[ H^+_{D_0y} = \begin{bmatrix} 0 & 0 \\ 0 & X^T_+ (\tilde{A}_{22}^-)^{-1} D_2 \\ 0 & X^T_+ D_2 \end{bmatrix}, \quad H^-_{D_0y} = \begin{bmatrix} 0 & 0 \\ 0 & X^T_- (\tilde{A}_{22}^-)^{-1} D_2 \\ 0 & X^T_- D_2 \end{bmatrix} \]

\[ H^+_{D_0z} = \begin{bmatrix} 0 & 0 \\ 0 & X^T_+ (\tilde{A}_{22}^-)^{-1} D_3 \\ 0 & X^T_+ D_3 \end{bmatrix}, \quad H^-_{D_0z} = \begin{bmatrix} 0 & 0 \\ 0 & X^T_- (\tilde{A}_{22}^-)^{-1} D_3 \\ 0 & X^T_- D_3 \end{bmatrix} \]
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In (33), we denote $D_1, D_2$ and $D_3$ as

$$
D_1 = n_1 \bar{D}_{11} + n_2 \bar{D}_{21} + n_3 \bar{D}_{31}, \quad D_2 = n_1 \bar{D}_{12} + n_2 \bar{D}_{22} + n_3 \bar{D}_{32}, \quad D_3 = n_1 \bar{D}_{13} + n_2 \bar{D}_{23} + n_3 \bar{D}_{33}. 
$$

(34)

The boundary operators in (31)-(33) are obtained by combining (23), (26) and (28).

**Remark 9.** Strongly imposed boundary conditions are characterized by the fact that some of the variables in the boundary terms are replaced by others. In (29) for example, only $W^+$ is present.

2. Weakly imposed homogeneous boundary conditions

By imposing the homogeneous boundary condition (28) weakly using (17), we obtain

$$
\|U\|^2 + 2DI_c = \int_\Omega \left[ \begin{array}{c} W^+ \\ W^- \end{array} \right]^T \Lambda^+ \left[ \begin{array}{c} W^+ \\ W^- \end{array} \right] - U^T \Sigma (W^- - RW^+) - (U^T \Sigma (W^- - RW^+))^T ds. 
$$

(35)

By introducing $\Sigma^-$ such that $U^T \Sigma = (W^-)^T \Sigma^-$, (35) becomes

$$
\|U\|^2 + 2DI_c = \int_\Omega \left[ \begin{array}{c} W^+ \\ W^- \end{array} \right]^T \Lambda^+ \left[ \begin{array}{c} R^T (\Sigma^-)^T \\ \Sigma^- - \Lambda^- (\Sigma^-)^T \end{array} \right] \left[ \begin{array}{c} W^+ \\ W^- \end{array} \right] ds. 
$$

(36)

**Remark 10.** Weakly imposed boundary conditions are characterized by the fact that all variables are present in the boundary terms. In (36) for example, both $W^+$ and $W^-$ are present.

The choice $\Sigma^- = \Lambda^-$ leads to $U^T \Sigma = (W^-)^T \Lambda^-$ and the final penalty matrix

$$
\Sigma = (H^-)^T \Lambda^-.
$$

(37)

By using (30), the energy rate (36) can now be written as

$$
\|U\|^2 + 2DI_c = \int_\Omega \left[ \begin{array}{c} W^+ \\ W^- \end{array} \right]^T \Lambda^+ \left[ \begin{array}{c} R^T \Lambda^- \\ \Lambda^- R \end{array} \right] \left[ \begin{array}{c} W^+ \\ W^- \end{array} \right] ds
$$

$$
= \int_\Omega (W^+)^T (R^T \Lambda^- R + \Lambda^+)(W^+) + \left[ \begin{array}{c} W^+ \\ W^- \end{array} \right]^T \left[ \begin{array}{c} -R^T \Lambda^- R \\ \Lambda^- R \end{array} \right] \left[ \begin{array}{c} W^+ \\ W^- \end{array} \right] ds
$$

$$
= \int_\Omega (W^+)^T (R^T \Lambda^- R + \Lambda^+)(W^+) - (W^- - RW^+)^T \Lambda^- (W^- - RW^+) ds,
$$

(38)

where the right-hand-side is negative semi-definite.

**Remark 11.** Time-integration of (38) completes the proof of Proposition 1 for weakly imposed homogeneous boundary conditions and show that (see Definition 1) the problem (17) is well posed.

**Remark 12.** The energy estimate (38) shows that a weak imposition of well-posed homogeneous boundary conditions produces the strong energy rate with an additional term $-(W^- - RW^+)^T \Lambda^- (W^- - RW^+)$ that is proportional to the boundary condition. A similar, dissipative term will appear in the discrete approximation.

We can now prove

**Proposition 2.** The weak and strong solutions to (17) and (16) with homogeneous boundary conditions are identical. The boundary conditions are satisfied exactly also in the weak formulation

**Proof.** The energy estimate (38) implies uniqueness. Since the strong solution satisfies the weak formulation, the strong and weak solution are identical. Consequently, the boundary conditions are satisfied exactly also in the weak procedure, and the additional term in the estimate (38) is identically zero. 

\[\square\]
3. Strongly imposed non-homogeneous boundary conditions

The boundary conditions (28) strongly imposed in (27) leads to

\[ \|U\|_t^2 + 2DI_c = -\oint_{\partial\Omega} \begin{bmatrix} W^+ \end{bmatrix}^T \begin{bmatrix} R^T \Lambda^- R + \Lambda^+ & R^T \Lambda^- \\ \Lambda^- R & \Lambda^- \end{bmatrix} \begin{bmatrix} W^+ \\ g \end{bmatrix} ds. \]  

(39)

We can now add and subtract \( g^TGg \) where \( G \) is a positive semi-definite bounded matrix\(^{22}\) to obtain

\[ \|U\|_t^2 + 2DI_c = -\oint_{\partial\Omega} \begin{bmatrix} W^+ \end{bmatrix}^T \begin{bmatrix} R^T \Lambda^- R + \Lambda^+ & R^T \Lambda^- \\ \Lambda^- R & \Lambda^- \end{bmatrix} \begin{bmatrix} W^+ \\ g \end{bmatrix} + g^T(-G + \Lambda^-)g ds. \]  

(40)

The choice

\[ G \geq (\Lambda^- R)(R^T \Lambda^- R + \Lambda^+)^{-1}(\Lambda^- R)^T, \]  

(41)

bounds the right-hand-side of (40). In order for condition (41) to make sense, we need to sharpen (30) to

\[ R^T \Lambda^- R + \Lambda^+ > 0. \]  

(42)

Remark 13. Time-integration of (40) completes the proof of Proposition 1 for strongly imposed non-homogeneous boundary conditions and show that (see Definition 2) the problem (16) is strongly well posed.

Remark 14. If (42) holds, then the choice (41) can always be made, and we can estimate the solution in terms of the boundary data which leads to a strongly well-posed problem. If condition (30) holds, but not (42), we get an energy estimate for zero boundary data and we have a well posed problem.\(^\text{6}\) Note also that even if \( \Lambda^+ \) is singular, which is not the case for the Navier-Stokes equations, \( G \) can be chosen in a similar way as in (41) by separating out the zero eigenvalues.

4. Weakly imposed non-homogeneous boundary conditions

The boundary conditions (28) imposed weakly using (17) yields

\[ \|U\|_t^2 + 2DI_c = -\oint_{\partial\Omega} \begin{bmatrix} W^+ \end{bmatrix}^T \begin{bmatrix} \Lambda^+ & 0 \\ 0 & \Lambda^- \end{bmatrix} \begin{bmatrix} W^+ \\ W^- \end{bmatrix} + U^T \Sigma(W^- - RW^+ - g) + (U^T \Sigma(W^- - RW^+ - g))^T ds, \]  

(43)

where \( \Sigma \) is the penalty matrix. Following the analysis above, we choose \( \Sigma \) such that \( U^T \Sigma = -(W^-)^T \Lambda^- \), and insert this into (43) to find

\[ \|U\|_t^2 + 2DI_c = -\oint_{\partial\Omega} \begin{bmatrix} W^+ \end{bmatrix}^T \begin{bmatrix} \Lambda^+ & R^T \Lambda^- \\ \Lambda^- R & -\Lambda^- \end{bmatrix} \begin{bmatrix} W^+ \\ W^- \end{bmatrix} ds. \]  

(44)

The matrix \( M \) in (44) can be divided into three parts and rewritten as

\[ M = \begin{bmatrix} -R^T \Lambda^- R & -R^T \Lambda^- & R^T \Lambda^- \\ \Lambda^- R & -\Lambda^- & \Lambda^- \\ -\Lambda^- R & \Lambda^- & -\Lambda^- \end{bmatrix} + \begin{bmatrix} R^T \Lambda^- R + \Lambda^+ & 0 & R^T \Lambda^- \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} + \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & -G + \Lambda^- \end{bmatrix}. \]  

(45)

The second matrix above is positive semi-definite by the choice of \( G \) in (41), while the third matrix is bounded by data. These two matrices correspond exactly to the result obtained for strong boundary conditions.

The first matrix in (45), which is due to the use of weak boundary conditions, can be rewritten as

\[ \begin{bmatrix} R & 0 & 0 \\ 0 & I & 0 \\ 0 & 0 & I \end{bmatrix} \otimes (C_0 \otimes \Lambda^-), \quad C_0 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & -G + \Lambda^- \end{bmatrix}. \]  

(46)
where \( \otimes \) denotes the Kronecker product.\(^{27}\) The matrix \( C_0 \) is negative semi-definite with eigenvalues \(-3, 0, 0\) and hence the right-hand-side of (44) is bounded by data.

The difference between the estimate (40) obtained by strong imposition of boundary conditions and the estimate (44) obtained by a weak imposition is the term

\[
\hat{R} = - \oint_{\Omega} \begin{bmatrix} W^+ \end{bmatrix}^T \begin{bmatrix} R & 0 & 0 \\ 0 & I & 0 \\ 0 & 0 & I \end{bmatrix} (C_0 \otimes \Lambda^-) \begin{bmatrix} R & 0 & 0 \\ 0 & I & 0 \\ 0 & 0 & I \end{bmatrix} \begin{bmatrix} W^- \end{bmatrix} ds,
\]

on the right-hand-side of the weak energy rate. We can expand the term \( \hat{R} \) by using

\[
C_0 = X\Gamma X^T, \quad X = \frac{1}{\sqrt{3}} \begin{bmatrix} -1 & 1 & 1 \\ 1 & 1 & -1 \\ -1 & 0 & -2 \end{bmatrix}, \quad \Gamma = \begin{bmatrix} -3 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix},
\]

and find

\[
\hat{R} = - \oint_{\Omega} \begin{bmatrix} RW^+ \end{bmatrix}^T (X\Gamma X^T \otimes \Lambda^-) \begin{bmatrix} RW^- \end{bmatrix} ds
\]

\[
= - \oint_{\Omega} \begin{bmatrix} W^- - RW^+ - g \\ RW^+ + W^- \\ RW^+ - W^- + 2g \end{bmatrix}^T \begin{bmatrix} -1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} RW^- - RW^+ - g \\ RW^+ + W^- \\ RW^+ - W^- + 2g \end{bmatrix} ds
\]

\[
= + \oint_{\Omega} (W^+ - RW^+ - g)^T \Lambda^- (W^- - RW^+ - g) ds \leq 0.
\]

Remark 15. Time-integration of (44) completes the proof of Proposition 1 for weakly imposed non-homogeneous boundary conditions and show that (see Definition 2) the problem (17) is strongly well posed.

Remark 16. Just as in the case for homogeneous boundary conditions, the additional term \( R = \oint_{\Omega} (W^- - RW^+ - g)^T \Lambda^- (W^- - RW^+ - g) \) in the weak energy rate is proportional to the boundary condition. A similar dissipative term will appear in the discrete approximation.

We can also for the non-homogeneous case prove

**Proposition 3.** The weak and strong solutions to (17) and (16) with non-homogeneous boundary conditions are identical. The boundary conditions are satisfied exactly also in the weak formulation.

**Proof.** The proof is identical to the one given in the homogeneous case for Proposition 2.

\[\square\]

**IV. The semi-discrete approximation**

Consider the semi-discrete approximation of (16) on a cubic domain with weakly imposed boundary conditions

\[
\begin{align*}
V_t &+ (D_x \otimes I_y \otimes I_z \otimes A)V + (I_x \otimes D_y \otimes I_z \otimes B)V + (I_x \otimes I_y \otimes D_z \otimes C)V \\
&= (D_x \otimes I_y \otimes I_z \otimes I_M)F + (I_x \otimes D_y \otimes I_z \otimes I_M)G + (I_x \otimes I_y \otimes D_z \otimes I_M)H \\
&+ (E_N P_x^{-1} \Sigma \otimes I_y \otimes I_z \otimes I_M)(H^+ - RH^-)V - e_{N_x} \otimes g
\end{align*}
\]

\[
V(0) = f.
\]

The discrete solution \( V_{ijk}(t) \approx u(x_i, y_j, z_k, t) \) is arranged as

\[
V = \begin{bmatrix} V_0 \\ V_1 \\ \vdots \\ V_i \\ \vdots \\ V_N_x \end{bmatrix}, \quad V_i = \begin{bmatrix} V_0 \\ V_1 \\ \vdots \\ V_j \\ \vdots \\ V_N_y \end{bmatrix}, \quad V_j = \begin{bmatrix} V_0 \\ V_1 \\ \vdots \\ V_k \\ \vdots \\ V_N_z \end{bmatrix}
\]
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The matrices $\hat{A}$, $\hat{B}$ and $\hat{C}$ are matrices given in (16). For simplicity, only the boundary condition at $x = 1$ is considered by inserting the penalty term (corresponding to the lifting operator $L$ in (17)) only at $k = N$. The discrete representation of the vectors $\hat{F}$, $\hat{G}$ and $\hat{H}$ in (3) are

\[
\begin{align*}
\hat{F} &= (\hat{I} \otimes \hat{D}_{11})V_x + (\hat{I} \otimes \hat{D}_{12})V_y + (\hat{I} \otimes \hat{D}_{13})V_z \\
\hat{G} &= (\hat{I} \otimes \hat{D}_{21})V_x + (\hat{I} \otimes \hat{D}_{22})V_y + (\hat{I} \otimes \hat{D}_{23})V_z \\
\hat{H} &= (\hat{I} \otimes \hat{D}_{31})V_x + (\hat{I} \otimes \hat{D}_{32})V_y + (\hat{I} \otimes \hat{D}_{33})V_z,
\end{align*}
\]

where we, with a slight abuse of notation, used $\hat{I} = (I_x \otimes I_y \otimes I_z)$ and

\[
V_x = (D_x \otimes I_y \otimes I_z \otimes I_M)V, \quad V_y = (I_y \otimes D_y \otimes I_z \otimes I_M)V, \quad V_z = (I_z \otimes I_y \otimes D_z \otimes I_M)V.
\]

The difference operators are on summation-by-parts form (SBP), $^{23}$ i.e. $D_{x,y,z} = P_{x,y,z}^{-1}Q_{x,y,z}$ where $P_{x,y,z} = P_{x,y,z}^T > 0$, $Q_{x,y,z} + Q_{x,y,z}^T = \text{diag}(-1, 0, 0, 1)$, $E_N$ a zero matrix where the element $(N + 1, N + 1)$ is one. $I_z, I_y, I_x$ and $I_M$ are identity matrices of appropriate sizes and $e_{N_x} = [0, \ldots, 0, 1]$ of length $N_x$.

The continuous boundary operator in (31) is $H^+ - RH^+$ where both $H^+$ and $H^-$ are partitioned matrix operators of Robin type, see (33). To construct the corresponding discrete operators we use that partitioning and define the discrete versions of $H^+$ and $H^-$ as

\[
\begin{align*}
\hat{H}^+ &= (I_x \otimes I_y \otimes I_z \otimes H^+_0) + (D_x \otimes I_y \otimes I_z \otimes H^+_{D0y}) \\
&\quad + (I_x \otimes D_y \otimes I_z \otimes H^+_{D0y}) + (I_x \otimes I_y \otimes D_z \otimes H^+_{D0z}), \\
\hat{H}^- &= (I_x \otimes I_y \otimes I_z \otimes H^-_0) + (D_x \otimes I_y \otimes I_z \otimes H^-_{D0y}) \\
&\quad + (I_x \otimes D_y \otimes I_z \otimes H^-_{D0y}) + (I_x \otimes I_y \otimes D_z \otimes H^-_{D0z}).
\end{align*}
\]

A. The energy method

We mimic the analysis of the continuous problem above, but limit ourselves to weak boundary conditions.

1. Weakly imposed homogeneous boundary conditions

The discrete energy method (multiply with $V^T(P_x \otimes P_y \otimes P_z \otimes I_M)$ from the left and add the transpose) applied to (50) with $g = 0$ gives

\[
\frac{d}{dt} \|V\|^2_{P_{xyz}} + 2DI_d = -V^T(E_N \otimes P_y \otimes P_z \otimes A)V + V^T(E_N \otimes P_y \otimes P_z \otimes I_M)\hat{F} \\
+ \hat{F}^T(E_N \otimes P_y \otimes P_z \otimes I_M)V + V^T(E_N \otimes P_y \otimes P_z \otimes I_M)(\hat{H}^- - \hat{R}\hat{H}^+)V \\
+ V^T(\hat{H}^- - \hat{R}\hat{H}^+)\hat{W}(E_N \otimes P_y \otimes P_z \otimes I_M)\hat{W}^T,
\]

where

\[
DI_d = \begin{bmatrix}
V_x^T \\
V_y \\
V_z
\end{bmatrix} P_{xyz} \begin{bmatrix}
\hat{I} \otimes \hat{D}_{11} & \hat{I} \otimes \hat{D}_{12} & \hat{I} \otimes \hat{D}_{13} \\
\hat{I} \otimes \hat{D}_{21} & \hat{I} \otimes \hat{D}_{22} & \hat{I} \otimes \hat{D}_{23} \\
\hat{I} \otimes \hat{D}_{31} & \hat{I} \otimes \hat{D}_{32} & \hat{I} \otimes \hat{D}_{33}
\end{bmatrix} \begin{bmatrix}
V_x \\
V_y \\
V_z
\end{bmatrix} \\
= \begin{bmatrix}
V_x^T \\
V_y \\
V_z
\end{bmatrix} P_{xyz} \begin{bmatrix}
\psi^T & (\hat{D}_{11} & \hat{D}_{12} & \hat{D}_{13} \\
\hat{D}_{21} & \hat{D}_{22} & \hat{D}_{23} \\
\hat{D}_{31} & \hat{D}_{32} & \hat{D}_{33} \otimes \hat{I}
\end{bmatrix} \begin{bmatrix}
V_x \\
V_y \\
V_z
\end{bmatrix} > 0.
\]

In (56), we have used that the Kronecker product $^{27}$ is even permutation similar for square matrices. Note that $DI_d$ mimics the continuous dissipation $DI_c$ and it is clearly positive semi-definite. We have also used the notation $P_{xyz} = (P_x \otimes P_y \otimes P_z \otimes I_M)$ and $\hat{R} = (\hat{I} \otimes R)$.

Recall that $(H^- - RH^+)U = W^- - RW^+$ in the continuous case. The corresponding discrete relation reads

\[
\begin{align*}
(H^- - RH^+)V &= [(I_x \otimes H^-_0)V + (I_x \otimes H^-_{D0x})V_x + (I_x \otimes H^+_{D0x})V_y + (I_x \otimes H^+_{D0z})V_z] \\
&\quad - \hat{R}[(I_x \otimes H^+_0)V + (I_x \otimes H^+_{D0x})V_x + (I_x \otimes H^+_{D0y})V_y + (I_x \otimes H^+_{D0z})V_z] \\
&= W^- - RW^+.
\end{align*}
\]
2. Weakly imposed non-homogeneous boundary conditions

The boundary conditions and penalty matrices are already derived in the analysis of the continuous problem. The derivation in this section is completely analogous to the continuous one above. In fact, Remark 17.

Proposition 5. The semi-discrete approximation (50) of (16) and penalty matrix (60) is strictly stable.

Proof. Time-integration of (61) lead to an estimate of the form (14) given in Definition 3.

By the fact that the semi-discrete energy rate (61) mimics the continuous energy rate (38) term by term and will converge to the continuous solution, we can also state

\[ \frac{d}{dt} \| V \|_{P_{y,z}}^2 + 2D_I d = -\begin{bmatrix} \bar{W}^+ \\ \bar{W}^- \end{bmatrix}^T \begin{pmatrix} \Lambda^+ & R^T \Lambda^- & 0 \\ \Lambda^- R & -\Lambda^- & \Lambda^- \\ 0 & \Lambda^- & 0 \end{pmatrix} \begin{bmatrix} \bar{W}^+ \\ \bar{W}^- \end{bmatrix} \]

which corresponds to (36) in the continuous case. As in the continuous case we let \( \Sigma^- = \Lambda^ - \) which yields

\[ \tilde{\Sigma} = (\tilde{H}^-)^T (\tilde{I} \otimes \Lambda^-) \]

corresponding to (37) and the energy rate

\[ \frac{d}{dt} \| V \|_{P_{y,z}}^2 + 2D_I d = -(\bar{W}_N^+)^T (P_{y,z} \otimes (R^T \Lambda^- R + \Lambda^+))(\bar{W}_N^+) + (\bar{W}_N^- - R\bar{W}_N^+)^T (P_{y,z} \otimes \Lambda^-)(\bar{W}_N^- - R\bar{W}_N^+) \]

which correspond to (38). The second term in (61) which was zero in the continuous case, now adds a small amount of dissipation.

We can summarize the result in the following Proposition.

Proposition 4. The semi-discrete approximation (50) of (16) with homogeneous weak boundary conditions and penalty matrix (60) is stable.

Proof. Time-integration of (61) lead to an estimate of the form (14) given in Definition 3. □

By the fact that the semi-discrete energy rate (61) mimics the continuous energy rate (38) term by term and will converge to the continuous solution, we can also state

Proposition 5. The semi-discrete approximation (50) of (16) and penalty matrix (60) is strictly stable.

Remark 17. The derivation in this section is completely analogous to the continuous one above. In fact, the boundary conditions and penalty matrices are already derived in the analysis of the continuous problem.

2. Weakly imposed non-homogeneous boundary conditions

By using the same procedure as for the homogeneous case but with non-zero data, we end up with

\[ \frac{d}{dt} \| V \|_{P_{y,z}}^2 + 2D_I d = -\begin{bmatrix} \bar{W}^+ \\ \bar{W}^- \end{bmatrix}^T \begin{pmatrix} \Lambda^+ & R^T \Lambda^- & 0 \\ \Lambda^- R & -\Lambda^- & \Lambda^- \\ 0 & \Lambda^- & 0 \end{pmatrix} \begin{bmatrix} \bar{W}^+ \\ \bar{W}^- \end{bmatrix} \]

where \( M \) in (62) is exactly the same matrix as in (44). Consequently, the continuous analysis leads directly to strong stability. The discrete energy estimate is similar to the continuous one but the additional term

\[ \begin{bmatrix} \bar{W}^+ \\ \bar{W}^- \end{bmatrix}^T \begin{pmatrix} \Lambda^+ & R^T \Lambda^- & 0 \\ \Lambda^- R & -\Lambda^- & \Lambda^- \\ 0 & \Lambda^- & 0 \end{pmatrix} \begin{bmatrix} \bar{W}^+ \\ \bar{W}^- \end{bmatrix} = -(\bar{W}_N^- - R\bar{W}_N^+ - \tilde{g}_N) (P_{y,z} \otimes \Lambda^-)(\bar{W}_N^- - R\bar{W}_N^+ - \tilde{g}_N) \]

which was zero in the continuous case, now adds a small amount of dissipation.

We can summarize the result in the following Proposition.
Proposition 6. The semi-discrete approximation \((50)\) of \((16)\) with non-homogeneous weak boundary conditions and penalty matrix \((60)\) is strongly stable.

Proof. Time-integration of \((62)\) lead to an estimate of the form \((15)\) given in Definition 4.

Remark 18. Just as in the preceding section on weak homogeneous boundary conditions, the derivation in the semi-discrete case is completely analogous to the continuous one above.

V. Conclusions

We have analyzed the time-dependent compressible Navier-Stokes equations, and in particular the role of boundary conditions. The number of boundary conditions, where to impose them and their form have been derived. The procedure is based on the energy method and generalize the characteristic boundary procedure for hyperbolic problems like the Euler equations.

The boundary conditions can be imposed weakly or strongly. It was shown that the weak and strong boundary procedures produce identical solutions and that the boundary conditions are satisfied exactly also in the weak procedure. It was shown that the derived boundary conditions lead to strongly well posed problems both for the weak and strong imposition.

It was also shown that the weak boundary procedures in the well-posedness analysis lead directly to stability, strong stability and strict stability of the numerical approximation. The boundary conditions and penalty matrices were already derived in the analysis of the continuous problem. Almost no additional derivations were necessary.

The analysis of the time-dependent compressible Navier-Stokes equations that was done in this paper is completely general. It can be extended to any coupled system of partial differential equations posed as an initial boundary value problem without difficulty.
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