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Abstract

Bayesian inference is a statistical inference technique in which Bayes’ theorem is used to update the probability distribution of a random variable using observations. Except for few simple cases, expression of such probability distributions using compact analytical expressions is infeasible. Approximation methods are required to express the a priori knowledge about a random variable in form of prior distributions. Further approximations are needed to compute posterior distributions of the random variables using the observations. When the computational complexity of representation of such posteriors increases over time as in mixture models, approximations are required to reduce the complexity of such representations.

This thesis further extends existing approximation methods for Bayesian inference, and generalizes the existing approximation methods in three aspects namely; prior selection, posterior evaluation given the observations and maintenance of computation complexity.

Particularly, the maximum entropy properties of the first-order stable spline kernel for identification of linear time-invariant stable and causal systems are shown. Analytical approximations are used to express the prior knowledge about the properties of the impulse response of a linear time-invariant stable and causal system.

Variational Bayes (VB) method is used to compute an approximate posterior in two inference problems. In the first problem, an approximate posterior for the state smoothing problem for linear state-space models with unknown and time-varying noise covariances is proposed. In the second problem, the VB method is used for approximate inference in state-space models with skewed measurement noise.

Moreover, a novel approximation method for Bayesian inference is proposed. The proposed Bayesian inference technique is based on Taylor series approximation of the logarithm of the likelihood function. The proposed approximation is devised for the case where the prior distribution belongs to the exponential family of distributions.

Finally, two contributions are dedicated to the mixture reduction (MR) problem. The first contribution, generalize the existing MR algorithms for Gaussian mixtures to the exponential family of distributions and compares them in an extended target tracking scenario. The second contribution, proposes a new Gaussian mixture reduction algorithm which minimizes the reverse Kullback-Leibler divergence and has specific peak preserving properties.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARMSE</td>
<td>Average Root Mean Square Error</td>
</tr>
<tr>
<td>ETT</td>
<td>Extended Target Tracking</td>
</tr>
<tr>
<td>EKF</td>
<td>Extended Kalman Filter</td>
</tr>
<tr>
<td>EM</td>
<td>Expectation Maximization</td>
</tr>
<tr>
<td>GLM</td>
<td>Generalized Linear Models</td>
</tr>
<tr>
<td>GM</td>
<td>Gaussian Mixture</td>
</tr>
<tr>
<td>GM-PHD</td>
<td>Gaussian Mixture Probability Hypothesis Density</td>
</tr>
<tr>
<td>GP</td>
<td>Gaussian Process</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>iid</td>
<td>independent and identically distributed</td>
</tr>
<tr>
<td>INLA</td>
<td>Integrated Nested Laplace Approximation</td>
</tr>
<tr>
<td>KF</td>
<td>Kalman Filter</td>
</tr>
<tr>
<td>KLD</td>
<td>Kullback-Leibler Divergence</td>
</tr>
<tr>
<td>LTI</td>
<td>Linear Time-Invariant</td>
</tr>
<tr>
<td>MAP</td>
<td>Maximum A Posteriori</td>
</tr>
<tr>
<td>MC</td>
<td>Monte-Carlo</td>
</tr>
<tr>
<td>MR</td>
<td>Mixture Reduction</td>
</tr>
<tr>
<td>MRA</td>
<td>Mixture Reduction Algorithm</td>
</tr>
<tr>
<td>MTT</td>
<td>Multiple Target Tracking</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PHD</td>
<td>Probability Hypothesis Density</td>
</tr>
<tr>
<td>RKLD</td>
<td>Reverse Kullback-Leibler Divergence</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Square Error</td>
</tr>
<tr>
<td>RTS</td>
<td>Rauch-Tung-Striebel</td>
</tr>
<tr>
<td>SS-1</td>
<td>First Order Stable Spline</td>
</tr>
<tr>
<td>STVBF</td>
<td>Skew-t Variational Bayes Filter</td>
</tr>
<tr>
<td>STVBS</td>
<td>Skew-t Variational Bayes Smoother</td>
</tr>
<tr>
<td>VB</td>
<td>Variational Bayes</td>
</tr>
</tbody>
</table>
### Some sets

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbb{N} )</td>
<td>Set of natural numbers</td>
</tr>
<tr>
<td>( \mathbb{R} )</td>
<td>Set of real numbers</td>
</tr>
<tr>
<td>( S^d_{++} )</td>
<td>Set of ( d \times d ) symmetric positive definite matrices</td>
</tr>
</tbody>
</table>

### Probability

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbb{E} )</td>
<td>Expectation</td>
</tr>
<tr>
<td>( \mathbb{V} )</td>
<td>Variance</td>
</tr>
<tr>
<td>( D_{KL}(\cdot | \cdot) )</td>
<td>Kullback-Leibler divergence</td>
</tr>
<tr>
<td>( H )</td>
<td>Differential entropy</td>
</tr>
<tr>
<td>( \overline{H} )</td>
<td>Differential entropy rate</td>
</tr>
<tr>
<td>( \sim )</td>
<td>Distributed according to or sampled from</td>
</tr>
</tbody>
</table>

### Common distributions

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{N}(\mu, \Sigma) )</td>
<td>Multivariate Gaussian with mean ( \mu ) and covariance ( \Sigma )</td>
</tr>
<tr>
<td>( \mathcal{U}(a, b) )</td>
<td>Uniform over the interval ([a, b])</td>
</tr>
<tr>
<td>( \text{Exp}(x; \lambda) )</td>
<td>Exponential with rate ( \lambda )</td>
</tr>
<tr>
<td>( \text{Weibull}(\lambda, k) )</td>
<td>Weibull with scale ( \lambda ) and shape ( k )</td>
</tr>
<tr>
<td>( \text{Laplace}(\mu, b) )</td>
<td>Laplace with location ( \mu ) and scale ( b )</td>
</tr>
<tr>
<td>( \text{Rayleigh}(\sigma) )</td>
<td>Rayleigh with scale ( \sigma )</td>
</tr>
<tr>
<td>( \log -\mathcal{N}(\mu, \sigma) )</td>
<td>Log-normal with location ( \mu ) and scale ( \sigma )</td>
</tr>
<tr>
<td>( \text{Gamma}(\alpha, \beta) )</td>
<td>Gamma with shape ( \alpha ) and rate ( \beta )</td>
</tr>
<tr>
<td>( \text{IGamma}(\alpha, \beta) )</td>
<td>Inverse gamma with shape ( \alpha ) and rate ( \beta )</td>
</tr>
<tr>
<td>( \mathcal{W}_d(n, V) )</td>
<td>Wishart with degrees of freedom ( n ) and scale matrix ( V \in S^d_{++} )</td>
</tr>
<tr>
<td>( \mathcal{IW}_d(\nu, \Psi) )</td>
<td>Inverse Wishart with degrees of freedom ( \nu ) and scale matrix ( \Psi \in S^d_{++} )</td>
</tr>
<tr>
<td>( \mathcal{t}(\mu, \sigma^2, \nu) )</td>
<td>Student’s ( t )-distribution with location parameter ( \mu ), spread parameter ( \sigma ), and degrees of freedom ( \nu )</td>
</tr>
<tr>
<td>( \mathcal{T}(\cdot; 0, 1, \nu) )</td>
<td>Cumulative distribution function (CDF) of Student’s ( t )-distribution with degrees of freedom ( \nu )</td>
</tr>
<tr>
<td>( \text{ST}(z; \mu, \sigma^2, \delta, \nu) )</td>
<td>Skew ( t )-distribution with location parameter ( \mu ), spread parameter ( \sigma ), shape parameter ( \delta ) and degrees of freedom ( \nu )</td>
</tr>
<tr>
<td>( \mathcal{N}_+(\mu, \Sigma) )</td>
<td>Truncated Multivariate Gaussian with closed positive orthant as support, location parameter ( \mu ) and squared-scale matrix ( \Sigma )</td>
</tr>
</tbody>
</table>
### Operators and Symbols

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>tr ((A))</td>
<td>Trace of matrix (A)</td>
</tr>
<tr>
<td>(\det(A),</td>
<td>Determinant of matrix (A)</td>
</tr>
<tr>
<td>(A^T)</td>
<td>Transpose of matrix (A)</td>
</tr>
<tr>
<td>(\text{vec}(A))</td>
<td>Vectorized matrix (A)</td>
</tr>
<tr>
<td>Diag((\cdot))</td>
<td>Diagonal matrix whose diagonal elements are the arguments of the operator</td>
</tr>
<tr>
<td>(x_{m:n})</td>
<td>Sequence ((x_m, x_{m+1}, \ldots, x_n))</td>
</tr>
<tr>
<td>(I_d)</td>
<td>(d)-dimensional identity matrix</td>
</tr>
<tr>
<td>(\mathcal{H})</td>
<td>Hypothesis</td>
</tr>
<tr>
<td>(\text{argmin}_\lambda)</td>
<td>Minimizing argument with respect to (\lambda)</td>
</tr>
<tr>
<td>(\text{argmax}_\lambda)</td>
<td>Maximizing argument with respect to (\lambda)</td>
</tr>
</tbody>
</table>
Part I

Background
This chapter introduces the research area that is considered in this thesis and summarizes the contributions that constitute this thesis. In Section 1.1, an introduction to the approximate Bayesian inference is given. In Section 1.2, the main contributions are summarized. In Section 1.3, the publications by the PhD candidate are listed. In Section 1.4 three applied research results produced by the PhD candidate are presented. In Section 1.5, the outline of the thesis is given.

1.1 Approximate Bayesian Inference

Bayesian inference is a statistical inference technique in which Bayes’ theorem is used to update the probability distribution of a random latent variable using observations. This technique provides a mathematical tool for modeling systems where uncertainties of the model, as well as the system, are reflected by the probability distributions. The probabilistic models which are constructed by probability distributions that describe our knowledge about the system are determined using the rules of the probability calculus.

Probabilistic models describe the relation between the random latent variables, the deterministic parameters, and the measurements. Such relations are specified by prior distributions of the latent variables $p(x)$, and the likelihood function $p(y|x)$ which gives a probabilistic description of the measurements given (some of) the latent variables. Using the probabilistic model and measurements the exact posterior can be expressed in a functional form using the Bayes’ rule

$$p(x|y) = \frac{p(x)p(y|x)}{\int p(x)p(y|x) \, dx}.$$  \hspace{1cm} (1.1)

The prior knowledge about the latent variables and the parameters is expressed via prior distributions. Ideally, the prior distribution should express
Introduction

this prior knowledge about the latent variables without any extra assumptions. The maximum entropy method (Jaynes, 1982) provides a tool to express the prior knowledge in form of prior distributions without further assumptions. Describing the prior knowledge about a random variable using compact analytical expressions is not always feasible. In such cases approximation methods are required. One of the contributions in this thesis concerns such approximations.

Determination of the posterior distribution of a latent variable \( x \) given the measurements (observed data) \( y \) is at the core of Bayesian inference using probabilistic models. The exact posterior distribution can be analytical. A subclass of cases where the posterior is analytical is when the posterior belongs to the same family of distributions as the prior distribution. In such cases the prior distribution is called a conjugate prior for the likelihood function. A well-known example where analytical posterior is obtained using conjugate priors is when the latent variable is a priori normal-distributed and the likelihood function given the latent variable is again normal.

Example 1.1

Let \( x \) have a normal prior distribution with mean \( \mu \) and covariance \( \Sigma \), i.e., \( x \sim \mathcal{N}(x; \mu, \Sigma) \). A measurement \( y \) with the likelihood function \( p(y|x) = \mathcal{N}(y; Hx, R) \) is in hand where \( H \) is a matrix with proper dimensions and \( R \) is a covariance matrix. The posterior distribution of \( x \) can be obtained using the Bayes’ rule given in (1.1);

\[
p(x|y) = \frac{p(x)p(y|x)}{\int p(x)p(y|x) \, dx} = \frac{\mathcal{N}(x; \mu, \Sigma) \mathcal{N}(y; Hx, R)}{\int \mathcal{N}(x; \mu, \Sigma) \mathcal{N}(y; Hx, R) \, dx}. \tag{1.3}
\]

The posterior distribution \( p(x|y) \) has an analytical solution and turns out to be the normal distribution \( \mathcal{N}(x; \mu', \Sigma') \) whose parameters can be computed via closed form expressions given here,

\[
\mu' = \mu + K(y - H\mu), \tag{1.4a}
\]

\[
\Sigma' = \Sigma - KH\Sigma, \tag{1.4b}
\]

where

\[
K = \Sigma H(H\Sigma H^T + R)^{-1}. \tag{1.5}
\]

The exact posterior distribution of a latent variable can not always be given a compact analytical expression. In the following, three examples of such cases will be given. In Example 1.2, a problem that is encountered in nonlinear filtering is presented.
1.1 Approximate Bayesian Inference

Example 1.2
Let \( x \) have a normal prior distribution \( p(x) = N(x; \mu, \Sigma) \). A measurement \( y \) with the likelihood function \( p(y|x) = N(y; h(x), R) \) is in hand where \( h(\cdot) \) is a vector-valued nonlinear function and \( R \) is a covariance matrix. The posterior distribution of \( x \) can be expressed using the Bayes’ rule given in (1.1). However, the posterior distribution does not necessarily have a compact analytical solution. A remedy can be obtained by approximation of the likelihood function via linearization of the function \( h(\cdot) \) around the prior mean \( \mu \) as in

\[
h(x) \approx h(\mu) + \hat{H}(x - \mu)
\]

where

\[
\hat{H} \triangleq \nabla_x h(x)|_{x=\mu}.
\]

Using the approximate likelihood \( p(y|x) = N(y; \hat{H}x, R) \), the approximate posterior distribution can be computed using the analytical expressions given in Example 1.1.

One of the contributions in this thesis concerns the problem and the solution proposed in Example 1.2. In Example 1.3, a problem that is encountered in simulating a Markov chain with multi-modal transition density will be presented.

Example 1.3
Consider a Markov chain with transition density:

\[
p(x_{k+1}|x_k) = wN(x_{k+1}; Ax_k, Q) + (1 - w)N(x_{k+1}; \overline{Ax}_k, \overline{Q}),
\]

where \( 0 < w < 1 \), and factors \( A \) and \( \overline{A} \) are two square matrices. We are interested in the marginal distribution of \( x_{1000} \), where \( x_1 \) has the distribution \( p(x_1) = N(x_1; \mu_1, \Sigma_1) \). The marginal distribution of \( x_k \) can be obtained recursively by integration as in

\[
p(x_k) = \int p(x_k|x_{k-1})p(x_{k-1}) \, dx_{k-1}.
\]

The first step of the recursion is computed here.

\[
p(x_2) = \int \left( wN(x_2; Ax_1, Q) + (1 - w)N(x_2; \overline{Ax}_1, \overline{Q}) \right) N(x_1; \mu_1, \Sigma_1) \, dx_1
\]

\[
= wN(x_2; A\mu_1, Q + A\Sigma_1A^T) + (1 - w)N(x_2; \overline{A}\mu_1, \overline{Q} + \overline{A}\Sigma_1\overline{A}^T)
\]

Although the marginal density of \( x_2 \) can be computed analytically, the complexity of \( p(x_2) \) has increased compared to \( p(x_1) \) due to increase in the number of Gaussian components needed to express \( p(x_2) \). The number of Gaussian components needed to express the marginal density of \( x_k \) grows exponentially with
Figure 1.1: A probabilistic graphical model for stochastic dynamical system with latent state \( x_k \) and measurements \( y_k \).

respect to \( k \) and is \( 2^{k-1} \). In order to maintain the computational complexity of the marginal distributions of \( x_k \) at a tractable level, the number of components needs to be reduced via approximation of the true marginal density of \( x_k \) with another distribution with less components. A candidate solution for the problem is minimizing a statistical distance between the true density of \( x_k \) and its approximation.

Two of the contributions in this thesis concern the problem described in Example 1.3. Approximate Bayesian inference is particularly important when the measurements appear sequentially in time as in the filtering task for a stochastic dynamical system, whose probabilistic graphical model is presented in Figure 1.1. In Example 1.4, the Bayesian filtering recursion is introduced and the need for approximations is highlighted. Three contributions in this thesis concern problems of similar nature to Example 1.4.

---

**Example 1.4**

Consider a stochastic dynamical system represented by the following recursion

\[
\begin{align*}
  x_1 &\sim p(x_1), \\
  y_k &\sim p(y_k|x_k), \\
  x_{k+1} &\sim p(x_{k+1}|x_k).
\end{align*}
\]  

(1.12a, 1.12b, 1.12c)

The Bayesian filtering recursion corresponds to computing the posterior distributions \( p(x_k|y_{1:k}) \);

\[
p(x_k|y_{1:k}) = \frac{p(x_k|y_{1:k−1})p(y_k|x_k)}{\int p(x_k|y_{1:k−1})p(y_k|x_k) \, dx_k}.
\]  

(1.13)

The density \( p(x_k|y_{1:k−1}) \) in the numerator of (1.13) which is called the predicted density of \( x_k \) and is obtained by integration as in

\[
p(x_k|y_{1:k−1}) = \int p(x_k|x_{k−1})p(x_{k−1}|y_{1:k−1}) \, dx_{k−1}.
\]  

(1.14)

In such filtering problems, the posterior to the last processed measurement is the prior distribution in the next time step. To be able to use the same inference algorithm in a recursive manner, the posterior distribution at each time step should
obtain the same form as the prior. When such a condition does not exist, approximations can be used. A class of such approximations is called the variational approximations, where the posterior is assumed to have a specific functional form (the same as the prior). Subsequently a statistical distance between the assumed posterior and the true posterior is minimized to find the hyper-parameters of the assumed (approximate) posterior.

Several methods for approximate inference over probabilistic models are proposed in the literature such as variational Bayes (Jordan et al., 1999), expectation propagation (Minka, 2001), integrated nested Laplace approximation (INLA) (Rue et al., 2009), generalized linear models (GLMs) (Nelder and Wedderburn, 1972) and, Monte-Carlo (MC) sampling methods (Hastings, 1970; Geman and Geman, 1984).

Variational Bayes (VB) and expectation propagation (EP) are two optimization-based solutions to the approximate Bayesian inference (Wainwright and Jordan, 2008). In these two approaches Kullback-Leibler divergence (Cover and Thomas, 2006) between the true posterior distribution and an approximate posterior is minimized. INLA is a technique to perform approximate Bayesian inference in latent Gaussian models (Hennevogl et al., 2001) using the Laplace approximation. GLMs are an extension of ordinary linear regression when errors belong to the exponential family.

Sampling methods such as Markov Chain Monte Carlo (MCMC) methods provide a general class of solutions to the approximate Bayesian inference problem.

In this thesis, the focus is on fast analytical approximations which are applicable to large-scale inference problems. These approximations propose solutions to the Bayesian inference problems where the vanilla versions are described in Examples 1.2, 1.3 and 1.4. These analytical approximations either involve minimization of a statistical divergence between the true distribution and its approximation or are based on expansion of a function with respect to a basis function.

In Section 1.2, the main contributions in this thesis are summarized. In Section 1.5, the connection between the problems highlighted here in form of Examples 1.2, 1.3 and 1.4 and their corresponding contributions in this thesis will be drawn.

### 1.2 Contributions

The contributions of this thesis address various aspects of Bayesian inference. These contributions can be categorized in three groups:

1. **Prior selection**: The prior information about a stochastic process in a Gaussian process regression problem can be encoded in the covariance function. The maximum entropy properties of a covariance function for Gaussian process regression referred to as the discrete-time first-order stable spline kernel is proven.
2. **Determination of the posterior distribution for dynamical systems:** Approximate posterior of two Bayesian inference problems are derived using the variational Bayes technique. Furthermore, an approximation method for general Bayesian inference problems using linearization of log-likelihood function is proposed. These contributions in this category concern problems such as those highlighted in Examples 1.2 and 1.4.

3. **Maintenance of computational complexity:** The contributions in this category concern with maintenance of computational complexity in problems such as the one introduced in Example 1.3.

### 1.3 Publications

The following papers, listed in reverse chronological order, are published:


1.4 Applications

In this section, a summary of three applied research results produced by the PhD candidate is presented.

1.4.1 Bicycle tracking using ellipse extraction

A new approach to track bicycles from imagery sensor data is proposed in (Ardeshiri et al., 2011a). It is based on detecting ellipsoids in the image as in Figures 1.2 and 1.3. These ellipses are treated pair-wise using a dynamic bicycle model illustrated in Figure 1.4. One important application area is in automotive collision avoidance systems, where no dedicated systems for bicyclists yet exist and where very few theoretical studies have been published. Possible conflicts can be predicted from the position and velocity state in the model, but also from the steering wheel articulation and roll angle that indicate yaw changes before the velocity vector changes. An algorithm is proposed in (Ardeshiri et al., 2011a) which consists of an ellipsoid detection and estimation algorithm and a particle filter. A simulation study of three critical single target scenarios is presented, and the algorithm is shown to produce excellent state estimates. An experiment using a stationary camera and the particle filter for state estimation is performed and has shown encouraging results.

Figure 1.2: The green ellipses indicate measurements obtained from the two bike wheels. The ellipse parameters are later fed through a particle filter framework in order to estimate the bicycle state.
Figure 1.3: Ellipse extraction. Top left: Query image, Top right: Query image after background subtraction. Bottom: Ellipses plotted with 0.9 and 1.1 times the estimated size, the actual estimated ellipses are halfway between the lines.
Figure 1.4: (a) Illustration of the coordinate system and the bicycle parameters. The wheelbase $L$ and the distance of center of gravity to the wheel centers is denoted by $l_1$ and $l_2$. The $y$-axis goes through the center of gravity and the $x$-axis goes through the wheel centers. (b) Illustration of the inclination $\theta$ of the bicycle. The inclination angle can be calculated using Newton’s second law of motion. The gravitational force is denoted by $mg$ and the reaction force of the ground is denoted by $N$. (c) An extended bicycle model is used as motion model where $\psi$ and $\delta$ are shown in this figure. The orientation of the camera at the origin of the global coordinate system is shown. (d) The slope of the bicycle’s track is denoted by $\alpha$. 
1.4 Applications

1.4.2 Positioning using ultra wide-band data

The skew-$t$ variational Bayes filter (STVBF) (Nurminen et al., 2015a) is applied to indoor positioning with time-of-arrival (TOA) based distance measurements and pedestrian dead reckoning (PDR) in (Nurminen et al., 2015b). The proposed filter accommodates large positive outliers caused by occasional non-line-of-sight (NLOS) conditions by using a skew-$t$ model of measurement errors. Real-data tests using the fusion of inertial sensors based PDR and ultra-wideband based TOA ranging show that the STVBF clearly outperforms the extended Kalman filter (EKF) in positioning accuracy with the computational complexity about three times that of the EKF. A tracking performance of one of the test tracks is illustrated in Figure 1.5.

![Figure 1.5](image-url)  
*Figure 1.5: Test track 1 consists of corridors and turns at corridor junctions.*

1.4.3 Path tracking for robots

The task of generating time optimal trajectories for a six degrees of freedom industrial robot is discussed in (Ardeshiri et al., 2011b) and an existing convex optimization formulation of the problem is extended to include new types of constraints. The new constraints are speed dependent and can be motivated from physical modeling of the motors and the drive system. It is shown how the speed dependent constraints should be added in order to keep the convexity of the overall problem. A method to, conservatively, approximate the linear speed dependent constraints by a convex constraint is also proposed (see Figure 1.6). A numerical example proves versatility of the extension proposed in (Ardeshiri et al., 2011b).
1.5 Thesis outline

The thesis is divided into two parts. In the rest of the first part, background material for these contributions will be provided. In the second part of the thesis, a compilation of six edited publications are presented.

1.5.1 Outline of Part I

In Chapter 2, the concepts of entropy, relative entropy, and maximum entropy priors, and their relation to the exponential family are introduced. Also a short introduction to variational Bayes method is given. The background material in Chapter 2 are intended to lay the theoretical foundation for the Papers A, B, C, D and E in the second part of this thesis.

In Chapter 3, a short introduction to the problem of identification of linear time-invariant, stable and causal systems using Gaussian process regression methods is given. This Chapter is intended to give an introduction to the problem addressed in Paper A which is about approximation of the prior knowledge for the purpose of devising a maximum entropy prior distribution.

\footnote{Parts of the material presented in the first part of the thesis is already published by the author in form of technical reports, conference papers and journal articles.}
In Chapter 4, an introduction to the mixture reduction problem introduced in Example 1.3 is presented. The mixture reduction problem is addressed in the second part of this thesis by Papers E and F. Concluding remarks are given in Chapter 5.

1.5.2 Outline of Part II

Part II of the thesis is a compilation of six edited contributions which are summarized in the following.

**Maximum entropy properties of discrete-time first-order stable spline kernel**

Paper A


presents the maximum entropy properties of the discrete-time first-order stable spline kernel. The first order stable spline (SS-1) kernel (also known as the tuned-correlated kernel) is used extensively in regularized system identification, where the impulse response is modeled as a zero-mean Gaussian process whose covariance function is given by well designed and tuned kernels. In particular, the exact maximum entropy problem solved by the SS-1 kernel without Gaussian and uniform sampling assumptions is formulated. Under general sampling assumption, the special structure of the SS-1 kernel (e.g. its tridiagonal inverse and factorization have closed form expression) is derived. Also a maximum entropy covariance completion interpretation is given to it.

**Approximate Bayesian smoothing with unknown process and measurement noise covariances**

Paper B


presents an adaptive smoother for linear state-space models with unknown process and measurement noise covariances. The proposed method utilizes the variational Bayes technique to perform approximate inference. The resulting smoother is computationally efficient, easy to implement, and can be applied to high dimensional linear systems. The performance of the algorithm is illustrated on a target tracking example.
Robust inference for state-space models with skewed measurement noise

Paper C

presents filtering and smoothing algorithms for linear discrete-time state-space models with skewed and heavy-tailed measurement noise. The algorithms use a variational Bayes approximation of the posterior distribution of models that have normal prior and skew-$t$-distributed measurement noise. The proposed filter and smoother are compared with conventional low-complexity alternatives in a simulated pseudorange positioning scenario. In the simulations the proposed methods achieve better accuracy than the alternative methods, the computational complexity of the filter being roughly 5 to 10 times that of the Kalman filter.

Bayesian inference via approximation of log-likelihood for priors in exponential family

Paper D

presents a Bayesian inference technique based on Taylor series approximation of the logarithm of the likelihood function. The proposed approximation is devised for the case where the prior distribution belongs to the exponential family of distribution and is continuous. The logarithm of the likelihood function is linearized with respect to the sufficient statistic of the prior distribution in exponential family such that the posterior obtains the same exponential family form as the prior. Similarities between the proposed method and the extended Kalman filter for nonlinear filtering are illustrated. Further, an extended target measurement update for target models where the target extent is represented by a random matrix having an inverse Wishart distribution is derived. The approximate update covers the important case where the spread of measurement is due to the target extent as well as the measurement noise in the sensor.
Greedy reduction algorithms for mixtures of exponential family

Paper E


presents a general framework for greedy reduction of mixture densities of exponential family. The performances of the generalized algorithms are illustrated both on an artificial example where randomly generated mixture densities are reduced and on a target tracking scenario where the reduction is carried out in the recursion of a Gaussian inverse Wishart probability hypothesis density (PHD) filter.

Gaussian mixture reduction using reverse Kullback-Leibler divergence

Paper F


presents a greedy mixture reduction algorithm which is capable of pruning mixture components as well as merging them based on the Kullback-Leibler divergence (KLD). The algorithm is distinct from the well-known Runnalls’ KLD based method since it is not restricted to merging operations. The capability of pruning (in addition to merging) gives the algorithm the ability of preserving the peaks of the original mixture during the reduction. Analytical approximations are derived to circumvent the computational intractability of the KLD which results in a computationally efficient method. The proposed algorithm is compared with Runnalls’ and Williams’ methods in two numerical examples, using both simulated and real world data. The results indicate that the performance and computational complexity of the proposed approach make it an efficient alternative to existing mixture reduction methods.
Entropy, Exponential Family, and Variational Bayes

Analytical approximations proposed in the second part of this thesis build upon the existing literature on maximum entropy priors, exponential family of distributions and variational Bayes. In this chapter some preliminary definitions and results relating to these contributions will be given. In Section 2.1, entropy and the relative entropy will be defined. Furthermore, maximum entropy distributions will be derived. The background material in section 2.1 will lay the foundations for Paper A in the second part of the thesis. Also the relationship between the maximum entropy priors and the exponential family will be explained. In Section 2.2, the exponential family of distributions and some of their properties will be given. These background material will be used in Papers E and D which are about approximate inference techniques relating to exponential family of distributions. In Section 2.3 the variational Bayes (VB) method is described. The VB method is used to derive approximate posteriors in Papers B and C.

2.1 Entropy

Entropy is a measure of the uncertainty of a random variable. In this thesis, only continuous random variables are considered. Consequently, only the aspects of the information theory which are related to continuous random variables will be covered. The definitions of the differential entropy and relative entropy will be given in the following.

Definition 2.1. For a distribution with its support on $S$ with density $p(\cdot)$, the differential entropy is defined by (Cover and Thomas, 2012)

$$H(p) = -\int_S p(x) \log p(x) \, dx.$$  (2.1)
Example 2.2
For standard normal distribution in $\mathbb{R}^n$ where $p(x) = (2\pi)^{-n/2} \exp\left[-\frac{1}{2} \sum_{j=1}^{n} x_j^2 \right]$ and $\log p(x) = -\frac{n}{2} \log(2\pi) - \frac{1}{2} \sum_{j=1}^{n} x_j^2$ the following holds.

$$H(p) = -\mathbb{E}[\log p(x)] = \frac{n}{2} \log(2\pi) + \frac{n}{2} = \frac{n}{2} \log(2\pi e),$$

where $e$ is the Euler number.

Definition 2.3. The relative entropy or the Kullback-Leibler divergence between two PDFs is defined by

$$D_{KL}(p || q) = \mathbb{E}_{p(x)} \log \frac{p(x)}{q(x)}.$$ (2.2)

2.1.1 Maximum entropy prior distributions

By maximizing the differential entropy of a distribution subject to constraints imposed by prior knowledge, the probability distribution which encompasses the least assumptions about the data can be obtained. In the following, the maximum entropy distribution subject to some constraints expressed by equality constraints on expectation of some functions will be derived.

Example 2.4
Maximize the entropy $H(p)$ over all probability densities $p(\cdot)$ satisfying

1. $p(x) \geq 0$, with equality outside the support set $S$,
2. $\int_S p(x) \, dx = 1,$
3. $\int_S p(x) T_i(x) \, dx = a_i,$ for $1 \leq i \leq m$.

The solution to the maximum entropy problem can be found using calculus (Cover and Thomas, 2012); The Lagrangian for the problem is given by

$$J(p) = -\int p \log p + \lambda_0 \int p + \sum_{i=1}^{m} \lambda_i \int T_i p.$$ (2.3)

Since the entropy is a concave function defined over a convex set we can compute the functional derivative and equate it to zero to obtain

$$\frac{\partial J}{\partial p(x)} = -\log p(x) - 1 + \lambda_0 + \sum_{i=1}^{m} \lambda_i T_i(x) = 0.$$ (2.4)

Hence,

$$p(x) = \exp \left(-1 + \lambda_0 + \sum_{i=1}^{m} \lambda_i T_i(x) \right).$$ (2.5)
The result of the example above will be proven using the information inequality in the following theorem.

**Theorem 2.5.** Let \( p^*(x) = \exp \left( -1 + \lambda_0 + \sum_{i=1}^{m} \lambda_i T_i(x) \right) \), \( x \in S \), where \( \lambda_0, \lambda_1, ..., \lambda_m \) are chosen so that \( p^* \) satisfies (Cover and Thomas, 2012, Theorem 12.1.1)

1. \( p(x) \geq 0 \), with equality outside the support set \( S \),
2. \( \int_S p(x) \, dx = 1 \),
3. \( \int_S p(x) T_i(x) \, dx = \alpha_i \), for \( 1 \leq i \leq m \).

Then, \( p^* \) uniquely maximizes \( H(p) \) over all probability densities \( p \) satisfying the constraints.

**Proof:** Proof is obtained using the information inequality. Let \( g \) satisfy the constraints. Then

\[
H(g) = -\int_S g \ln g = -\int_S g \ln \frac{g}{p^*} \, p^* = -D_{KL}(g \| p^*) - \int_S g \ln p^*
\]

\[
\leq -\int_S g \ln p^* = -\int_S g \left( -1 + \lambda_0 + \sum_{i=1}^{m} \lambda_i T_i \right)
\]

\[
= -\int_S p^* \left( -1 + \lambda_0 + \sum_{i=1}^{m} \lambda_i T_i \right) = -\int_S p^* \ln p^* = H(p^*)
\]

Note that the equality holds iff \( D_{KL}(g \| p^*) = 0 \) for all \( x \). Therefore, \( g = p^* \) except for a set of measure 0. \( \square \)

---

**Example 2.6**

The maximum entropy distribution on the support \( S = (-\infty, \infty) \) satisfying the constraint \( \mathbb{E}[x] = \mu, \mathbb{E}[x^2] = \sigma^2 \) is \( p(x) = \mathcal{N}(x; \mu, \sigma^2) \).

---

**Example 2.7**

The maximum entropy distribution on the support \( S = [0, +\infty) \) satisfying the constraint \( \mathbb{E}[x] = \lambda \), is \( p(x) = \text{Exp}(x; \lambda^{-1}) \).

---

**Example 2.8**

The maximum entropy distribution on the support \( S = [a, b] \) satisfying no other constraint than integrability, is \( p(x) = \mathcal{U}(x; a, b) \).
The differential entropy for continuous random variables has some weaknesses compared to the discrete random variables which are listed here.

**Remark 2.9.** Differential entropy differs from the entropy of finely quantized version of the continuous random variable (the Shannon entropy) by the logarithm of the quantization resolution which is infinite in the limit. (Cover and Thomas, 2012, Theorem 8.3.1).

**Remark 2.10.** Differential entropy is not scale invariant on $\mathbb{R}^n$. That is, for a vector-valued random variable $X \in \mathbb{R}^n$ and a non-singular matrix $A \in \mathbb{R}^{n \times n}$ (Cover and Thomas, 2012, page 254)

$$H(AX) = H(X) + \log |\det(A)|.$$  
(2.6)

**Remark 2.11.** Differential entropy can be negative. Hence, the well known relation between the information content of a distribution and the Shannon entropy does not hold for the differential entropy.

As we showed in theorem 2.5, the maximum entropy distribution subject to expectation constraints given in the theorem obtains the form

$$\exp \left( -1 + \lambda_0 + \sum_{i=1}^m \lambda_i T_i(x) \right).$$

In the following section the exponential family of distributions will be introduced. The members of this family arise naturally as the solution to the problem of finding maximum entropy distribution subject to the expectation constraint on their sufficient statistic $T(x)$.

### 2.2 Exponential Family

The exponential family of distributions (Wainwright and Jordan, 2008) includes many common distributions such as Gaussian, beta, Dirichlet, gamma and Wishart. The exponential family in its natural form can be represented by its natural parameters $\eta$, sufficient statistic $T(x)$, Log-partition function $A(\eta)$ and base measure $h(x)$ as in

$$q(x; \eta) = h(x) \exp(\eta \cdot T(x) - A(\eta)),$$  
(2.7)

where the natural parameter $\eta$ belongs to the natural parameter space $\Omega = \{ \eta \in \mathbb{R}^m | A(\eta) < +\infty \}$. Here $a \cdot b$ denotes the inner product of $a$ and $b$. In Table 2.1 the sufficient statistic for some continuous members of the exponential family are given.

**Definition 2.12.** The set corresponding to all mean values for the sufficient statistics

$$\mathcal{M} = \{ \mu \in \mathbb{R}^m | \exists p, \mathbb{E}_p[T(x)] = \mu \}$$  
(2.8)

is called the mean parameter space (Wainwright and Jordan, 2008).

**Definition 2.13.** In a regular family of exponential family the domain $\Omega$ is an open set (Wainwright and Jordan, 2008).

**Definition 2.14.** In minimal representation of an exponential family a unique parameter vector is associated with each distribution (Wainwright and Jordan, 2008).
2.3 Variational Bayes

Variational Bayes (VB) method is used to find an approximate solution to inference problems when an exact solution is not analytically tractable. Consider a Bayesian model in which prior distributions are assigned to all parameters and latent variables. We will denote all these parameters and latent variables by $\mathbf{x} \triangleq \{x_1, x_2, \ldots, x_n\}$. Now, consider the measurement vector $\mathbf{y}$ along with the joint posterior distribution $p(\mathbf{x}, \mathbf{y})$.

When there is no analytical solution for the posterior $p(\mathbf{x}|\mathbf{y})$ we can look for an approximate analytical solution using the following factorized variational approximation.

$$p(\mathbf{x}|\mathbf{y}) \approx q(\mathbf{x}) \triangleq q_1(x_1)q_2(x_2)\cdots q_n(x_n),$$

where the densities $q_1(x_1), q_2(x_2), \ldots, q_n(x_n)$ are the approximate posterior densities for $x_1, x_2, \ldots, x_n$, respectively. Technique of VB (Bishop, 2006, Ch. 10), (Tzikas et al., 2008) chooses the estimates $\hat{q}_1(x_1), \hat{q}_2(x_2), \ldots, \hat{q}_n(x_n)$ for the factors in (2.10).

### Table 2.1: Some continuous exponential family distributions and their sufficient statistic are listed.

<table>
<thead>
<tr>
<th>Continuous Exp. Family Distribution</th>
<th>$T(\cdot)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential distribution</td>
<td>$x$</td>
</tr>
<tr>
<td>Normal distribution with known variance $\sigma^2$</td>
<td>$x/\sigma$</td>
</tr>
<tr>
<td>Normal distribution</td>
<td>$(x, xx^T)$</td>
</tr>
<tr>
<td>Pareto distribution with known minimum $x_m$</td>
<td>$\log x$</td>
</tr>
<tr>
<td>Weibull distribution with known shape $k$</td>
<td>$x^k$</td>
</tr>
<tr>
<td>Chi-squared distribution</td>
<td>$\log x$</td>
</tr>
<tr>
<td>Dirichlet distribution</td>
<td>$(\log x_1, \ldots, \log x_n)$</td>
</tr>
<tr>
<td>Laplace distribution with known mean $\mu$</td>
<td>$</td>
</tr>
<tr>
<td>Inverse Gaussian distribution</td>
<td>$(x, 1/x)$</td>
</tr>
<tr>
<td>Scaled inverse Chi-squared distribution</td>
<td>$\log x, 1/x$</td>
</tr>
<tr>
<td>Beta distribution</td>
<td>$(\log x, \log(1 - x))$</td>
</tr>
<tr>
<td>Lognormal distribution</td>
<td>$(\log x, (\log x)^2)$</td>
</tr>
<tr>
<td>Gamma distribution</td>
<td>$(\log x, x)$</td>
</tr>
<tr>
<td>Inverse gamma distribution</td>
<td>$(\log x, 1/x)$</td>
</tr>
<tr>
<td>Gaussian Gamma distribution</td>
<td>$(\log \tau, \tau, xx, \tau x^2)$</td>
</tr>
<tr>
<td>Wishart distribution</td>
<td>$(\log</td>
</tr>
<tr>
<td>Inverse Wishart distribution</td>
<td>$(\log</td>
</tr>
</tbody>
</table>

The formulas for representation of some probability distribution functions in the exponential family form are given in Appendix A.
using the following optimization problem

\[
\hat{q}(x) = \arg\min_{q(x)} D_{KL}(q(x)\|p(x|y)).
\] (2.11)

The optimal solution for the optimization problem satisfies the following set of equations.

\[
\log \hat{q}_i(x_i) = E_{-i}[\log p(x, y)] + \text{const.}, \quad 1 \leq i \leq n
\] (2.12)

where the term const. is constant with respect to the variables \(x_i\) and the subscript \(-i\) under the expectation operator means that the expectation is taken with respect to factors other than \(q_i(x_i)\).

The solution to (2.12) can be obtained via fixed-point iterations where only one factor in (2.10) is updated and all the other factors are fixed to their last estimated values (Bishop, 2006, Ch. 10). The iterations converge to a local optima of (2.11) (Bishop, 2006, Ch. 10), (Wainwright and Jordan, 2008, Ch. 3).

The posterior in (2.9) can be the smoothing distribution of the states and model parameters which may not be analytical. In Papers B and C, it is shown that the VB technique can be used to find an approximate posterior.
This chapter concerns a maximum entropy prior for a specific approximate Bayesian inference problem. Particularly, the prior information about the impulse response of a linear time-invariant (LTI) stable and causal system will be described. The background material presented in this chapter lays the foundation for the contribution in Paper A in the second part of this thesis where the prior information is approximated to construct a maximum entropy kernel for Gaussian process regression. Parts of the background material is published in (Ardeshiri and Chen, 2015).

3.1 Impulse Response Identification

System identification is about how to construct mathematical models based on observed data, see e.g., (Ljung, 1999). For linear time-invariant (LTI) and causal systems, the identification problem can be stated as follows. Consider

\[ y(t_i) = f * u(t_i) + v(t_i), \quad i = 0, 1, \cdots, N \]  

where \( t_i, i = 0, 1, \cdots, N \) are the time instants at which the measured input \( u(t) \) and output \( y(t) \) are collected, \( v(t) \) is the disturbance, \( f(t) \) is the impulse response with \( t \in \mathbb{R}^+ \triangleq [0, \infty) \) for continuous-time systems and \( t = t_i, i = 0, 1, \cdots \) for discrete-time systems, and \( f * u(t_i) \) is the convolution of \( f(\cdot) \) and \( u(\cdot) \) evaluated at \( t = t_i \). The goal is to estimate \( f(t) \) as good as possible.

Recently, there have been increasing interests in system identification community to study system identification problems with machine learning methods, see e.g., (Ljung et al., 2011), (Pillonetto et al., 2014). An emerging trend among others is to apply Gaussian process regression methods for LTI stable and causal system identification problems, see (Pillonetto and Nicolao, 2010) and its follow up papers (Pillonetto et al., 2011), (Chen et al., 2012a), (Chen et al., 2014). Its
idea is to model the impulse response $f(t)$ with a suitably defined Gaussian process which is characterized by

$$f(t) \sim \text{GP}(m(t), k(t, s)), \quad (3.2)$$

where $m(t)$ is the mean function and is often set to be zero, and $k(t, s)$ is the covariance function, also called the kernel function in machine learning and statistics, see e.g., (Rasmussen and Williams, 2006).

The kernel $k(t, s)$ is parametrized by a hyper-parameter $\beta$ and further written as $k(t, s; \beta)$. The key issue is to design a suitable parametrization of $k(t, s; \beta)$, or in other words, the structure of $k(t, s; \beta)$, because it reflects our prior knowledge about the system to be identified. Several kernel structures have been proposed in the literature, e.g., the stable spline (SS) kernel in (Pillonetto and Nicolao, 2010) and the diagonal and correlated (DC) kernel in (Chen et al., 2012a).

Interestingly, (Pillonetto and Nicolao, 2011) shows based on a result in (Nicolao et al., 1998) that for continuous-time systems, the continuous-time first-order SS kernel (also derived by deterministic arguments in (Chen et al., 2012a) and called Tuned Correlated (TC) kernel):

$$k(t, s) = \min\{e^{-\beta t}, e^{-\beta s}\}, \quad t, s \in \mathbb{R}^+ \quad (3.3)$$

has a certain maximum entropy property. In Example 3.1 an the impulse response identification problem will be further illustrated.

---

**Example 3.1**

Consider the LTI system and the simulated input-output data presented in Figure 3.1.

![Input and Output data](image)

**Figure 3.1**: Input (black) and output (green) data versus time.

The impulse response $f$ can be computed using the input-output data and, the prior knowledge about the form of the impulse response expressed by the kernel function,

$$k(t, s) = \min\{e^{-\beta t_i}, e^{-\beta s_i}\}, \quad t, s = t_i, i = 0, 1, \cdots \quad (3.4)$$
where \( f(t) \sim \text{GP}(0, k(t, s)) \). The estimated impulse response is presented in Figure 3.2.

\[ \int_{-\infty}^{\infty} |f(t)| \, dt = \|f\|_1 < \infty. \quad (3.5) \]

The smoothness constraint on the continuous-time impulse responses can be addressed as in (Nicolao et al., 1998, Theorem 1) where the authors suggest that the smoothness of a signal can be imposed by assuming that the variances of its derivatives are finite.

\[ \forall \left[ \frac{df}{dt} \right] = \lambda, \quad \lambda < \infty \quad (3.6) \]

The impulse response of a continuous-time LTI system and its \( L^1 \)-norm is illustrated in Figure 3.3.

In the following some characteristics of the impulse response of LTI stable and causal systems will be given in two separate sections one for the continuous-time case and another for the discrete-time case.

### 3.2 Continuous-time impulse response

The prior knowledge about the continuous-time impulse response of a stable and causal LTI system are

1. bounded input bounded output (BIBO) stability of the system and,
2. smoothness of the impulse response.

For continuous-time impulse response the BIBO stability is assured when the impulse response be absolutely integrable, i.e., its \( L^1 \)-norm exists;

\[ \int_{-\infty}^{\infty} |f(t)| \, dt = \|f\|_1 < \infty. \quad (3.5) \]

The smoothness constraint on the continuous-time impulse responses can be addressed as in (Nicolao et al., 1998, Theorem 1) where the authors suggest that the smoothness of a signal can be imposed by assuming that the variances of its derivatives are finite.

\[ \forall \left[ \frac{df}{dt} \right] = \lambda, \quad \lambda < \infty \quad (3.6) \]

The impulse response of a continuous-time LTI system and its \( L^1 \)-norm is illustrated in Figure 3.3.
Some definitions which would be needed to solve the maximum entropy kernel estimation problem for continuous-time stochastic processes are given in the following.

**Definition 3.2.** ($L_2$ differentiation) (Åström, 1970, page 37) A second order stochastic process $f$ is said to be differentiable in the mean square at $t$ if the limit

$$
\lim_{s \to 0} \frac{f(t + s) - f(t)}{s} = f'(t)
$$

exists in the sense of mean square convergence, that is, if

$$
\lim_{s \to 0} \mathbb{E} \left[ \frac{f(t + s) - f(t)}{s} - f'(t) \right]^2 = 0.
$$

Recall that the derivative variances can be expressed via spectral measure by

$$
\mathbb{E} \left[ f^{(m)}(t)^2 \right] = \frac{1}{2\pi} \int_{-\infty}^{\infty} \omega^{2m} S(\omega) \, d\omega
$$

where, $m$th square mean derivative of $f$ exists iff the integral in the right hand side of (3.9) is finite (Lifshits, 2014, page 107).

**Definition 3.3.** The differential entropy rate of a real-valued continuous-time stochastic process $f(\cdot)$ is defined in (Nicolao et al., 1998) as

$$
\overline{H}(f) = \frac{1}{4\pi} \int_{-\infty}^{\infty} \log \left( S(\omega) \right) \, d\omega.
$$
3.3 Discrete-time impulse response

The prior knowledge about the discrete-time impulse response of a stable and causal LTI system are

1. bounded input bounded output (BIBO) stability of the system and,
2. smoothness of the impulse response.

BIBO stability is assured when the impulse response is absolutely summable, i.e., its $\ell_1$ norm exists;

$$\sum_{n=-\infty}^{\infty} |f(n)| = \|f\|_1 < \infty. \quad (3.11)$$

The smoothness constraint on the discrete-time impulse responses can be imposed by assuming that the variances of its finite differences are proportional to the time increment over which the finite difference is computed;

$$\mathbb{V}[f(t_{i+1}) - f(t_i)] = \lambda(t_{i+1} - t_i), \quad \infty > \lambda > 0. \quad (3.12)$$

Some definitions which would be needed to solve the maximum entropy kernel estimation problem for discrete-time stochastic processes are given in the following.

**Definition 3.4.** (Differential entropy rate of a sequence) Let $\{X(n)\}$ be a sequence. Its differential entropy rate is defined as (Cover and Thomas, 2012)

$$\overline{H}(X) \triangleq \lim_{n \to \infty} \frac{1}{n} H(p(X(1), ..., X(n))), \quad (3.13)$$

when the limit exists.

Note that stationarity or even wide-sense stationarity are not required for definition 3.4 to hold.

**Proposition 3.5.** Among all sequences with given covariance, Gaussian one has the maximal differential entropy rate (Cover and Thomas, 2012).

**Example 3.6**

For independent and identically distributed (iid) standard Gaussian sequence we have

$$\overline{H}(X) = \log \sqrt{2\pi e}. \quad (3.14)$$

Let $X(\cdot)$ be a centered (zero-mean) discrete-time stationary sequence with autocorrelation $R(\cdot)$ where, $R(n) = \mathbb{E}[X(n)X(0)]$. Also, let $S(\cdot)$ denote the spectral density of $X(\cdot)$ on $[-\pi, \pi]$. The following hold for a spectral representation $S(\cdot)$ (Papoulis and Pillai, 2002, page 421),

$$R(n) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{in\omega}S(\omega) \, d\omega. \quad (3.15)$$
System Identification

Example 3.7

$X(\cdot)$ is the iid standard sequence with covariance function

$$R(n) = \begin{cases} 1 & n=0 \\ 0 & \text{otherwise} \end{cases}$$  \hfill (3.16)

iff $S(\omega) = 1$ for $\omega \in [-\pi, \pi]$.

Theorem 3.8. If a stationary sequence is Gaussian with spectral density $S(\omega)$, then \cite{Papoulis2002, page 663}

$$H(X) = \log \sqrt{2\pi e} + \frac{1}{4\pi} \int_{-\pi}^{\pi} \log S(\omega) \, d\omega. \hfill (3.17)$$

Example 3.9

Here, we will verify this theorem for iid Gaussian sequence with variance $\sigma^2$. From (3.14) we obtain

$$H(X) = \log \sqrt{2\pi e} + \log \sigma. \hfill (3.18)$$

From (3.17) we can obtain the same result as in

$$H(X) = \log \sqrt{2\pi e} + \frac{1}{4\pi} \int_{-\pi}^{\pi} \log \sigma^2 \, d\omega$$

$$= \log \sqrt{2\pi e} + \log \sigma. \hfill (3.19)$$

3.4 Maximum Entropy Kernel

In \cite{Pillonetto2011}, the maximum differential entropy rate continuous-time stochastic process subject to constraints on smoothness and bounded-input bounded-output (BIBO) stability is sought. In \cite{Pillonetto2011} the Definition 3.3 for the differential entropy rate of a stationary continuous-time Gaussian process $g(t)$ with power spectrum $S(\omega)$ is adopted from \cite{Nicolao1998}. Furthermore, the following proposition is adopted from \cite{Nicolao1998}.

Proposition 3.10. \cite{Nicolao1998, Theorem 1} Let $g(t)$ be a zero-mean bandlimited stationary Gaussian process with power spectrum $S(\omega) = 0$ for $|\omega| > B$. 
Given finite $\lambda_k^2$, $k = 0, 1, \cdots, m$, assume that there exist real numbers $\alpha_j$, $j = 0, 1, \cdots, m$ such that

$$
\int_{-B}^{B} \frac{\omega^{2k}}{\sum_{j=0}^{m} \alpha_j \omega^{2j}} \, d\omega = 2\pi \lambda_k^2, \quad k = 0, 1, \cdots, m. \tag{3.20}
$$

Under this assumption, if there exists $S(\omega)$ that maximizes $\overline{H}(g)$ in

$$
\overline{H}(g) = \frac{1}{4\pi} \int_{-\infty}^{+\infty} \log \{ S(\omega) \} \, d\omega. \tag{3.21}
$$

subject to constraints $\forall [ \frac{d^{k} g(t)}{dt^k} ] = \lambda_k^2$, $k = 0, 1, \cdots, m$, then the spectrum is given by $S(\omega) = \frac{1}{\sum_{j=0}^{m} \alpha_j \omega^{2j}}$. In particular, if there is no constraints on the first $m-1$ order derivatives, then the spectrum becomes $S(\omega) = \frac{1}{\alpha_m \omega^{2m}}$.

Deriving the maximum entropy process in continuous-time in (Nicolao et al., 1998) and (Pillonetto and Nicolao, 2011) is quite involved, due to the infinite-dimensional nature of the problem and absence of a well-defined differential entropy rate for a generic continuous-time stochastic process.

In Paper A, we focus on discrete-time impulse responses (stochastic processes), and provide a simple and self-contained proof to show the maximum entropy properties of the discrete-time first-order SS kernel (3.4). The advantages of working in discrete-time domain include

1. The differential entropy rate is well-defined for discrete-time stochastic process.
2. Given a stochastic process, its finite difference process can be well-defined in discrete-time domain.
3. It is possible to show what maximum entropy property a zero-mean discrete-time Gaussian process with covariance function (3.4) has.
Mixture Reduction

The background material presented in this chapter introduces the mixture reduction problem and presents the background material which are related to papers E and F. Some of the material presented in this chapter are published by the PhD candidate in (Ardeshiri et al., 2012) and (Ardeshiri et al., 2014).

4.1 Mixture Reduction

A common problem encountered in Bayesian inference and particularly tracking is mixture reduction (MR). Examples of such circumstances are multi-hypotheses tracking (MHT) (Blackman and Popoli, 1999), Gaussian sum filter (Alspach and Sorenson, 1972), multiple model filtering (Blackman and Popoli, 1999), Gaussian mixture probability hypothesis density (GM-PHD) filter (Vo and Ma, 2006). In these algorithms the information about the state of a random variable is modeled as a mixture density.

A mixture density is a probability density which is a convex combination of (more basic) component probability densities, see e.g. (Bishop, 2006). A normalized mixture with \( N \) components is defined as

\[
p(x) = \sum_{l=1}^{N} w^l q(x; \eta^l),
\]

where the terms \( w^l \) are positive weights summing to unity, and \( \eta^l \) are the parameters of the component density \( q(x; \eta^l) \). When the component density is a Gaussian density the mixture density is referred to as Gaussian mixture (GM).

The mixture reduction problem (MRP) is to find an approximation of the original mixture density by a mixture density with fewer components. To be able to implement these algorithms for real time applications a mixture reduction
step is necessary. The aim of the reduction algorithm is to reduce the computational complexity into a predefined budget while keeping the inevitable error introduced by the approximation as small as possible.

4.2 Mixture Reduction for Target Tracking

This section concerns with the mixture reduction algorithms in multiple target tracking. The current mixture reduction convention in multiple target tracking (MTT) is to use exactly the same algorithm for reducing the computational load to a feasible level as for extracting the state estimates. In general, the mixture reduction for the state extraction should be much more aggressive than that for computational feasibility. For this reason, the number of components in the mixtures have to be reduced much more than what the computational resources actually allow for. This can result in coarser approximations than what is actually necessary. It is proposed in (Ardeshiri et al., 2012) to split the reduction step into two separate procedures according to:

- **Reduction in the loop** is a reduction step which must be performed at each point in time for computational feasibility of the overall target tracking framework. The objective for this algorithm is to reduce the number of components and to minimize the information loss.

- **Reduction for state extraction** aims at reducing the number of components so that the remaining components can be considered as state estimates in the target tracking framework.

This separation makes it possible to tailor these two algorithms to fulfill their individual objectives, which reduces the unnecessary approximations in the overall algorithm. A block diagram of the conventional mixture reduction method on a high level is shown in Figure 4.1.

![Figure 4.1: The standard flowchart of the MTT algorithms has only one mixture reduction block.](image)

In the proposed implementation of MR for MTT in (Ardeshiri et al., 2012), the reduction algorithm is split into two subroutines each of which is tailored for its own purpose, see Figure 4.2. The first reduction algorithm, denoted \textit{reduction}
in the loop, is designed to reduce the computational cost of the algorithm to the computational budget between the updates. In this reduction step, the number of components should be reduced to a number that is tractable by the available computational budget and minimal loss of information is in focus. The second reduction algorithm, denoted reduction for extraction, is designed to reduce the mixture to as many components as the number of targets. In this part of the algorithm, application dependent specifications and heuristics can enter into the picture. If the purpose of state extraction is only visualization, the second reduction does not have to be performed at the same frequency as the measurements are received and can be made less frequent. The advantages of the proposed algorithm are that the unnecessary loss of information in the reduction in the loop step will only be due to the finite computational budget rather than closeness of the components. Furthermore, some computational cost can be discounted if the state extraction does not have to be performed for every measurement update step.

**Figure 4.2:** The proposed block diagram of the MTT algorithm with two mixture reduction blocks; one tailored to keep the computational complexity within the computational budget and one tailored for state extraction.

Another important advantage of the proposed algorithm in (Ardeshiri et al., 2012) is that the number of final components in both of the reduction algorithms is known since the computational budget is predefined in the reduction in the loop algorithm. Furthermore, the number of target states can be predetermined by summarizing the weights in e.g., a GM-PHD filter and utilized in the reduction for extraction algorithm. The clustering or optimization method selected for reduction can be executed more efficiently compared to a scenario where the
number of components is left to be decided by the algorithm itself.

### 4.3 Greedy mixture reduction

Ideally, the MRP is formulated as a nonlinear optimization problem where a divergence measure between a mixture and its approximation with a desired number of components is selected. The optimization problem is then solved by numerical solvers when the problem is not analytically tractable. The numerical optimization based approaches can be computationally quite expensive, especially for high dimensional data and they generally suffer from the problem of local optima. Hence, a common alternative solution to the MRP has been the greedy iterative approach. When the computational budget permits a numerical solution, the greedy approaches are used to initialize the global optimization approach (Williams and Maybeck, 2006).

In the greedy approach, the number of components in the mixture is reduced one at a time. By applying the same procedure over and over, a desired number of components can be reached. In order to reduce the number of components by one, two types of operations are considered, namely, pruning one component and merging of two components. These two operations will be given an official definition in the following.

Pruning which is the simplest operation for reducing the number of components in a mixture density is to remove one (or more) components of a mixture and rescaling the remaining components such that it integrates to unity. For example pruning component $J$ from (4.1) results in the mixture density

$$p'(x) = (1 - w^J)^{-1} \sum_{I=1, I \neq J}^N w^I q(x; \eta^I). \quad (4.2)$$

The merging operation in a MRA approximates a subset of components in a mixture density with a single component of the same component density type. In general, an optimization problem minimizing the KLD between the normalized subset of the mixture and the single component is used for this purpose leading to a moment matching operation. More formally, approximation of a fraction of the mixture density (4.1) consisting of two components $I$ and $J$: $w^I q(x; \eta^I) + w^J q(x; \eta^J)$ by a single weighted component $(w^I + w^J) q(x; \eta^{IJ})$ is referred to as merging components $I$ and $J$, where

$$\eta^{IJ} = \arg \min_{\eta^{IJ}} D_{KL}\left(\frac{w^I q(x; \eta^I) + w^J q(x; \eta^J)}{w^I + w^J} \| q(x; \eta^{IJ})\right).$$

When the component densities are Gaussian densities with mean $\mu$ and covari-
The parameters of the approximate density are given by
\[
\mu_{IJ} = \frac{1}{\omega^I + \omega^J} (\omega^I \mu^I + \omega^J \mu^J),
\]  
(4.3a)

\[
\Sigma_{IJ} = \sum_{K \in \{I, J\}} \frac{\omega^K}{\omega^I + \omega^J} \left( \Sigma^K + (\mu^K - \mu_{IJ}^I)(\mu^K - \mu_{IJ}^J)^T \right).
\]  
(4.3b)

There are two different types of greedy approaches in the literature, local and global approaches. The local approaches consider only the merging operation. The (two) components to be merged are selected among all possible pairs of components based on a divergence measure between the individual components and the divergence between the original mixture and its approximation is not (explicitly) taken into account. Well-known examples of local approaches are given in (Salmond, 1990; Granström and Orguner, 2012b).

In the global approach, each of the pruning or merging possibilities are considered to be a hypothesis. The decisions are then made by choosing the candidate hypothesis that minimizes a divergence measure involving the original mixture and the corresponding reduced mixtures (all of which has one less component).

In the global approach to mixture reduction, pruning or merging operations applicable on the original mixture \( p(x) \) are considered to be hypotheses denoted by \( \mathcal{H} \). The resulting mixtures that would be obtained if the \( I^{th} \) component is pruned, or if the \( I^{th} \) and \( J^{th} \) components are merged, are denoted by \( p(x|\mathcal{H}_{0I}) \) and \( p(x|\mathcal{H}_{IJ}) \), respectively. The single component obtained by merging the \( I^{th} \) and \( J^{th} \) components is denoted by \( q(x, \eta_{IJ}) \). If \( p(x) \) has \( K \) components there are \( K \) pruning and \( K(K-1)/2 \) merging hypotheses. In order to decide on the candidate pruning and merging operations, all corresponding mixtures \( p(x|\mathcal{H}_{0I}), p(x|\mathcal{H}_{IJ}) \) and their associated divergence measure are calculated. The hypothesis which results in the smallest divergence measure, is most similar mixture to the original mixture, is selected.

More particularly, at the \( k^{th} \) stage of reducing mixture density of equation (4.1), \( n_k = N - k + 1 \) components are left and there are \( \frac{1}{2} n_k \times (n_k - 1) \) possible merging decisions and \( n_k \) possible pruning decisions to choose from. Let the reduced density at the \( k^{th} \) stage be denoted by \( p_k(x) \). We have a multiple hypotheses decision problem at hand where the hypotheses are formulated according to

**Pruning Hypotheses**

\[
\begin{align*}
\mathcal{H}_{01} : & \ x \sim p_k(x|\mathcal{H}_{01}), \\
\mathcal{H}_{02} : & \ x \sim p_k(x|\mathcal{H}_{02}), \\
& \vdots \\
\mathcal{H}_{0n_k} : & \ x \sim p_k(x|\mathcal{H}_{0n_k}),
\end{align*}
\]

**Merging Hypotheses**

\[
\begin{align*}
\mathcal{H}_{12} : & \ x \sim p_k(x|\mathcal{H}_{12}), \\
\mathcal{H}_{13} : & \ x \sim p_k(x|\mathcal{H}_{13}), \\
& \vdots \\
\mathcal{H}_{(n_k-1)n_k} : & \ x \sim p_k(x|\mathcal{H}_{(n_k-1)n_k}).
\end{align*}
\]
which is a decision problem with \( n_k(n_k + 1)/2 \) hypotheses. The first \( n_k \) hypotheses account for pruning and the rest account for merging decisions. The subscript on hypotheses \( \mathcal{H} \) refers to the two components to be merged for merging hypotheses while in the case of pruning hypotheses the subscript refers to the label of the component to be pruned which is preceded by zero.

The divergence measures used for the aforementioned decision problem are presented in the following Section.

### 4.4 Divergence measures

A divergence measure is a function which establishes the distance of one probability distribution to the other on a statistical manifold (Minka, 2005). A divergence measure is a weaker form of a metric, in particular the divergence does not need to be symmetric and does not need to satisfy the triangle inequality.

#### 4.4.1 Integral square error

ISE is a divergence measure between two densities which is defined as

\[
ISE(p||q) = \int |p(x) - q(x)|^2 \, dx
\]  

(4.4)

for two densities \( p(x) \) and \( q(x) \). ISE has all properties of a metric.

ISE is used by Williams and Maybeck in (Williams and Maybeck, 2006) as a divergence measure for mixture reduction. The cost of the hypothesis \( \mathcal{H}_K \) obeys

\[
ISE(\mathcal{H}_K) = \int |p(x) - p_k(x|\mathcal{H}_K)|^2 \, dx.
\]  

(4.5)

In this approach, the hypothesis which gives the smallest ISE will be chosen at each step of the reduction i.e., the decision rule based on ISE becomes “decide \( \mathcal{H}_K \) if \( ISE(\mathcal{H}_K) < ISE(\mathcal{H}_L) \) for all \( L \neq K \),” where \( K \) and \( L \) are permissible indices of the hypotheses.

An attractive property of the ISE as a divergence measure is that the ISE between two Gaussian mixtures has an analytical solution.

#### 4.4.2 Kullback-Leibler Divergence

The global approach to mixture reduction problem can be posed as a multiple hypothesis testing problem \(^1\). Suppose that we have a mixture \( p(x) \) with \( N \) components as in (4.1). Suppose we have a number of reduced mixtures \( \{p(x|\mathcal{H}_j)\}_{j=1}^K \) and we would like to select one of them. Assuming that we have the data \( \{x_i\}_{i=1}^S \) sampled from \( p(\cdot) \), the selection of the best reduced mixture can be posed as

\(^1\)For a short introduction to multiple hypothesis testing and maximum a posteriori decision rule see Appendix B.
a multiple hypothesis testing problem where the test statistics become the log-likelihood of the data given as

\[ \log p([x_i]_{i=1}^S|\mathcal{H}_j) = \sum_{i=1}^S \log p(x_i|\mathcal{H}_j) \]  

and the decision is made to select \( \mathcal{H}_{j^*} \) where

\[ j^* \triangleq \arg \max_j \log p([x_i]_{i=1}^S|\mathcal{H}_j). \]  

When we let the number of the samples \( S \) go to \( \infty \), we see that

\[ \lim_{S \to \infty} \frac{1}{S} \log p([x_i]_{i=1}^S|\mathcal{H}_j) = \mathbb{E}_{p(\cdot)} \left[ \log p(x|\mathcal{H}_j) \right] \]  

by the law of large numbers. Kullback-Leibler divergence \( D_{KL}(p(\cdot)||p(\cdot|\mathcal{H}_j)) \) between \( p(\cdot) \) and \( p(\cdot|\mathcal{H}_j) \) is given as

\[ D_{KL}(p(\cdot)||p(\cdot|\mathcal{H}_j)) = -H(p(x)) - \mathbb{E}_{p(\cdot)} \left[ \log p(x|\mathcal{H}_j) \right] \]  

where \( H(\cdot) \) is the entropy of its argument density. Therefore, the optimization (4.7) is equivalently given as

\[ j^* \triangleq \arg \min_j D_{KL}(p(x)||p(x|\mathcal{H}_j)). \]  

The cost function in (4.10) can not be analytically evaluated when one of the arguments in the KLD is a Gaussian mixture. Runnalls in (Runnalls, 2007) used a nice analytical approximation of the KLD between two mixtures which can only be used for evaluating the merging hypotheses. The approximation is in fact an upper bound on \( D_{KL}(p(x)||p(x|\mathcal{H}_{IJ})) \), which is the cost of merging two components \( I \) and \( J \), and is denoted by \( B(I,J) \) and defined by

\[ B(I,J) \triangleq w^I D_{KL}(q(x;\eta^I)||q(x;\eta^{IJ})) + w^J D_{KL}(q(x;\eta^J)||q(x;\eta^{IJ})). \]  

Runnalls has shown that \( B(I,J) \geq D_{KL}(p(x)||p(x|\mathcal{H}_{IJ})) \) in (Runnalls, 2007). The greedy MR algorithm suggested by (Runnalls, 2007) will be referred to as approximate Kullback-Leibler (AKL) algorithm in the rest of this thesis.

### 4.4.3 \( \alpha \)-Divergences

A generalization of the KLD called the \( \alpha \)-divergence is a family of divergences defined over a range of continuous hyper-parameter \( \alpha \in (-\infty, \infty) \) by

\[ D_{\alpha}(p||q) \triangleq \frac{4}{1-\alpha^2} \left( 1 - \int p(x)^{(1+\alpha)/2} q(x)^{(1-\alpha)/2} dx \right). \]
Some special cases of the $\alpha$-divergence are

$$
\lim_{\alpha \to 1} D_\alpha(p||q) = D_{KL}(p||q) \quad (4.12a)
$$

$$
\lim_{\alpha \to -1} D_\alpha(p||q) = D_{KL}(q||p) \quad (4.12b)
$$

$$
D_0(p||q) = D_{H}(p||q) \quad (4.12c)
$$

where, $D_{H}(p||q)$ is the Hellinger distance (Bishop, 2006). We will analyze the divergence measures given above in Example 4.1.

Example 4.1

Using an example given in (Minka, 2005) the effect of changing the hyper-parameter $\alpha$ in the divergence measure is illustrated and compared with the ISE distance. Consider the Gaussian mixture $p(x) = 0.6 \ N(x; -2, 1) + 0.4 \ N(x; 2, 0.16)$, and its approximation $q(x)$ which is a Gaussian distribution with unknown mean and standard deviation. In Figure 4.3 the minimizing argument of $D_\alpha(p||q)$ over $q$ is given for various values of $\alpha$ alongside the minimizing argument of ISE($p||r$). The parameters of $q$ (mean and standard deviation) are given in Figure 4.4. The parameters of $q$ vary smoothly with $\alpha$ except when $-1 \leq \alpha \leq 1$. When $\alpha \ll -1$ the solution is mode seeking (the mode with the largest mass) and when $\alpha \gg 1$ the optimal solution distributes the probability mass over the support and where there is considerable probability mass in original distribution. The observations made in this simple example are general and can be conveniently explained by the definition of the $\alpha$-divergence. The minimizing argument of ISE($p||r$) in this example does not have the same general interpretation; in this example ISE is rather similar to $D_\alpha$ for $\alpha = 1$, if the two Gaussian densities where far away from each other, ISE becomes more similar to $D_\alpha$ for $\alpha = -1$. Another observation that is made is that the minimizing argument of $D_\alpha(p||q)$ over $q$ does not vary so much for values of $\alpha$ outside the interval of $[-1, 1]$. Therefore, we will only study the $\alpha$-divergence in the limit as $\alpha \to 1$ where it corresponds to the KLD and as $\alpha \to -1$ where it corresponds to the reversed Kullback-Leibler divergence (RKLD). In applications where the mode seeking property of the solution is desired RKLD is suitable. On the other hand, when the solution should preserve the statistical moments of a mixture density KLD is the most appropriate.

In Paper F a Gaussian mixture reduction algorithm using the RKLD is proposed which has the mode seeking property illustrated in Example 4.1.
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\[ \alpha = -\infty \]
\[ \alpha = \infty \]
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Figure 4.3: The Gaussian mixture \( p \) (black) is approximated by two Gaussian densities \( q \) (red) and \( r \) (blue). \( q \) minimizes the \( \alpha \)-divergence for different values of \( \alpha \) and \( r \) minimizes the ISE.

Figure 4.4: The mean and standard deviation of the Gaussian density \( q \) which minimizes the \( \alpha \)-divergence to \( p \) for different values of \( \alpha \) (black). For \( \alpha = 1 \) the mean and standard deviation of \( q \) matches those of \( p \) (red). Mean and standard deviation of the Gaussian density \( r \) which minimizes the ISE to \( p \) is given for comparison (blue).
4.5 Numerical comparison of mixture reduction algorithms

In Paper E three mixture reduction algorithms for mixtures of the exponential family are given and are evaluated in simulations. In these algorithms the ISE approach and AKL approach are compared with a local approach referred to as Symmetrized Kullback-Leibler Divergence. The Symmetrized Kullback-Leibler Divergence is used for the comparison of the merging hypotheses in local algorithms such as (Kitagawa, 1994), (Chen et al., 2012b), (Granström and Orguner, 2012b) and (Granström and Orguner, 2012a). The symmetrized KLD (SKL) for two component densities is defined as

\[ D_{SKL}(I, J) = D_{KL}(q_{\eta I} || q_{\eta J}) + D_{KL}(q_{\eta J} || q_{\eta I}). \]  

(4.13)

This approach is referred to as SKL and is used in the numerical simulation intended for comparison of different MR algorithms in the following.

In this section, eight mixture reduction examples are illustrated. In Figures 4.5, 4.6, 4.7, 4.8, 4.9, 4.10, 4.11 and 4.12 mixture densities of exponential, Weibull, Rayleigh, Log-Normal, gamma, inverse gamma and Gaussian distribution are reduced, respectively. In each figure, a mixture density with 25 components along with its reduced approximations with 3 components using three reduction algorithms AKL, SKL and ISE are plotted. In these figures the original mixture density (black solid line) and its components (black dashed line) are given. In the subfigures AKL, SKL and ISE are used to approximate the original mixture which has 25 component densities with mixtures with 3 component densities. The approximate densities (thick dashed lines) and their components (thin dashed line) are drawn in different colors; red(AKL), green(SKL) and blue(ISE). AKL is used in the left sub-figure, SKL is used in the center sub-figure and ISE is used in the right sub-figure. The reduced mixture in the right sub-figure is not rescaled after possible pruning steps and is plotted as it is used in the ISE algorithm. For implementation aspects of the ISE approach see Appendix C.
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Figure 4.5: Exponential Distribution

Figure 4.6: Weibull Distribution with known shape $k$

Figure 4.7: Laplace Distribution with known mean $\mu$

Figure 4.8: Rayleigh Distribution
Figure 4.9: Log-normal Distribution

Figure 4.10: Gamma Distribution

Figure 4.11: Inverse Gamma Distribution

Figure 4.12: Univariate Gaussian Distribution
This chapter concludes the first part of this thesis. An overall summary of the contributions given in the second part of the thesis and some directions for further research will be given here. For more detailed discussion on the each contribution see the discussions and concluding remarks at the end of each contribution.

In paper A, the maximum entropy properties of the first-order stable spline kernel for identification of linear time-invariant stable and causal systems are shown. Analytical approximations are used to express the prior knowledge about the properties of the impulse response of a linear time-invariant stable and causal system. Future work on the subject includes studying maximum entropy interpretation of other kernels used for regression using Gaussian processes. Furthermore, the maximum entropy approach can be used to construct new kernels for system identification.

In papers B, variational Bayes (VB) method is used to compute an approximate posterior for the state smoothing problem for linear state-space models with unknown and time-varying noise covariances. The VB method gives an approximate posterior for the unknown noise covariances. Nevertheless, the Variational Bayes type algorithms approximate the posterior by minimizing Kullback-Leibler divergence in zero forcing mode, meaning that if there are multiple modes in the true posterior, the algorithm approximates only one of the modes. Hence the posterior covariance might underestimate the true covariance significantly in such cases. Computing a better estimate of estimation uncertainly for the noise covariances can be a future work. Theoretical comparison of the proposed VB method with expectation maximization and maximum likelihood estimate of the noise covariances is another possible future work.

In paper C, the VB method is used for approximate inference in state-space models with skewed measurement noise. A filter and a smoother that take into account the skewness and heavy-tailedness of the measurement noise are pro-
posed where skew-$t$ distribution is used to model the distribution of measurement noise. Future research on the subject includes learning the skewness and spread parameters of the measurement noise from the data. Further research on the subject can include studying a class of hierarchical models for modeling the noise parameters and devising algorithms for learning the parameters of such a model from the data.

In paper D, a novel approximation method for Bayesian inference is proposed. The proposed Bayesian inference technique is based on Taylor series approximation of the logarithm of the likelihood function. The proposed approximation is devised for the case where the prior distribution belongs to the exponential family of distributions. The linearization of the log-likelihood is performed with respect to the sufficient statistic of the prior distribution. Extension of the proposed method for prior distributions outside the exponential family of distributions can be a future research direction. The comparison of possible choices for the linearization point and linearization methods with respect to the sufficient statistic are among the future research problems.

In papers E and F, two contributions are dedicated to the mixture reduction (MR) problem. The first contribution, generalizes the existing MR algorithms for Gaussian mixtures to the exponential family of distributions and compares them in an extended target tracking scenario. The second contribution, proposes a new Gaussian mixture reduction algorithm using the reversed Kullback-Leibler divergence which has specific peak preserving properties. Future research on these topics includes evaluation of these methods in real life scenarios with real measurements.

There is a general class of solutions to the Bayesian inference problem referred to by sampling methods which can obtain much better performance compared to proposed approximation methods with respect to accuracy when the computation time is not critical. Sampling methods are not covered in this thesis. That is why the approximations used in this thesis are specified as analytical approximations. The proposed analytical approximations however, can be used for initialization of the sampling based methods as well as selecting proposals in Monte-Carlo (MC) methods. Speeding up these MC methods using the proposed approximation methods is a general direction for future research.
Appendix
Expressions for some members of exponential family

Essential expressions and formula for reduction of mixture densities of common exponential family distributions are given in this section. These expressions can be found in (Ardeshiri et al., 2014) as well. Some functions which are used in the expressions such as the gamma function are defined here for completeness. The gamma function is defined by

$$
\Gamma(t) = \int_{0}^{\infty} x^{t-1} \exp(-x) \, dx.
$$  \hspace{1cm} (A.1)

The multivariate gamma function which is a generalization of the gamma function is

$$
\Gamma_d(t) = \int_{S>0} \exp(-\text{Tr}(S)||S|^t/2^{t+1}) \, dS
$$  \hspace{1cm} (A.2)

$$
= \pi^{d(d-1)/4} \prod_{j=1}^{d} \Gamma\left(t + \frac{1 - j}{2}\right).
$$

The digamma function is given as

$$
\psi(t) = \frac{d}{dt} \log \Gamma(t) = \frac{\Gamma'(t)}{\Gamma(t)}.
$$  \hspace{1cm} (A.3)
The multivariate polygamma function of order $n$ is defined as

$$
\psi_d^{(n)}(t) = \frac{d^{n+1}}{dt^{n+1}} \log \Gamma_d(t)
$$

(A.4)

$$
= \sum_{j=1}^{d} \frac{d^{n+1}}{dt^{n+1}} \log \left( t + \frac{1-j}{2} \right)
$$

(A.5)

$$
= \sum_{j=1}^{d} \psi^{(n)} \left( t + \frac{1-j}{2} \right).
$$

(A.6)

The multinomial beta function in terms of the gamma function is given as

$$
B_K(\alpha) = \prod_{j=1}^{K} \frac{\Gamma(\alpha_j)}{\Gamma(\sum_{j=1}^{K} \alpha_j)}.
$$

(A.7)

**Exponential Distribution**

$$
\text{Exp}(x; \lambda) = \lambda \exp(-\lambda x)
$$

(A.8a)

Support: $x \in [0, +\infty)$

(A.8b)

Parameter space: $\lambda \in (0, +\infty)$

(A.8c)

$$
\eta = -\lambda
$$

(A.8d)

$$
A(\eta) = -\log(-\eta)
$$

(A.8e)

$$
V_{\eta}A = \frac{\partial A}{\partial \eta} = -\frac{1}{\eta}
$$

(A.8f)

$$
h(x) = 1
$$

(A.8g)

$$
E[h(x)] = 1
$$

(A.8h)

$$
T(x) = x
$$

(A.8i)

Solution to $V_{\eta}A = Y$ is given by

$$
\eta^L = -\frac{1}{Y}.
$$

(A.9)
Weibull Distribution with known shape $k$

$$\text{Weibull}(x; \lambda, k) = k \frac{x^{k-1}}{\lambda^k} \exp\left(-\frac{x^k}{\lambda^k}\right)$$  \hspace{1cm} (A.10a)

Support: $x \in [0, +\infty)$ \hspace{1cm} (A.10b)

Parameter space: $\lambda \in (0, +\infty)$, $k \in (0, +\infty)$ \hspace{1cm} (A.10c)

$$\eta = -\frac{1}{\lambda^k}$$ \hspace{1cm} (A.10d)

$$A(\eta) = -\log(-\eta) - \log(k)$$ \hspace{1cm} (A.10e)

$$\nabla_\eta A = \frac{\partial A}{\partial \eta} = -\frac{1}{\eta}$$ \hspace{1cm} (A.10f)

$$h(x) = x^{k-1}$$ \hspace{1cm} (A.10g)

$$E[h(x)] = \Gamma\left(\frac{2k-1}{k}\right)(-\eta)^{\frac{1-k}{k}}$$ \hspace{1cm} (A.10h)

$$T(x) = x^k$$ \hspace{1cm} (A.10i)

Solution to $\nabla_\eta A = Y$ is given by

$$\eta^L = -\frac{1}{Y}.$$ \hspace{1cm} (A.11)

The expression for $E_{\eta \mid x}[h(x)]$ is derived here

$$E[h(x)] = \int_0^\infty x^{k-1} \frac{k x^{k-1}}{\lambda^k} \exp\left(-\frac{x^k}{\lambda^k}\right) \, dx = \left\{ \frac{x}{k^k}, \, dz = \frac{x^{k-1}}{k^k} \, dx \right\}$$

$$= \int_0^\infty \lambda^{k-1} z^{\frac{k-1}{k}} \exp(-z) \, dz$$

$$= \lambda^{k-1} \Gamma\left(\frac{k-1}{k} + 1\right) = \lambda^{k-1} \Gamma\left(\frac{2k-1}{k}\right) = \Gamma\left(\frac{2k-1}{k}\right)(-\eta)^{\frac{1-k}{k}}.$$ \hspace{1cm} (A.12)
Laplace Distribution with known mean $\mu$

\[
\text{Laplace}(x; \mu, b) = \frac{1}{2b} \exp\left(-\frac{|x - \mu|}{b}\right) \tag{A.13a}
\]

Support: $x \in (-\infty, \infty)$ \quad (A.13b)

Parameter space: $b \in (0, +\infty), \mu \in \mathbb{R}$ \quad (A.13c)

\[
\eta = -\frac{1}{b} \tag{A.13d}
\]

\[
A(\eta) = \log\left(-\frac{2}{\eta}\right) \tag{A.13e}
\]

\[
\nabla_\eta A = \frac{\partial A}{\partial \eta} = -\frac{1}{\eta} \tag{A.13f}
\]

\[
h(x) = 1 \tag{A.13g}
\]

\[
E[h(x)] = 1 \tag{A.13h}
\]

\[
T(x) = |x - \mu| \tag{A.13i}
\]

Solution to $\nabla_\eta A = Y$ is given by

\[
\eta^L = -\frac{1}{Y}. \tag{A.14}
\]
Rayleigh Distribution

\[
\text{Rayleigh}(x; \sigma) = x \frac{\sigma}{\sigma^2} \exp\left(-\frac{x^2}{2\sigma^2}\right) \quad (A.15a)
\]

Support: \( x \in [0, +\infty) \) \hspace{1cm} (A.15b)

Parameter space: \( \sigma \in (0, +\infty) \) \hspace{1cm} (A.15c)

\[
\eta = -\frac{1}{2\sigma^2} \quad (A.15d)
\]

\[
A(\eta) = -\log(-2\eta) \quad (A.15e)
\]

\[
\nabla_\eta A = \frac{\partial A}{\partial \eta} = -\frac{1}{\eta} \quad (A.15f)
\]

\[
h(x) = x \quad (A.15g)
\]

\[
\mathbb{E}[h(x)] = \int_{0}^{\infty} x \frac{\sigma}{\sigma^2} \exp\left(-\frac{x^2}{2\sigma^2}\right) \, dx = \sigma \sqrt{\frac{\pi}{2}} = \sqrt{\frac{\pi}{-2\eta}}. \quad (A.15h)
\]

\[
T(x) = x^2 \quad (A.15i)
\]

Solution to \( \nabla_\eta A = Y \) is given by

\[
\eta^L = -\frac{1}{Y}. \quad (A.16)
\]

The expression for \( \mathbb{E}_{q(x; \eta)}[h(x)] \) is derived here

\[
\mathbb{E}[h(x)] = \int_{0}^{\infty} x \frac{x}{\sigma^2} \exp\left(-\frac{x^2}{2\sigma^2}\right) \, dx = \sigma \sqrt{\frac{\pi}{2}} = \sqrt{\frac{\pi}{-2\eta}}. \quad (A.17)
\]
Log-normal Distribution

\[
\log \mathcal{N}(x; \mu, \sigma) = \frac{1}{x\sigma\sqrt{2\pi}} \exp\left(-\frac{1}{2\sigma^2}(\log x - \mu)^2\right) \quad (A.18a)
\]

Support: \( x \in (0, +\infty) \) \hspace{1cm} (A.18b)

Parameter space: \( \sigma \in (0, +\infty), \mu \in \mathbb{R} \) \hspace{1cm} (A.18c)

\( \eta = (\eta_1, \eta_2) \) \hspace{1cm} (A.18d)

\[
\eta_1 = \frac{\mu}{\sigma^2}
\]

\[
\eta_2 = -\frac{1}{2\sigma^2}
\] \hspace{1cm} (A.18e)

\[
A(\eta) = \frac{\eta_1^2}{4\eta_2} - \frac{1}{2}\log(-2\eta_2)
\] \hspace{1cm} (A.18f)

\[
\nabla_\eta A = \left(\frac{\partial A}{\partial \eta_1}, \frac{\partial A}{\partial \eta_2}\right)
\] \hspace{1cm} (A.18g)

\[
\frac{\partial A}{\partial \eta_1} = \frac{\eta_1}{2\eta_2}
\]

\[
\frac{\partial A}{\partial \eta_2} = \frac{\eta_1^2}{4\eta_2^2} - \frac{1}{2\eta_2}
\] \hspace{1cm} (A.18h)

\[
h(x) = \frac{1}{x\sqrt{2\pi}}
\] \hspace{1cm} (A.18i)

\[
\mathbb{E}[h(x)] = \frac{1}{\sqrt{2\pi}} \exp\left(\frac{\eta_1^2}{4\eta_2} - \frac{1}{4\eta_2}\right)
\] \hspace{1cm} (A.18j)

\[
T(x) = (\log(x), (\log(x))^2)
\] \hspace{1cm} (A.18k)

Solution to the system of equations \( \nabla_\eta^T A = Y \) is given by

\[
\eta_2^L = \frac{-2}{Y_2 - Y_1^2}
\] \hspace{1cm} (A.19a)

\[
\eta_1^L = -2Y_1\eta_2^L.
\] \hspace{1cm} (A.19b)

The expression for \( \mathbb{E}_{q(x;\eta)}[h(x)] \) is derived here

\[
\mathbb{E}[h(x)] = \frac{1}{\sqrt{2\pi}} \mathbb{E}\left[\frac{1}{x}\right] = \frac{1}{\sqrt{2\pi}} \exp\left(-\mu + \frac{\sigma^2}{2}\right) = \frac{1}{\sqrt{2\pi}} \exp\left(\frac{\eta_1}{2\eta_2} - \frac{1}{4\eta_2}\right). \hspace{1cm} (A.20)
\]
Gamma Distribution

\[ \text{Gamma}(x; \alpha, \beta) = \frac{\beta^\alpha}{\Gamma(\alpha)} x^{\alpha-1} \exp(-\beta x) \]  

(A.21a)

Support: \( x \in (0, +\infty) \)  

(A.21b)

Parameter space: \( \alpha \in (0, +\infty), \ \beta \in (0, +\infty) \)  

(A.21c)

\[ \eta = (\eta_1, \eta_2) \]  

(A.21d)

\[ \eta_1 = \alpha - 1 \]  

(A.21e)

\[ \eta_2 = -\beta \]  

(A.21f)

\[ A(\eta) = \log \Gamma(\eta_1 + 1) - (\eta_1 + 1) \log(-\eta_2) \]  

(A.21g)

\[ \nabla_\eta A = \left( \frac{\partial A}{\partial \eta_1}, \frac{\partial A}{\partial \eta_2} \right) \]  

(A.21h)

\[ \frac{\partial A}{\partial \eta_1} = \psi(\eta_1 + 1) - \log(-\eta_2) \]  

(A.21i)

\[ \frac{\partial A}{\partial \eta_2} = -\frac{\eta_1 + 1}{\eta_2} \]  

(A.21j)

\[ h(x) = 1 \]  

(A.21k)

\[ \mathbb{E}[h(x)] = 1 \]  

(A.21l)

\[ T(x) = (\log(x), x) \]  

(A.21m)

To solve the system of equations \( \nabla_\eta A = Y \), first let \( Z = \log(Y_2) - Y_1 \) and \( u = \eta_1 + 1 \). Then solve \( \psi(u) - \log(u) + Z = 0 \) numerically and obtain

\[ \eta_1^L = u - 1, \]  

(A.22a)

\[ \eta_2^L = -\frac{u}{Y_2}. \]  

(A.22b)
Inverse Gamma Distribution

\[ \text{IGamma}(x; \alpha, \beta) = \frac{\beta^\alpha}{\Gamma(\alpha)} x^{-\alpha-1} \exp \left( -\frac{\beta}{x} \right) \]  \hspace{1cm} (A.23a)

**Support:** \( x \in (0, +\infty) \) \hspace{1cm} (A.23b)

**Parameter space:** \( \alpha \in (0, +\infty), \beta \in (0, +\infty) \) \hspace{1cm} (A.23c)

\[ \eta = (\eta_1, \eta_2) \] \hspace{1cm} (A.23d)

\[ \eta_1 = -\alpha - 1 \] \hspace{1cm} (A.23e)

\[ \eta_2 = -\beta \] \hspace{1cm} (A.23f)

\[ A(\eta) = \log \Gamma(-\eta_1 - 1) - (-\eta_1 - 1) \log(-\eta_2) \] \hspace{1cm} (A.23g)

\[ \nabla_{\eta} A = \left( \frac{\partial A}{\partial \eta_1}, \frac{\partial A}{\partial \eta_2} \right) \] \hspace{1cm} (A.23h)

\[ \frac{\partial A}{\partial \eta_1} = -\psi(-\eta_1 - 1) + \log(-\eta_2) \] \hspace{1cm} (A.23i)

\[ \frac{\partial A}{\partial \eta_2} = \frac{\eta_1 + 1}{\eta_2} \] \hspace{1cm} (A.23j)

\[ h(x) = 1 \] \hspace{1cm} (A.23k)

\[ \mathbb{E}[h(x)] = 1 \] \hspace{1cm} (A.23l)

\[ T(x) = \left( \log(x), \frac{1}{x} \right) \] \hspace{1cm} (A.23m)

To solve the system of equations \( \nabla_{\eta} A = Y \) first let \( Z = \log(Y_2) + Y_1 \) and \( u = -\eta_1 - 1 \). Then solve \( \psi(u) + \log(u) - Z = 0 \) numerically and obtain

\[ \eta^L_1 = -u - 1, \] \hspace{1cm} (A.24a)

\[ \eta^L_2 = \frac{u}{Y_2}. \] \hspace{1cm} (A.24b)
Univariate Gaussian Distribution

\[ \mathcal{N}(x; \mu, \sigma^2) = \frac{1}{\sigma \sqrt{2\pi}} \exp\left(-\frac{1}{2\sigma^2}(x - \mu)^2\right) \]  

(A.25a)

Support: \( x \in \mathbb{R} \)  

(A.25b)

Parameter space: \( \sigma \in (0, +\infty), \mu \in \mathbb{R} \)  

(A.25c)

\[ \eta = (\eta_1, \eta_2) \]  

(A.25d)

\[ \eta_1 = \frac{\mu}{\sigma^2} \]  

(A.25e)

\[ \eta_2 = -\frac{1}{2\sigma^2} \]  

(A.25f)

\[ A(\eta) = -\eta_1^2 - \frac{1}{2} \log(-2\eta_2) \]  

(A.25g)

\[ \nabla_\eta A = \left( \frac{\partial A}{\partial \eta_1}, \frac{\partial A}{\partial \eta_2} \right) \]  

(A.25h)

\[ \frac{\partial A}{\partial \eta_1} = -\frac{\eta_1}{2\eta_2} \]  

(A.25i)

\[ \frac{\partial A}{\partial \eta_2} = \frac{\eta_1^2}{4\eta_2^2} - \frac{1}{2\eta_2} \]  

(A.25j)

\[ h(x) = \frac{1}{\sqrt{2\pi}} \]  

(A.25k)

\[ \mathbb{E}[h(x)] = \frac{1}{\sqrt{2\pi}} \]  

(A.25l)

\[ T(x) = (x, x^2) \]  

(A.25m)

Solution to the system of equations \( \nabla_\eta A = Y \) is given by

\[ \eta_2^L = -\frac{2}{Y_2 - Y_1^2}, \]  

(A.26a)

\[ \eta_1^L = -2Y_1\eta_2^L. \]  

(A.26b)
Multivariate Gaussian Distribution

\[ N(x; m, P) = (2\pi)^{-\frac{k}{2}} |P|^{-\frac{1}{2}} \exp \left( -\frac{1}{2} (x - m)^T P^{-1} (x - m) \right) \]  
(A.27a)

Support: \( x \in \mathbb{R}^k \)  
(A.27b)

Parameter space: \( P \in \mathbb{R}^{k \times k} \) and \( P = P^T > 0 \), \( \mu \in \mathbb{R}^k \)  
(A.27c)

\[ \eta = (\eta_1, \eta_2) \]  
(A.27d)

\[ \eta_1 = P^{-1} m \]  
(A.27e)

\[ \eta_2 = \frac{1}{2} P^{-1} \]  
(A.27f)

\[ A(\eta) = -\frac{1}{4} \eta_1^T \eta_2^{-1} \eta_1 - \frac{1}{2} \log | -2 \eta_2| \]  
(A.27g)

\[ \nabla_{\eta} A = \left( \frac{\partial A}{\partial \eta_1}, \frac{\partial A}{\partial \eta_2} \right) \]  
(A.27h)

\[ \frac{\partial A}{\partial \eta_1} = \frac{1}{2} \eta_1^T \eta_2^{-1} \]  
(A.27i)

\[ \frac{\partial A}{\partial \eta_2} = \frac{1}{4} \eta_2^{-T} \eta_1 \eta_1^T \eta_2^{-T} - \frac{1}{2} \eta_2^{-1} \]  
(A.27j)

\[ h(x) = (2\pi)^{-k/2} \]  
(A.27k)

\[ \mathbb{E}[h(x)] = (2\pi)^{-k/2} \]  
(A.27l)

\[ T(x) = (x, xx^T) \]  
(A.27m)

Solution to system of equations \( \nabla_{\eta} A = Y \) is given by

\[ \eta_2^L = -\frac{1}{2} (Y_2 - Y_1^T Y_1)^{-1}, \]  
(A.28)

\[ \eta_1^L = (-2 Y_1 \eta_2^L)^T. \]  
(A.29)
Gaussian Gamma Distribution

\[
\text{GaussianGamma } (x, \tau; \mu, \lambda, \alpha, \beta) = \mathcal{N} \left( x; \mu, \frac{1}{\lambda \tau} \right) \Gamma (\tau; \alpha, \beta) \quad (A.30a)
\]

Support: \( x \in \mathbb{R}, \tau \in (0, +\infty) \) \quad (A.30b)

Parameter space: \( \alpha \in (0, +\infty), \beta \in (0, +\infty), \lambda \in (0, +\infty), \mu \in \mathbb{R} \) \quad (A.30c)

\( \eta = (\eta_1, \eta_2, \eta_3, \eta_4) \) \quad (A.30d)

\( \eta_1 = \alpha - \frac{1}{2} \) \quad (A.30e)

\( \eta_2 = -\beta - \frac{\lambda \mu^2}{2} \) \quad (A.30f)

\( \eta_3 = \lambda \mu \) \quad (A.30g)

\( \eta_4 = -\frac{\lambda}{2} \) \quad (A.30h)

\( A(\eta) = \log \Gamma \left( \eta_1 + \frac{1}{2} \right) - \frac{1}{2} \log (-2\eta_4) \) \quad (A.30i)

\[
\nabla_{\eta} A = \left( \frac{\partial A}{\partial \eta_1}, \frac{\partial A}{\partial \eta_2}, \frac{\partial A}{\partial \eta_3}, \frac{\partial A}{\partial \eta_4} \right) \quad (A.30j)
\]

\[
\frac{\partial A}{\partial \eta_1} = -\frac{\eta_1 + \frac{1}{2}}{-\eta_2 + \frac{\eta_3^2}{4\eta_4}} \quad (A.30l)
\]

\[
\frac{\partial A}{\partial \eta_2} = -\frac{2\eta_3 + \left( \eta_1 + \frac{1}{2} \right)}{4\eta_4 \left( -\eta_2 + \frac{\eta_3^2}{4\eta_4} \right)} \quad (A.30m)
\]

\[
\frac{\partial A}{\partial \eta_3} = -\frac{\eta_3 \left( \eta_1 + \frac{1}{2} \right)}{4\eta_4^2 \left( -\eta_2 + \frac{\eta_3^2}{4\eta_4} \right)} - \frac{1}{2\eta_4} \quad (A.30n)
\]

\( h(x) = \frac{1}{\sqrt{2\pi}} \) \quad (A.30o)

\[
E[h(x)] = \frac{1}{\sqrt{2\pi}} \quad (A.30p)
\]

\( T(x) = \left( \log(\tau), \tau, \tau x, \tau x^2 \right) \) \quad (A.30q)
To solve the system of equations $\nabla_{\eta} A = Y$ first let $Z = \log(-Y_2) - Y_1$ and $u = \eta_1 + \frac{1}{2}$. Then solve $\psi(u) - \log(u) + Z = 0$ numerically and obtain

\begin{align*}
\eta_1^L &= u - \frac{1}{2}, \quad \text{(A.31a)} \\
\eta_4^L &= -\frac{1}{2} \left( \frac{Y_3^2}{Y_2} + Y_4 \right)^{-1}, \quad \text{(A.31b)} \\
\eta_3^L &= \frac{2\eta_4 Y_3}{Y_2}, \quad \text{(A.31c)} \\
\eta_2^L &= \frac{\eta_3^2}{4\eta_4} + \frac{\eta_1 + \frac{1}{2}}{Y_2}. \quad \text{(A.31d)}
\end{align*}
Dirichlet distribution

\[
\text{Dir}_K(x; \alpha) = \frac{1}{B(\alpha)} \prod_{i=1}^{K} x_i^{\alpha_i - 1}
\]  
(A.32a)

Support: \(x_i \in [0, 1]\) for \(i = 1 \cdots K\) and \(\sum_{i=1}^{K} x_i = 1\)  
(A.32b)

Parameter space: \(\alpha_i > 0\) and \(K \geq 2\)  
(A.32c)

\[\eta = (\eta_1, \cdots, \eta_K)\]  
(A.32d)

\[\eta_i = \alpha_i - 1\]  
(A.32e)

\[A(\eta) = \sum_{i=1}^{K} \log \Gamma(\eta_i + 1) - \log \Gamma\left(\sum_{i=1}^{K} (\eta_i + 1)\right)\]  
(A.32f)

\[V_{\eta}A = \left(\frac{\partial A}{\partial \eta_1}, \frac{\partial A}{\partial \eta_2}, \cdots, \frac{\partial A}{\partial \eta_K}\right)\]  
(A.32g)

\[\frac{\partial A}{\partial \eta_i} = \psi(\eta_i + 1) - \psi\left(\sum_{k=1}^{K} (\eta_k + 1)\right)\]  
(A.32h)

\[h(x) = 1\]  
(A.32i)

\[E[h(x)] = 1\]  
(A.32j)

\[T(x) = (\log(x_1), \cdots, \log(x_K))\]  
(A.32k)

The system of equations \(V_{\eta}A = Y\) can be solved using a numerical method such as Newton method where the Hessian is given by,

\[
\frac{\partial^2 A}{\partial \eta_i^2} = \psi^{(1)}(\eta_i + 1) - \psi^{(1)}\left(\sum_{k=1}^{K} (\eta_k + 1)\right),
\]  
(A.33a)

\[
\frac{\partial^2 A}{\partial \eta_{ij}} = -\psi^{(1)}\left(\sum_{k=1}^{K} (\eta_k + 1)\right).
\]  
(A.33b)
Wishart Distribution

\[ W_d (X; n, V) = \frac{|X|^\frac{1}{2}(n-d-1) \exp \text{Tr} \left( -\frac{1}{2} V^{-1} X \right) }{2^{\frac{d}{2}n} \Gamma_d \left( \frac{1}{2} n \right) |V|^\frac{1}{2} n} \]  
(A.34a)

Support: \( X \in \mathbb{R}^{d \times d} \) and \( X = X^T > 0 \)  
(A.34b)

Parameter space: \( V \in \mathbb{R}^{d \times d} \) and \( V = V^T > 0, \ n \geq d \)  
(A.34c)

\( \eta = (\eta_1, \eta_2) \)  
(A.34d)

\( \eta_1 = \frac{1}{2} (n - d - 1) \)  
(A.34e)

\( \eta_2 = -\frac{1}{2} V^{-1} \)  
(A.34f)

\[ A(\eta) = -\left( \eta_1 + \frac{d + 1}{2} \right) \log |\eta_2| + \log \Gamma_d \left( \eta_1 + \frac{d + 1}{2} \right) \]  
(A.34g)

\[ \nabla_{\eta} A = \left( \frac{\partial A}{\partial \eta_1}, \frac{\partial A}{\partial \eta_2} \right) \]  
(A.34h)

\[ \frac{\partial A}{\partial \eta_1} = -\log |\eta_2| + \psi_d \left( \eta_1 + \frac{d + 1}{2} \right) \]  
(A.34i)

\[ \frac{\partial A}{\partial \eta_2} = -\left( \eta_1 + \frac{d + 1}{2} \right) \eta_2^{-1} \]  
(A.34j)

\[ h(X) = 1 \]  
(A.34k)

\[ \mathbb{E}[h(X)] = 1 \]  
(A.34l)

\[ T(X) = (\log |X|, X) \]  
(A.34m)

To solve the system of equations \( \nabla_{\eta} A = Y \) first let \( Z = \log |Y_2| - Y_1 \) and \( u = \eta_1 + \frac{d + 1}{2} \). Then solve \( \psi_d(u) - d \log(u) + Z = 0 \) numerically and obtain

\[ \eta_1^L = u - \frac{d + 1}{2}, \]  
(A.35a)

\[ \eta_2^L = -u Y_2^{-1}. \]  
(A.35b)
Inverse Wishart Distribution

\[ \mathcal{I} \mathcal{W}_d (X; \nu, \Psi) = \frac{|\Psi|^{\frac{1}{2}(\nu - d - 1)} \exp \text{Tr} \left( -\frac{1}{2} \Psi X^{-1} \right)}{2^{\frac{1}{2}(\nu - d - 1)} \Gamma_d \left( \frac{1}{2} (\nu - d - 1) \right) |X|^\frac{\nu}{2}} \]  

(A.36a)

Support: \( X \in \mathbb{R}^{d \times d} \) and \( X = X^T > 0 \)  

(A.36b)

Parameter space: \( \nu > 2d, \Psi \in \mathbb{R}^{d \times d}, \Psi = \Psi^T > 0 \)  

(A.36c)

\[ \eta = (\eta_1, \eta_2) \]  

(A.36d)

\[ \eta_1 = -\frac{1}{2} \nu \]  

(A.36e)

\[ \eta_2 = -\frac{1}{2} \Psi \]  

(A.36f)

\[ A(\eta) = \left( \eta_1 + \frac{d + 1}{2} \right) \log |-\eta_2| + \log \Gamma_d \left( -\eta_1 - \frac{d + 1}{2} \right) \]  

(A.36g)

\[ \nabla_\eta A = \left( \frac{\partial A}{\partial \eta_1}, \frac{\partial A}{\partial \eta_2} \right) \]  

(A.36h)

\[ \frac{\partial A}{\partial \eta_1} = \log |-\eta_2| - \psi_d \left( -\eta_1 - \frac{d + 1}{2} \right) \]  

(A.36i)

\[ \frac{\partial A}{\partial \eta_2} = \left( \eta_1 + \frac{d + 1}{2} \right) \eta_2^{-1} \]  

(A.36j)

\[ h(X) = 1 \]  

(A.36k)

\[ \mathbb{E}[h(X)] = 1 \]  

(A.36l)

\[ T(X) = \left( \log |X|, X^{-1} \right) \]  

(A.36m)

To solve the system of equations \( \nabla_\eta A = Y \) first let \( Z = -\log(Y_2) - Y_1 \) and \( u = -\eta_1 - \frac{d + 1}{2} \). Then solve \(-\psi_d(u) + d \log(u) + Z = 0\) numerically and obtain

\[ \eta_1^L = -u - \frac{d + 1}{2}, \]  

(A.37a)

\[ \eta_2^L = -u Y_2^{-1}. \]  

(A.37b)
Gaussian Inverse Wishart Distribution

\[ \text{GIW}(x, X; m, P, \nu, \Psi) = \mathcal{N}(x; m, P) \mathcal{IW}_d(X; \nu, \Psi) \]  \hspace{1cm} (A.38a)

Support: \( x \in \mathbb{R}^k, X \in \mathbb{R}^{d \times d} \) and \( X = X^T > 0 \)  \hspace{1cm} (A.38b)

Parameter space: \( \nu > 2d, \Psi \in \mathbb{R}^{d \times d}, \Psi = \Psi^T > 0, P \in \mathbb{R}^{k \times k} \) and \( P = P^T > 0, \mu \in \mathbb{R}^k \) \hspace{1cm} (A.38c)

\( \eta = (\eta_1, \eta_2, \eta_3, \eta_4) \) \hspace{1cm} (A.38d)

\[ \eta_1 = -\frac{1}{2} \nu \] \hspace{1cm} (A.38e)
\[ \eta_2 = -\frac{1}{2} \Psi \] \hspace{1cm} (A.38f)
\[ \eta_3 = P^{-1}m \] \hspace{1cm} (A.38g)
\[ \eta_4 = -\frac{1}{2} P^{-1} \] \hspace{1cm} (A.38h)

\[ A(\eta) = \left( \eta_1 + \frac{d + 1}{2} \right) \log |\eta_2| + \log \Gamma_d \left( -\eta_1 - \frac{d + 1}{2} \right) \]
\[ - \frac{1}{4} \eta_3^T \eta_4^{-1} \eta_3 - \frac{1}{2} \log |2\eta_4| \] \hspace{1cm} (A.38i)

\[ \nabla_{\eta} A = \left( \frac{\partial A}{\partial \eta_1}, \frac{\partial A}{\partial \eta_2}, \frac{\partial A}{\partial \eta_3}, \frac{\partial A}{\partial \eta_4} \right) \] \hspace{1cm} (A.38j)

\[ \frac{\partial A}{\partial \eta_1} = \log |\eta_2| - \psi_d \left( -\eta_1 - \frac{d + 1}{2} \right) \] \hspace{1cm} (A.38k)
\[ \frac{\partial A}{\partial \eta_2} = \left( \eta_1 + \frac{d + 1}{2} \right) \eta_2^{-1} \] \hspace{1cm} (A.38l)
\[ \frac{\partial A}{\partial \eta_3} = -\frac{1}{2} \eta_3^T \eta_4^{-1} \] \hspace{1cm} (A.38m)
\[ \frac{\partial A}{\partial \eta_4} = \frac{1}{4} \eta_4^T \eta_1 \eta_3^T \eta_4^{-1} - \frac{1}{2} \eta_4^{-1} \] \hspace{1cm} (A.38n)

\[ h(x, X) = (2\pi)^{-k/2} \] \hspace{1cm} (A.38o)
\[ \mathbb{E}[h(x, X)] = (2\pi)^{-k/2} \] \hspace{1cm} (A.38p)
\[ T(x, X) = \left\{ \log |X|, X^{-1}, x, xx^T \right\} \] \hspace{1cm} (A.38q)
To solve the system of equations $\nabla \eta^t A = Y$ first let $Z = -\log(Y_2) - Y_1$ and $u = -\eta_1 - \frac{d+1}{2}$. Then solve $-\psi_d(u) + d \log(u) + Z = 0$ numerically and obtain

$$\eta^L_1 = -u - \frac{d+1}{2},$$

(A.39a)

$$\eta^L_2 = -uY^{-1}_2,$$

(A.39b)

$$\eta^L_3 = -\frac{1}{2}(Y_4 - Y_3^T Y_3)^{-1},$$

(A.39c)

$$\eta^L_4 = (-2Y_3 \eta^L_4)^T.$$ 

(A.39d)
Here, the multiple hypothesis testing problem and the maximum a posteriori decision rule is given for the sake of completeness (Ardeshiri et al., 2014). For more complete treatment see (Kay, 1998).

Consider that we want to decide among $M$ hypotheses $\{H_1, H_2, ..., H_M\}$. Let the cost assigned to the decision to choose $H_i$ when $H_j$ is true be denoted by $C_{ij}$ where

$$C_{ij} = \begin{cases} 0 & i = j \\ 1 & i \neq j \end{cases}.$$ \hfill (B.1)

The expected Bayes risk (Kay, 1998) becomes

$$R = \sum_{i=1}^{M} \sum_{j=1}^{M} C_{ij} P(H_j | H_i) P(H_i).$$ \hfill (B.2)

We are looking for a decision rule that minimizes $R$. Let us partition the space to regions $R_i$ for $i = 1 : M$ so that

$$R = \sum_{i=1}^{M} \sum_{j=1}^{M} C_{ij} \int_{R_i} p(x | H_j) P(H_i) \, dx$$

$$= \sum_{i=1}^{M} \int_{R_i} \sum_{j=1}^{M} C_{ij} P(H_j | x) p(x) \, dx$$ \hfill (B.3)

$$= \sum_{i=1}^{M} \int_{R_i} C_i p(x) \, dx$$
where $C_i(x) = \sum_{j=1}^{M} C_{ij} P(H_j|x)$. Since each data $x$ should trigger only one decision, i.e. assigned to only one of the $R_i$ partitions we should decide $H_k$ for which $C_i$ is minimum.

Since $C_i(x) = \sum_{j=1}^{M} P(H_j|x) - P(H_i|x)$, $C_i(x)$ is minimized if $P(H_i|x)$ is maximized. Thus the decision rule is decide $H_k$ if $P(H_k|x) > P(H_i|x)$ for $i \neq k$. For equal prior probabilities $P(H_k) = P(H_i)$ the decision rule will be to decide $H_k$ if $p(x|H_k) > p(x|H_i)$ for $i \neq k$. This decision rule is also referred to as maximum a posteriori decision rule.

If the prior probabilities are not equal due to e.g., heuristics $P(H_k) \neq P(H_i)$, Bayes rule $P(H_i|x) \propto p(x|H_i)P(H_i)$ can be used. This possibility is not exploited in this thesis.
Implementation aspects of the ISE approach

An advantage of the ISE metric is that, it can be computed analytically for many distributions (Ardeshiri et al., 2015a). In the ISE approach two parameters can be varied to create slightly different reduction algorithms as detailed below (Ardeshiri et al., 2014):

1. In the first variation, the ISE is calculated for each hypothesis according to $\text{ISE}(H_K) = \int |p(x) - p_k(x|H_K)|^2 \, dx$ and the density after pruning is re-normalized. This variation is consistent with the presentation of the ISE algorithm so far in this technical report.

2. In the second variation, as it is pointed out in (Williams and Maybeck, 2006), when the ISE is being calculated for a pruning hypothesis the rescaling can be skipped since re-normalizing the weights will increase the error value in parts of the support that are not affected by the pruning hypothesis. This choice also brings substantial computational savings.

3. In the third variation, instead of comparing $p(x|H_K)$ with the original mixture $p(x)$, it is compared with the resulting mixture of the previous reduction step $p_k(x)$, as given here

$$\text{ISE}(H_K) = \int |p_k(x) - p_k(x|H_K)|^2 \, dx.$$  

In this way, the ISE metric for merging decision can be simplified to

$$\text{ISE}(H_{IJ}) = (w_I)^2 Q(I, I) + (w_J)^2 Q(J, J)$$
$$+ (w_{IJ})^2 Q(IJ, IJ) + 2w_I w_J Q(I, J)$$
$$- 2w_I w_{IJ} Q(I, IJ) - 2w_J w_{IJ} Q(J, IJ).$$
where,
\[ Q(I, J) = \int q(x; \eta^I)q(x; \eta^J) \, dx. \] (C.1)

\( Q(I, J) \) can be calculated analytically for many basic densities of interest belonging to the exponential family such as Gaussian, gamma and Wishart distributions. For explicit expressions for the exponential family of distribution see (Ardeshiri et al., 2015a) and (Ardeshiri et al., 2014).

Similarly the ISE metric for pruning decision can be simplified as in

\[
ISE(\mathcal{H}_{0I}) = \left( \frac{w_I}{1 - w_I} \right)^2 \left[ Q(I, I) - 2 \sum_{i=1}^{N} w_i Q(I, i) + \sum_{i=1}^{N} \sum_{j=1}^{N} w_i w_j Q(i, j) \right].
\]

4. The fourth variant is similar to the third variant in terms of the choice of the reference density, but the mixture is not renormalized after each pruning which results in the expression

\[ ISE(\mathcal{H}_{0I}) = (w_I)^2 Q(I, I) \]

for pruning hypotheses.

Calculation of the ISE for each hypothesis at every step of the reduction is costly. A scheme is suggested here to cache the calculated quantities to reduce the computational cost of the reduction. The cost reduction scheme is given for the second type of implementation of the ISE approach, where the mixture density after pruning hypothesis is not re-normalized.

In the first step of the reduction of the mixture density (4.1) merging of all possible pairs of components results in \( \frac{1}{2}N(N-1) \) hypotheses. For the evaluation of these hypotheses the resultant component of each merging should be calculated. To calculate the ISE of each hypothesis \( Q(\cdot, \cdot) \) should be calculated for all pairs of components in the mixture as well as the pair of components where one component is among the merged components and the other one is among the existing components. All these quantities should be stored and can be reused in the future reduction steps.

At the \( k^{th} \) step of the reduction of the mixture density given in (4.1), the reduced density is denoted by \( p_k(x) \). In order to keep the notation less cluttered, let the term \( q^l \) denote \( w^l q(x; \eta^l) \); \( p \) denote \( p(x) \) and \( p_k \) denote \( p_k(x) \). Let us assume that the cost of the reduction hypotheses at the \( k^{th} \) stage denoted by \( ISE_k(\mathcal{H}_R) \) are stored in a vector \( Y_k \) and let \( M = \arg\min ISE_k(\mathcal{H}_R) \) for all permissible values of \( R \).
When \( M \) corresponds to a pruning hypothesis, for example \( M = 0J \), the vector \( Y_{k+1} \) can be updated with less computations for next pruning hypotheses using

\[
\text{ISE}_{k+1}(H_{0S}|M = 0J) = \int (p - p_k + q^l + q^S)^2 \, dx
\]

\[
= \int (p - p_k + q^S)^2 \, dx + \int (q^l)^2 \, dx + 2 \int q^l (p - p_k + q^S) \, dx
\]

\[
= \int (p - p_k + q^S)^2 \, dx + \int (q^l)^2 \, dx + 2 \int q^l (p - p_k) \, dx + 2 \int q^l q^S \, dx \quad \text{(C.2)}
\]

\[
= \text{ISE}_k(H_{0S}) + \underbrace{(q^l)^2 \, dx + 2 \int q^l (p - p_k) \, dx + 2 \int q^l q^S \, dx}_{A(J)}
\]

where, the quantity \( \text{ISE}_k(H_{0S}) \) is already known from the previous step and \( A(J) \) is a part of the ISE added to elements of \( Y_k \) due to the pruning of the \( j^{th} \) component.

Similarly, when \( M \) corresponds to a pruning hypothesis, for example \( M = 0J \), the vector \( Y_{k+1} \) can be updated with less computations for the next merging hypotheses using

\[
\text{ISE}_{k+1}(H_{ST}|M = 0J) = \int (p - p_k + q^l + q^S + q^T - q^{ST})^2 \, dx
\]

\[
= \int (p - p_k + q^S + q^T - q^{ST})^2 \, dx + \int (q^l)^2 \, dx + 2 \int q^l (p - p_k + q^S + q^T - q^{ST}) \, dx
\]

\[
= \int (p - p_k + q^S + q^T - q^{ST})^2 \, dx + \int (q^l)^2 \, dx + 2 \int q^l (p - p_k) \, dx + 2 \int q^l q^S \, dx + 2 \int q^l q^T \, dx
\]

\[
= \text{ISE}_k(H_{ST}) + A(J) + 2 \int q^l (q^S + q^T - q^{ST}) \, dx.
\quad \text{(C.3)}
\]

After each pruning step all elements of vector \( Y_{k+1} \) corresponding to the pruned component will be eliminated from \( Y_{k+1} \).

Using a similar approach, when \( M \) corresponds to a merging hypothesis, say \( M = IJ \), the vector \( Y_{k+1} \) can be updated with less computations for the next prun-
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...ing hypotheses using

\[
\text{ISE}_{k+1}(H_0 S|M = IJ) = \int (p - p_k + q^I + q^J - q^{IJ})^2 \, dx
\]

\[
= \int (p - p_k + q^S)^2 \, dx + \int (q^I + q^J - q^{IJ})^2 \, dx
\]

\[
+ 2 \int (q^I + q^J - q^{IJ})(p - p_k + q^S) \, dx
\]

\[
= \int (p - p_k + q^S)^2 \, dx + \int (q^I + q^J - q^{IJ})^2 \, dx
\]

\[
+ 2 \int (q^I + q^J - q^{IJ})(p - p_k) \, dx
\]

\[
= \text{ISE}_k(H_0 S) + \int (q^I + q^J - q^{IJ})^2 \, dx + 2 \int (q^I + q^J - q^{IJ})(p - p_k) \, dx
\]

\[
+ 2 \int (q^I + q^J - q^{IJ})q^S \, dx,
\]

(C.4)

and for the next merging hypotheses using

\[
\text{ISE}_{k+1}(H_{ST}|M = IJ) = \int (p - p_k + q^I + q^J - q^{IJ} + q^S + q^T - q^{ST})^2 \, dx
\]

\[
= \int (p - p_k + q^S + q^T - q^{ST})^2 \, dx + \int (q^I + q^J - q^{IJ})^2 \, dx
\]

\[
+ 2 \int (q^I + q^J - q^{IJ})(p - p_k + q^S + q^T - q^{ST}) \, dx
\]

\[
= \int (p - p_k + q^S + q^T - q^{ST})^2 \, dx + \int (q^I + q^J - q^{IJ})^2 \, dx
\]

\[
+ 2 \int (q^I + q^J - q^{IJ})(p - p_k) \, dx
\]

\[
+ 2 \int (q^I + q^J - q^{IJ})(q^S + q^T - q^{ST}) \, dx
\]

\[
= \text{ISE}_k(H_{ST}) + C(I, J) + 2 \int (q^I + q^J - q^{IJ})(q^S + q^T - q^{ST}) \, dx.
\]

(C.5)

When two components \(I\) and \(J\) are merged, the merged component labeled \(IJ\) will obtain the label of component \(I\) in the computation environment and all elements of \(Y_{k+1}\) corresponding to element \(J\) will be eliminated. The vector \(Y_{k+1}\)
should be updated for the new component as in

$$\text{ISE}_{k+1}(\mathcal{H}_{IJ}\mathcal{S}\mathcal{M} = IJ) = \int (p - p_k + q^l + q^l - q^{IJ} + q^S + q^{IJ} - q^{(IJ)S})^2 \, dx$$

$$= \int (p - p_k)^2 \, dx + \int (q^l + q^l + q^S - q^{(IJ)S})^2 \, dx \tag{C.6}$$

$$+ 2 \int (p - p_k)(q^l + q^l + q^S - q^{(IJ)S}) \, dx,$$

where, the first term is known from the last reduction step.
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