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The sound velocity of Mo along the Hugoniot adiabat is calculated from first principles using density-functional theory based molecular dynamics. These data are compared to the sound velocity as measured in recent experiments. The theoretical and experimental Hugoniot and sound velocities are in very good agreement up to pressures of 210 GPa and temperatures of 3700 K on the Hugoniot. However, above that point the experiment and theory diverge. This implies that Mo undergoes a phase transition at about the same point. Considering that the melting point of Mo is likely much higher at that pressure, the related change in the sound velocity in experiment can be ascribed to a solid-solid transition.
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On the basis of extensive experimental \cite{1–11} and theoretical studies \cite{12–32} of the phase diagram of Mo the following can be safely concluded. The body-centered cubic (bcc) phase of Mo is extremely stable up to very high pressures, at least in excess of 5 Mbars. Theory \cite{26} predicts that, at a pressure of about 6.6 Mbars, Mo transforms to the double hexagonal close-packed structure. This result was recently independently confirmed by another theoretical study \cite{31}. The high-temperature part of the Mo phase diagram remains controversial. There are two major experimental methods to assess the high-temperature part of the Mo phase diagram: the diamond-anvil cell (DAC) technique and the shock wave experiment. Early shock wave studies \cite{5,7} revealed two discontinuities along the Hugoniot, one at the pressure of 2.1 Mbars and 4100 K (explained by a solid-solid transition) and another one at 4 Mbars and 9000 K (assigned to melting). The DAC studies \cite{11} performed a few years later discovered nearly a flat melting curve for Mo. Being extrapolated, the DAC melting curve almost exactly matches the first discontinuity in the shock wave experiment. DAC studies never reached the conditions of the second discontinuity. Theory \cite{23,24,27,28} has provided melting consistent with the shock wave data \cite{5,8}. Somewhat similar patterns of studies emerged for a number of other metals (Ta \cite{11,33–35} and Fe \cite{36–40}, e.g.) where theory and shock wave data on melting are in agreement whereas the DAC data demonstrate considerably lower melting temperatures. Considering that the latest DAC data on Fe and Ta support much higher melting \(T\), it seems rather safe to conclude that the earlier DAC data were imprecise due to some yet unclear reasons. An explanation \cite{41} suggested by one of the authors of this Rapid Communication is that the earlier DAC melting curves were in fact due to fast dynamic recrystallization induced by cumulative impact of increasing stress and softening of the sample either due to a solid-solid transition or simply due to an approach to melting. Indeed, first-principles calculations \cite{23,24} pointed towards such a possibility in a number of metals. That, however, was objected to \cite{28} on the grounds that the systems that provided the evidence for the existence of the solid-solid transition were either modeled using analytical potentials or were small when treated \textit{ab initio}. We note, however, that the studies that did not support the existence of \(T\)-induced solid-solid transitions are also performed for small systems \cite{28}. It is, however, possible and even likely that such a transition is particularly sensitive to the size of the system. This is because the emerging phase is stabilized by the low-frequency thermal motion as, for example, is the case for the bcc Zr \cite{42,43} and high-pressure bcc Fe \cite{44}. A small system simply does not allow for the long wave oscillations since the small system cannot accommodate them. Yet, such oscillations are particularly important because they contribute significantly to the free energy and, thus, may stabilize the phase. Generally small systems favor the phase that is dynamically stable at low temperatures.

The recent shock wave experiment \cite{8} that measured the speed of sound in the sample behind the shock wave front was expected to clarify this issue for Mo. However, the authors claimed that they did not see any discontinuity that could be assigned to a solid-solid transition, contrary to the previous shock wave experiment \cite{5}. The authors do observe a peculiar behavior of the sound speed as a function of density, but that dependence was assigned to a particular behavior of the Mo bcc phase. Therefore, it is critical to compute the sound velocity of Mo in the bcc phase to verify whether indeed its sound velocity supports the hypothesis of the experimentalists.

First-principles calculations of Mo demonstrated that well-established data can be well reproduced with high precision. Equation of state, thermal expansion, crystal structure, and a broad pressure range of the bcc stability are in very good agreement with experimental data. The pressure-temperature-density \(\left(PT\right)\) relation along the Hugoniot was also computed \cite{29} in good agreement with experiment \cite{5,7}. Therefore, it seems we can rely on the same approach to compute the sound velocity in the Mo bcc phase.

In order to do that, we performed a number of DFT based molecular dynamics (MD) calculations at the same densities as measured in the shock wave experiment.

The energies and forces were calculated within the framework of the frozen-core all-electron projector augmented-wave method \cite{45} as implemented in the Vienna \textit{ab initio} simulation package \cite{46}. The energy cutoff was set to 350 eV. Exchange and correlation potentials were treated within the generalized gradient approximation \cite{47}. The semicore \(4p\) states of Mo were conservatively treated as valence. The finite tempera-
FIG. 1. (Color online) The calculated dependence of pressure on density along the Hugoniot compared to experimental data. The shift, independent of density, is typical of DFT calculations on metals.

FIG. 2. (Color online) Elastic constants of bcc Mo along the Hugoniot as a function of pressure. The bcc phase of Mo becomes unstable above pressure 300 GPa which results in irregular behavior of elastic constants.

The single-crystal elastic constants were calculated via the generalized form of Hooke’s law,

\[
\sigma_i = c_{ij}\epsilon_j, \tag{1}
\]

where \(\sigma_i\) stands for the stresses, \(c_{ij}\) stands for the elastic moduli, and \(\epsilon_j\) stands for the strains; all in the Voigt notation \((i, j = 1, 2, \ldots, 6)\). The calculated time-averaged stresses associated with strains applied to our 250-atom supercell were used. To obtain the three nonzero \(c_{ij}\)’s of the cubic cells (namely, \(c_{11}, c_{12}, \) and \(c_{44}\)) just one deformation matrix is needed, whose components are shown below

\[
\tilde{\epsilon} = (\delta, 0, 0, 0, 0, \delta). \tag{2}
\]

The applied \(\delta\)’s were \(\pm 2\%\) and \(\pm 4\%\). The calculated dependencies of the time-averaged \(\sigma_i\) on \(\delta\) were subject to a linear least-squares fit to directly estimate \(c_{ij}\) from the relations,

\[
\begin{align*}
\sigma_1 &= c_{11}\delta, \tag{3} \\
\sigma_2 &= c_{12}\delta, \tag{4} \\
\sigma_6 &= c_{44}\delta. \tag{5}
\end{align*}
\]

Figure 2 shows the pressure dependence of \(c_{11}, c_{12}, \) and \(c_{44}\) along the Hugoniot. Above the pressure of 325 GPa Mo the bcc phase becomes unstable for some deformations and melts. The sound velocity was computed in the Voigt-Reuss-Hill approximation [49]. The shear modulus \(G\) and the bulk modulus \(B\) of a cubic crystal can be written as

\[
\begin{align*}
G &= \frac{G_V + G_R}{2}, \tag{6} \\
B &= \frac{C_{11} + 2C_{12}}{3}. \tag{7}
\end{align*}
\]

where

\[
\begin{align*}
G_V &= \frac{C_{11} - C_{12} + 3C_{44}}{5}, \tag{8} \\
G_R &= \frac{5(C_{11} - C_{12})C_{44}}{4C_{44} + 3(C_{11} - C_{12})}. \tag{9}
\end{align*}
\]
The calculated sound velocity (large diamonds) compared to experimental data (small diamonds with error bars). Up to the pressure of just above 200 GPa the experiment and theory provide very similar sound velocities (corresponding temperature is around 3700 K). At higher pressures the experiment and theory diverge, and it appears that the divergence increases with increasing pressure. The divergence cannot be explained by experimental error bars or statistical errors of our calculations. The size of the symbols corresponds approximately to the error bars. Somewhat irregular behavior of the experimental and theoretical curves also illuminates the possible error. The error bars of two computed points (circles with error bars) are obtained by the Monte Carlo method of error propagation with the errors in stresses obtained by the blocking technique (see the Appendix).

The longitudinal sound velocity \( C_L \) and the bulk sound velocity \( C_B \) can now be calculated as

\[
C_L = \sqrt{\frac{B + \frac{4\mu}{3}}{\rho}}, \\
C_B = \sqrt{\frac{B}{\rho}}.
\]

Figure 3 provides the comparison of the recently measured sound velocity and the sound velocity calculated in this Rapid Communication. The agreement between experimental and theoretical data sets is very good, almost within mutual error bars up to pressures of just above 200 GPa and temperatures close to 4000 K, in fact, exactly where the discontinuity was found by Hixson and colleagues [5]. Above that pressure the experimental velocity goes sharply up, whereas the computed one smoothly continues the same trend as below the pressure 200 GPa. Above 325 GPa computed sound velocity exhibits erratic behavior (not shown) because the Mo crystal becomes unstable on smallest deformations. Such a change in experimental velocity might be possible if a new solid phase has emerged in the vicinity of 200 GPa. The discontinuity might not appear simply because the region behind the shock wave front might be inhomogeneous including both bcc and emerging phases that makes the transition comparably smooth. A very careful and improved experiment [8] has provided a better resolution of the discontinuity, but the discontinuity seems to be there. A remote possibility is that something happens to the experimental setup in the vicinity of that point, but it has to have a similar impact both on the earlier experiment and on the recent one. Finally, something may happen to the accuracy of DFT calculations in that particular pressure-temperature range, but no obvious reasons, such as effects of strong electron correlations, can be named. Therefore we believe it is very unlikely. Thus, Mo does not seem to stay in the bcc phase up to the highest applied pressure. What is the nature of the emerging phase remains to be found out by truly large-scale DFT (or DFT-like precision methods) MD.

While this paper was in review, a Comment [50] and a Reply [51] were published where a peculiar behavior of the Mo shear modulus is discussed. It is also an indication that something happens to Mo in the experiment [8].
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APPENDIX

There are quite a few obstacles that can contribute to the quality of computed data. In this Appendix, we check the cumulative impact of the energy cutoff, duration of our molecular dynamic runs, and the way of estimating numerical errors. Although most of the runs are performed with the cutoff of 350 eV for 4000 time steps, in this Appendix we report results of the runs performed with the cutoff of 500 eV for 8000 time steps. We are aware that 350 eV is already a very high cutoff. Converged properties have already been reported at the cutoff of 224.6 eV [28]. However, the referee requested to check for an even higher cutoff, so this is why we do it here.

Table I shows the average pressures computed over the same periods of time with different cutoffs for two densities. It is obvious that the use of 350 and 500 eV as a cutoff produces identical pressures. The average pressures computed with a 500-eV cutoff over a number of time intervals are compared to the pressures computed over the last 4000 time steps in the runs with 8000 time steps (Table II). The last column lists the errors obtained by a blocking technique [52]. The errors obtained in different ways are quite comparable. They cannot be identical due to their statistical nature. The reason why they are similar is simple. In the blocking technique the error becomes constant.

<table>
<thead>
<tr>
<th>Density (g/cm³)</th>
<th>Cutoff 350 (eV)</th>
<th>Cutoff 500 (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.304</td>
<td>135.712</td>
<td>136.129</td>
</tr>
<tr>
<td>15.094</td>
<td>257.791</td>
<td>258.289</td>
</tr>
</tbody>
</table>

TABLE I. Impact of cutoff on average pressure (GPa).
TABLE II. Impact of duration of MD run on average pressure (GPa).

<table>
<thead>
<tr>
<th>Density (g/cm³)</th>
<th>Steps</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2000–4000</td>
</tr>
<tr>
<td>13.304</td>
<td>136.129</td>
</tr>
<tr>
<td>15.094</td>
<td>258.290</td>
</tr>
</tbody>
</table>

We note, however, that although the evaluation of statistical errors in pressure and stresses is a straightforward procedure, the errors in sound velocities are more difficult to estimate. To do that we use the Monte Carlo (MC) method of error propagation. That is, we vary the computed stresses within their statistical errors, compute elastic constants and then, finally, sound velocities (as outlined in the main text). The result of these calculations is shown in Fig. 4 where histograms of 10 000 MC attempts for two densities are shown. The error being very small at low density (about 0.01 km/s) becomes considerably larger at higher density (about 0.05 km/s).

Yet, the errors are certainly small enough to see that the experimental and theoretical sound velocity curves are quite different above the pressure of 220 GPa.


