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Abstract

This thesis presents an approach to automatically infer facts about cooking recipes. The analysis focuses on two aspects: recognizing words with special semantic meaning in a recipe such as ingredients and tools; and detecting temporal dependencies between steps in the cooking procedure. This is done by use of machine learning classification and several different algorithms are benchmarked against each other.
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Chapter 1

Introduction

Today there are many resources on the Internet for finding new cooking recipes, like allrecipes.com [1], cooks.com [2] and BBC Good Food [3]. While the way we view and consume the recipes is very modern, the recipes themselves have not changed much. A recipe generally consists of a list of ingredients, and a description of the cooking process either as running text or a sequential list of steps.

So what is wrong with this approach? For one thing: recipes are not sequential and there is not necessarily only one person cooking. They are also not static. Sometimes depending on the context you might do the preparation steps in a different order. So a dish can in general be prepared in a number of ways, and the steps in a recipe can be reorganized and still be a valid encoding of how to cook same the dish.

Information about this could be useful when trying to optimize a work flow by doing several steps in parallel, or due to time constraints on when certain resources like ovens are available in a larger kitchen. To present all valid orderings of steps the traditional description in running text becomes insufficient and a dependency graph would be better suited.

Another problem is that a level of domain knowledge is assumed of the reader. Today certain tools are perhaps less used, such as mortar and pestle. It would then be beneficial to be able to provide contextual help to the reader in the form of dictionary information, where to buy certain ingredients, perhaps information about other recipes that use a tool to evaluate if a purchase would be worthwhile.

Providing links to more information for keywords such as ingredients is actually often available on many of the web resources. There are also some notable exceptions that incorporate flow charts of how to combine the ingredients into the final dish [4]. So this type of data model already exist to a certain extent, but is often manually annotated.
While manual annotation of dependencies and keywords is sometimes done, converting the large body of cooking knowledge available on the web in the form of recipes would be very labour intensive. It may also be desirable to do this quickly for a new recipe from another source without user involvement. In both cases an automatic solution would be preferable.

This thesis presents an approach to automatically infer facts about a traditional cooking recipe and augment it in two ways. First we detect and categorize keywords such as ingredients, tools and actions. We then construct a dependency graph of the cooking process that encodes all possible sequences of steps to cook the dish.

We cast this as a classification problem both for the case of dependencies and keywords. Machine learning algorithms of several different paradigms are benchmarked and compared for the task.

1.1 Formal problem statement

Take as input a cooking recipe with a list of ingredients and a textual description of the cooking procedure. Each ingredient is separated into name, amount and unit (such as tsp, cl and ounce). The textual description is given as a list of sentences where each sentence is assumed to represent one step of the cooking procedure.

For every word \( w \) the system should assign it one class \( c \in \{1, 2, 3, 4, 5, 6, 7\} \). Where the integer classes represents the semantic classes: ingredient, tool, action, intermediate product, amount, unit and other.

For any pair of two steps the system should infer whether they depend on each other or not. Construct the dependency graph \( G = (V, E) \) for the cooking procedure, where \( V \) is the set of sentences/instructions. For each pair of instructions \( e = (i_1, i_2), e \in E \) iff \( i_1 \) can not be done before \( i_2 \).

It is important that the model does not represent any semantically incorrect ways of cooking a dish. Therefore the system should err on the side of inferring extra dependencies in case of uncertainty.

1.2 Use of classification algorithms

Machine learning is a branch of artificial intelligence that has been used widely in the field of natural language processing. Classification is the task of determining which class an instance belongs to, by looking at previous instances and generalizing.
More specifically in our case the instances are single words for the semantic word classification task.

For the dependency detection task the instances are pairs of steps as defined in section 1.1. The steps are divided into the two classes \textit{depends on} and \textit{does not depend on}. 
Chapter 2

Background

2.1 Related work

Case Based Reasoning (CBR) is a technique stemming from the field of artificial intelligence. It has been used for recipe search that gives results that are semantically similar to the search term [5]. The European Conference on Case Based Reasoning (ECCBR) hosted a contest where the main task was to determine which ingredients can be substituted with one another. One entrant called TAAABLE created a semantic wiki for storing the domain knowledge and relationship between actions, tools and recipes [6]. Another entrant emphasized a knowledge-light approach and used WordNet [7] for the semantic relationship between ingredients [8]. In this way the system could make suggestions which ingredients are similar and may be substituted. A very early result using CBR is CHEF which tries to create plans for cooking dishes from the Szechwan cuisine [9].

BakeBot is a robot system that can follow cooking instructions and generate a plan for how to cook a dish, in this case baking cookies [10]. While it is the same domain, all of the projects mentioned in this section are more concerned with ingredients or following one ordering of steps to cook a dish rather than finding possible orderings of the steps.

Asium is a system designed for extracting information from maintenance manuals in the aviation industry, but which was tested on the domain of cooking recipes. This illustrates the possibility to generalize techniques used in one domain for use in another domain [11]. Another result deals with general procedural text by creating a grammar to extract instructions [12]. There have also been attempts to classify what type of dish a recipe describes with features that are acquired with graph mining [13].
Some work has been done to determine in what context a dish is suitable. For example if it is related to a certain holiday. To do this semantic relations (for example which ingredients it contain) are extracted from recipes [14]. Here the focus is also not on ordering of steps. A formal instruction set has been defined to encode how to cook a dish. It is called SOUR CREAM and does include annotations for which steps depend on which [15]. Unfortunately the parsing of an existing recipe to this format was left as future work.

Two papers deal with creating work flows from cooking recipes. The first uses manually created rules to extract relations from the recipe. The second paper uses ideas from named entity recognition and uses machine learning in the form of logistic regression to teach a classifier to recognize which words are ingredients [16] [17].

2.2 Classification algorithms

Classification is a task in machine learning and data mining where the objective is to assign an instance to one of several classes. The decision is made by looking at previous instances that has been keyed with the correct classes. The keyed data is called a training set. The idea is that what is learned by looking at the training set can be generalized to a set of rules, a geometric boundary or some other model that generalizes well and can correctly classify other data sets as well.

There are many different algorithms for classification, each with their own pros and cons. When choosing algorithms our goal was to get representatives of several different paradigms. Other important factors are previous proven results in natural language processing tasks, popularity and ease of implementation. The last point did not play a big role as all algorithms considered were part of the WEKA framework or could be plugged in as in the case with LibSVM.

Data values are extracted from each instance and used to distinguish between the different classes. These values are usually called attributes or features. Throughout this thesis we call them attributes.

Most algorithms are geared towards distinguishing between two classes (binary classification). When there are more than two classes (multiclass classification) the solution is often just to extend the use of the binary version. More on this in section 2.2.2.

For an overview of different machine learning techniques the WEKA companion book is recommended [18]. For an overview of natural language processing and use of machine
learning techniques in the field the book Speech and language processing is a good start [19].

### 2.2.1 Nominal and numerical attributes

A nominal attribute is one which has finitely many distinct values, whereas a numerical attribute is continuous. Some algorithms are more naturally expressed in terms of numerical attributes, others in terms of nominal attributes. When the data has both nominal and numerical attributes a conversion is needed, as algorithms often support only one or the other. This can be done in different ways. For converting from numerical to nominal the domain can be split into intervals where each interval maps to a nominal value. For the opposite direction each nominal value can be mapped to an integer. Each attribute can also be mapped to a set of mutually exclusive binary attributes, one for each nominal value [20].

### 2.2.2 Multiclass classification

Multiclass classification is classification with more than two possible classes. There are several approaches to this. A simple and common method is one-vs-all where one classifier is trained per class. This classifier is used to distinguish that particular class from the the union of all other classes to reduce the problem to many binary classification problems.

### 2.2.3 Support Vector Machines

A Support Vector Machine [21] (SVM) is a machine learning algorithm that is often used for regression but can also be used for classification. Used in a classification setting with two classes an SVM views the attributes as dimensions in a vector space and will try to find the maximum margin hyperplane that separates the classes. Maximum margin means it sits right between the two classes, with a maximum distance to both class boundaries. This maximum margin hyperplane is found by looking at instances close to the class boundaries; so called support vectors that give the algorithm its name.

In their original form, SVMs can only handle cases where the classes are linearly separable. This can be alleviated by mapping the data onto a higher dimensional space in which the two classes are separable. An SVM does this only implicitly by using a kernel function. This is less computationally expensive than explicitly calculating the new coordinates [22]. For a more detailed overview there is an excellent tutorial [23].
Machine learning in general has shown very good results in the field of natural language processing as evidenced by the regular CoNLL conferences. SVM in particular has proven useful in a number of classification tasks like spam categorization [24]. Jakub Zavrel et al compare several different classification algorithms for use in natural language processing with SVM scoring the highest [25]. Several other papers show SVM scoring good results in various CoNLL tasks [26] [27] [28].

Using a kernel also has the advantage of modularity. Results can be very different between one kernel and another. In this thesis we use the radial basis function (RBF) kernel and the polynomial kernel. Both are commonly used and have different sets of parameters that determine how they function.

Both kernels have a cost parameter C that determines how hard the algorithm will try to find a perfect fit. It signifies the cost of misclassifying one instance. The epsilon parameter (e) determines the size of the insensitivity zone. In practice a lower epsilon will increase the number of support vectors used and thus affect performance. It will also create a more tightly fit model, similarly to a high cost.

The RBF kernel uses the radial basis function $e^{-\gamma |u-v|^2}$. Here gamma is another parameter that can be varied. Likewise for the polynomial kernel that uses a polynomial $(\gamma \cdot u' \cdot v + c0)^D$ gamma can be varied as well as the degree of the polynomial.

### 2.2.4 Decision trees

A family of algorithms for classification solve the problem by building a decision tree. Assuming nominal attributes and binary classification the algorithm can be described as follows:

1. Choose one attribute, and split the instances into groups depending on their value for that attribute. 2. Repeat, forming smaller and smaller subgroups. 3. A group that has only yes or no values need not be split further.

This means that the running time for this algorithm will be $O(n \ast 2^m)$ where n is the number of instances and m is the number of attributes. The number of attributes can in many practical applications grow very large so it is important to get to case 3 above as quickly as possible.

Different algorithms differ in how they choose what attributes to split on and in what order to achieve this. [29] ch 4.3.

Even though the above example is for binary classification it can be extended to multiclass classification without any changes. In fact taking all classes into account rather
than solving multiple binary classification problems often gives better performance for decision trees [29] ch 4.3.

The C4.5 algorithm is an example of a decision tree algorithm that has shown good results in natural language processing, for example on the 2003 and 2011 shared CoNLL tasks [30] [31]. One feature of C4.5 is that once the decision tree is built it goes back and prunes branches and turns them into leaves if confident enough. This can help against overfitting. There are two parameters that can be changed in C4.5. One is the C parameter which determines the confidence needed to prune a branch. The other is m that signifies the minimum number of instances in each leaf. So that if when branching, one child has less than m instances it is made into a leaf and not branched further.

2.2.5 Covering algorithms

Covering algorithms or rule based algorithms are similar to decision trees. A decision tree can in fact be viewed as a set of rules.

They differ in the fact that they do not handle the attributes in any particular order, and that they do not work on all classes at once in the case of multiclass classification. Rather they try to isolate one class by constructing a set of rules that cover all the positive instances.

In the case of Ripple Down Rules the rule base is built incrementally starting with the rule that correctly classify the most instances first. Then more and more rules are added as exceptions to the first rule. In this sense this type of rule based algorithm is even more closely tied to the tree representation as it is actually dependant on order. Ripple Down Rules (Ridor) have been used for lemmatisation [32] and part-of-speech tagging and named entity recognition in Vietnamese [33] [34]. The implementation of Ridor used for our experiments uses Incremental Reduced Error Pruning (IREP). There are a number of parameters that can be changed. The N parameter chooses the number of folds used in the underlying IREP algorithm. The S parameters is the number of shuffles used to randomize the data. The N parameter is the minimal weight of instances within a split. It functions similarly to the m parameter of C4.5.

2.2.6 Instance based learning

The previously mentioned algorithms in section 2.2 all create some sort of criteria to distinguish between different classes. It could be that one class goes on one side of a hyperplane and another on the other side, rules or a decision tree. The original keyed data is not used to decide what class an instance should have. Instance based learning
on the other hand does exactly that. To decide on a class for an instance it compares it
to the training set.

A common algorithm is nearest neighbour that assigns the class of the nearest neighbour
in the training set, using the Euclidian distance. K-nearest neighbour (KNN) assigns
class based on the k nearest neighbours where k is a parameter. This can be done by
majority vote or by assigning weight based on distance or other metrics.

KNN has been used for the 2008 and 2010 shared CoNLL tasks [35] [36] as well as text
categorization [37]. The implementation we use is the IBk algorithm in WEKA.

### 2.2.7 Ensemble learning

Sometimes combining the results of different models gives a better result. There are
various ways of doing this. Common alternatives include bagging, boosting and stacking [18] ch 8.1.

In boosting several different models are trained with different parameters on the same
data set. The collection of models are built iteratively, with later models being designed
to focus on the areas that earlier models struggled. This is done by giving instances that
earlier models misclassified a greater weight in the training. The results of these models
are then combined according to some weight.

Carreras et al had a lot of success using AdaBoost for named entity recognition for both
the 2002 and 2003 shared CoNLL task [38] [39]. This result was later surpassed by
Szarvas et al, also using AdaBoost [30].

### 2.2.8 Overfitting

In practice the model will never be perfect and the data will have noise. If the model
is severely penalized for errors on the training set it may be affected by this noise and
become distorted in an attempt to classify the training set correctly. In this case the
model will be very good at predicting the training data, but generalize poorly to another
data set. Figure 2.1 illustrates this. To the left is the training data. We can see a clear
trend with two noisy outliers. Because of a high penalty on not getting a perfect fit
on the training data, a poor model that accommodates the noise is created, which does
not work well with the actual test data to the right. Here the noise is different so we
actually get a worse result than with a less precise model.
2.3 WordNet

WordNet is a lexical database in English where words with the same meaning are grouped together. Semantic links between these groups are then added, so that a network is formed where similar words that are related semantically or lexically are in close proximity [7]. Such links describe what kind of semantic relation the two groups have, such as meronym, holonym, hypernym or hyponym. There are several different metrics for measuring the distance between two concepts in WordNet. Using just the number of hops is usually not a very good metric, as following a hypernym link and then a hyponym link is often a much larger semantic distance than following two hyponym links. There are several different types of metrics used for WordNet that take this into account [7] [40] [41] [42] [43] [44] [45].
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Method and implementation

Given a recipe separated into a list of ingredients and a method description in running text, the description is split into discrete steps where each sentence is one step. We aim to solve two problems: Detecting dependencies between steps and annotating each word with a semantic class.

For both problems we view it as a classification problem. A grammar or rule based approach requires a lot of domain knowledge, because there is need for a good grasp of the type of sentences or grammar constructs that occur in the data and their meaning. This is somewhat true for classification as well in the choice of good features, but not to the same extent. This makes it a good choice for a first foray into the field. As noted previously many of the algorithms we try have had good performance on similar tasks like named entity recognition.

The results of the semantic classification of words is used as an attribute in the dependency detection.

3.1 Choice of classification algorithms

We have chosen to measure results of 4 different algorithms. The algorithms were chosen partly based on demonstrated good results in similar natural language processing tasks. Preferably results that are comparable to other algorithms, like submissions to a shared CoNLL task. See chapter 2.2 for a discussion of previous results. Another important factor is to get a spread of algorithms across different paradigms like rule-based or vector space algorithms. To represent linear or vector space algorithms we use SVM, for rule based algorithms Ridor, for decision tree C4.5 and for instance based IBk. Other
considerations include ease of implementation and early results on a small test set with default settings.

3.2 Choice of attributes

The attributes were developed iteratively. The first attributes were chosen by looking at an instance and determining why a human could classify it correctly. What information does a human use? Things like parts of speech, and dictionary lookups are the result of this. Use of WordNet is a way to mimic the semantic knowledge a human has. We know a spatula is a utensil and that a utensil is a tool.

Later specific examples where the algorithm classified something wrong was studied and more attributes were added to address those specific problems. For example: The coreference resolution used from CoreNLP that was used failed to pick up back references properly so a more simple version was used in parallel.

3.3 Semantic class of words

The aim is to assign each word to one of 7 classes, making it a multiclass classification problem. The 7 classes are ingredient, tool, action, intermediate product, unit, amount, other. Tools can be utensils but also resources like an oven. Ingredients are any foodstuff that is an input to the recipe and intermediate product anything that is made by a combination of the ingredients but is not the final dish, for example a dough. Units can be millilitres or cups for example and amount can be a numeral or expressions like a few. Other is everything else deemed not to be explicitly related to any of the previous.

For compound expressions like large metal pan we assign the tool class to every word. So in this example large gets tagged as tool, because it is part of a larger expression for a tool.

This partitioning was made with three considerations. First, for what could contextual information be useful? Raw ingredients, utensils and actions fall into this category. Second, what does the raw data look like? Amounts and units fall into this category since they are already separate in the ingredient list in the source data. Note that units also fall into the first category since in the US imperial measurements are used which may be unfamiliar to a European reader for example. And lastly, what data could be useful to our second task of detecting dependencies. Intermediate product is in this category as a backward reference to an intermediate product would be a sure sign that there is a dependency.
3.3.1 Semantic class attributes

These attributes are extracted from each instance (word). For some attributes a context is needed such as a lookup in a dictionary, comparison to the ingredient list or analyzing the recipe as a whole.

3.3.1.1 Part of speech

The part of speech of the current word is extracted with the help of Stanford CoreNLP. This is a nominal attribute with all word classes as possible values.

3.3.1.2 Dictionary

A dictionary is constructed containing information about how often each word occurred in each of the semantic classes. It is constructed by looking at all recipes except the one currently being processed. This feature is expressed as fraction for each semantic class which gives us seven numeric attributes. The lemma of the word is used instead of the actual word to make the data less sparse. When extracting attributes the dictionary is constructed for all recipes but the current. This is so that the model generated should not rely overly on the dictionary and generalize well to new recipes where it has not seen any of the specific words before. For lemmatization CoreNLP was used as above with part of speech.

3.3.1.3 Exists in the ingredient list

This is a binary (nominal) feature. It is true if the inspected word can be found in the ingredient list. Here the lemma of the word is used to make sure that slightly differing mentions still triggers a match. The idea is that ingredients, amounts and units are common in the ingredient list, whereas tools and actions are not.

3.3.1.4 Adjacent words

This is exactly the same as the dictionary and word class attributes, but for the words to the left and right of the current word. The idea is that perhaps ingredients often come after verbs, and units after counting words and similar correlations. So in total 16 attributes.
3.3.1.5 WordNet distance

The distance between the current word and the terms *food*, *animal*, *tool*, and *utensil*. The idea is to disambiguate between dead objects like tools and living objects like ingredients. We use the seven metrics of distance described in section 2.3 as well as the raw shortest path distance. So in total this gives us 32 numeric attributes. All of these things are available in the library ws4j through a very convenient API [46]. For extracting features this part is by far the most computationally demanding.

3.4 Dependency detection

For each pair of steps \((i_1, i_2)\) we want to infer whether \(i_2\) depends on \(i_1\) or not. This is an ordered tuple, and chosen so that \(i_1\) is a step that comes before \(i_2\) in the instructions. Note that it never makes sense for \(i_1\) to depend on \(i_2\), because then the original recipe would be invalid. This is a binary classification problem with the two classes *depends on* and *not dependant*.

We chose the sentence level for our steps but a step could also be modeled at the more fine grained level of clauses. This can be useful as a sentence may include several cooking instructions at once. This would require us to extract much deeper semantics of the text, and we first want to see what can be done at this more shallow level.

If the set of steps in a recipe is \(S\), we want to find a dependence relation \(R \in S \times S\). This can be seen as a dependency graph \(G = \langle V, E \rangle\) where the vertices \(V\) is the same set as the set of steps \(S\). If one step depends on another we add an edge to \(E\). To find these edges \(E\) given \(V\), we use classification.

For each instance (each step/sentence in the recipe that is) the attributes listed below in section is extracted.

3.4.1 Attributes

These features are for a pair of sentences \((A, B)\), and are used to predict whether \(B\) depends on \(A\) or not.

3.4.1.1 Semantic class statistics

Certain words are more important in a recipe than others, like ingredients, tools and processes or actions to create the dish. We believe the amount and relation between
numbers of occurrences of these types of words can indicate whether there is a dependence or not. The semantic classes of words that we track are: Ingredients, tools, actions, intermediate products (things like sauces, batter, dough that is made as a step in the cooking process and combines ingredients but is not the final product), amount (like 5, a little), unit (cl, tsp, package) and other.

This is a problem in itself to extract and we treat it in exactly the same way: As a classification problem.

This gives us 7 numeric attributes, one for each type of word that we track. The value of each attribute is the number of occurrences of that word type in the step.

3.4.1.2 Directly preceding

This is a nominal attribute with the values yes and no. If A directly precedes B the value is yes, otherwise no. This is fairly straightforward as steps are often subsequent because of a dependency rather than the constraints of the linear format of text.

3.4.1.3 Position

This is a nominal attribute with the possible values begin, end and inside. This means whether the step is the first or last step in the list of instructions, or somewhere in between. Both the first and last step probably differ from the rest. For one thing, the last step may never be depended upon and the first step can not depend on anything. Also easy to extract.

3.4.1.4 Coreference

This is a nominal attribute with the possible values yes and no. If there is a coreference from B to A, then the value is yes, otherwise no. To find coreferences the coreference resolution system in CoreNLP is used. However, because it is like many such systems trained on newspaper articles it does fairly badly on imperative recipe text. Of all the tools used, the coreference resolution system was particularly prone to error and performed well below its standard.

Therefore a simpler metric was also introduced that only measures word matches of ingredients, tools and intermediate products. This is an exact match, but the lemma is used rather than the actual word. The number of matches is counted so this is a numeric attribute.
3.5 Data acquisition

All training data was extracted from allrecipes.com [1] and preprocessed into the format mentioned in section 3.2 and 3.3.1.5. The recipes at allrecipes.com have their ingredients annotated as amount, measurement and foodstuff already. There are other similar sites with more recipes [2] [3].

Only recipes with over 1000 reviews and an average rating higher than 4.5 out of 5 were chosen. By choosing popular recipes we hoped to filter out recipes with a lot of misspellings and incorrect grammar.

The data is split into a training set and a gold standard. 25 recipes were annotated by one person, and serve as training set. As a gold standard to measure how well the model generalizes five recipes were annotated by two people, solving conflicts by consensus. Any conflicts that were recorded between the annotators is regarded as an upper bound on accuracy achievable on the task. An example of the output of this activity can be seen in appendix A.

Instances for both the dependency and semantic word class problems were extracted from all recipes in the training set and gold standard. This gave us 1747 and 813 instances for the word class and dependency problem respectively.

For optimizing algorithm parameters cross validation was used with a 80/20 split on the training set. This means that the values in the parameter optimization section for both problems are averages.

Before and after parameter optimization the effectiveness of every algorithm is measured by varying the size of the training set from 5 to 25 recipes and measuring the results when applied on the gold standard.

3.6 WEKA and LibSVM

For the classification task we use the Waikato Environment for Knowledge Analysis (WEKA) [29]. WEKA implements a host of different machine learning algorithms and wraps many other popular implementations. WEKA is implemented in Java and has a number of useful functions for normalizing data and evaluating results. It also has very rich documentation partly in the form of a book [18]. Other alternatives include Encog [47] and PyML [48].

Using WEKA we can easily test and compare different algorithms performance against each other. We compare one implementation of each paradigm described in section 2.2.
WEKA wraps the library LibSVM which we use as our Support Vector Machine implementation. For decision trees we choose the C4.5 algorithm that has shown good performance in somewhat similar tasks.

We use the WEKA implementations of Ridor and IBk for ripple down rules and k-nearest neighbour respectively.

3.7 Stanford CoreNLP

The CoreNLP package from Stanford comes with a number of tools we use for preprocessing and feature extraction. The tools primarily used are the part-of-speech tagger \[49\] \[50\] and coreference resolution \[51\] \[52\]. CoreNLP is implemented in Java and has state of the art performance on several CoNLL tasks. Alternatives include GATE \[53\], Lingpipe \[54\] and NLTK \[55\].

3.8 Metrics

To measure the accuracy of the models we make use of precision (P), recall (R) and F-score. These metrics compare true positives (tp), false positives (fp) and false negatives (fn). F-score is an aggregate of precision and recall thought to give a good overall estimate of how accurate a model is.

\[
\text{Precision (P)} = \frac{tp}{tp + fp}
\]

\[
\text{Recall (R)} = \frac{tp}{tp + fn}
\]

\[
\text{F-score} = 2 \cdot \frac{P \cdot R}{P + R}
\]

For the semantic class problem we use F-score to get a balance between precision and recall. For the dependency problem we also use measure the recall on the yes instances. It is important that we do not miss any dependencies as that could lead to an incorrect recipe.

3.9 Parameter optimization

Each input parameter was measured for different values to find the best set of parameters for the data set. To avoid combinatorial explosion of different parameters each parameter
was optimized separately and in turn. This means that the best measured value for the first parameter is used when evaluating the second parameter, which is then used to evaluate the third parameter and so on.

3.10 Learning curves

A plot of an algorithms accuracy (measure in F-score or something else) against the size of the training data is called a learning curve. The accuracy is measured both on the training set itself, and on a separate test set. These can be useful for analyzing problems with the implementation like overfitting. In the case of overfitting the algorithm will continue to give good results on the training set as more training data as more is added. But it will give worse results on the test set at high levels of training data since noise will have distorted the model. A typical good result is a slight decrease in accuracy on the training set as more training data is added, and a sharp increase on the test set. This increase on the test set may level out, but not decrease again.
Chapter 4

Results and discussion

The results in this section are split into two sections, one for each subproblem. Each section shows the results of parameter optimization for each algorithm in turn. For each algorithm we begin by plotting a learning curve. We then show the results of optimization for every parameter and a learning curve for the optimized version. At the end of each subsection the different algorithms are compared to each other. We then explore the effect of boosting on the most effective algorithm.

4.1 Semantic class of words

In figure 4.1 the learning curves of C4.5 is plotted. The model generalizes well to the test set, the difference between training and test is less than 10%. If there are limitations in the algorithm that prevent a correct classification we would expect the error on training data to increase with more data. As this is not the case it may instead be that the choice of attributes is the limiting factor. More training data brings up the accuracy on the test set, but only slightly so. The main gains were gotten in the first five recipes.

In table 4.1 and 4.2 we see the effect of varying the K and M parameters. The stock parameters turned out to be the best. The model performs better on the cross validation set than the test set even though in both cases it is not trained and tested on the same data set. This could be due to a number of reasons, such as a natural variation in data. It could also be that the training set and thus also the portion serving as cross validation set is labelled by only one person, whereas the test set is labelled with the consensus of two. The effect persists for all variations of the parameters, so it is not explained by the fact that we optimize parameters geared for the cross validation set. Finally it could also be because when choosing a cross validation set, the split is done as a percentage
of instances. Thus a large recipe could potentially be split in two parts where some instances are used for training and some for verifying the same model.

**Table 4.1:** Parameter optimization for C4.5: Varying the C parameter

<table>
<thead>
<tr>
<th>C parameter</th>
<th>0.05</th>
<th>0.15</th>
<th>0.25</th>
<th>0.35</th>
<th>0.45</th>
<th>0.55</th>
<th>0.65</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.905</td>
<td>0.922</td>
<td>0.922</td>
<td>0.914</td>
<td>0.914</td>
<td>0.915</td>
<td>0.915</td>
</tr>
</tbody>
</table>

**Table 4.2:** Parameter optimization for C4.5: Varying the M parameter

<table>
<thead>
<tr>
<th>M parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.919</td>
<td>0.922</td>
<td>0.906</td>
<td>0.899</td>
<td>0.901</td>
<td>0.898</td>
</tr>
</tbody>
</table>

For IBk the results for the training data has even less error as seen in graph 4.2. This is not surprising since it saves all training data and then compares against it.

When optimizing the number of instances to compare to, the K parameter, the stock setting of 1 performed the best. This can be seen in table 4.3 The other parameters does not make sense for K = 1 so for those tests K = 5 is used since it is the second best performer. This also shows how the greedy approach to parameter optimization used here can miss the optimum as a combination of K = 5 and some of the more advanced distance weighing metrics provided the best results according to tables 4.4 and 4.5.

After parameter optimization we can see that the model no longer performs as well on the training data, in graph 4.3. This is expected as it now compares to the five closest instances not just one. More surprising is that it performs less well on the test set.
Results and evaluation

Table 4.3: Parameter optimization for IBk: Varying the K parameter

<table>
<thead>
<tr>
<th>K parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.879</td>
<td>0.857</td>
<td>0.864</td>
<td>0.872</td>
<td>0.876</td>
<td>0.868</td>
<td>0.875</td>
</tr>
</tbody>
</table>

Table 4.4: Parameter optimization for IBk: Effect of using mean squared, with K = 5

<table>
<thead>
<tr>
<th>Mean sqrd.</th>
<th>On</th>
<th>Off</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.876</td>
<td>0.876</td>
</tr>
</tbody>
</table>

Table 4.5: Parameter optimization for IBk: Effect of using different types of distance weighing, with K = 5

<table>
<thead>
<tr>
<th>Dst. weigh.</th>
<th>none</th>
<th>1/d</th>
<th>1 - d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.876</td>
<td>0.885</td>
<td>0.886</td>
</tr>
</tbody>
</table>

with little training data. However when using all the training data it just edges out the unoptimized version.

For Ridor the trend continues that increased size of the training data does not increase the error on the training set as seen in graph 4.4. This can be because the limiting factor is not the algorithm but the choice of attributes.

For Ridor non-stock settings performed better. The F parameter is the number of folds or the number of iterations when creating rules and exceptions or more specific rules that override more general ones. The default number of folds is three. In table 4.6 we
see better results with more folds up to a point. The reason that performance decreases at 8 folds can be overfitting as the rules produced are then very precise and may apply to only single instances. More folds increase the time to generate the model.

**Table 4.6: Parameter optimization for Ridor: Varying the F parameter**

<table>
<thead>
<tr>
<th>F parameter</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.884</td>
<td>0.875</td>
<td>0.885</td>
<td>0.893</td>
<td>0.893</td>
<td>0.891</td>
<td>0.865</td>
</tr>
</tbody>
</table>
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In table 4.7 is the minimum weight of instances in a split. So if a rule would induce a split it will be ignored if the split is too small. This can be useful against overfitting. On the other hand a too high value would make the algorithm unable to create specific rules.

<table>
<thead>
<tr>
<th>N parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.887</td>
<td>0.903</td>
<td>0.890</td>
<td>0.904</td>
<td>0.882</td>
<td>0.878</td>
</tr>
</tbody>
</table>

In graph 4.6 we can see that the model behaves very similarly on both the training set and the test set. This could be a sign of high bias.

For the cost parameter C of SVM with RBF kernel there is a peak at 20.48 seen in table 4.8. This is a lot higher than the default value of 1.

<table>
<thead>
<tr>
<th>C parameter</th>
<th>0.16</th>
<th>0.32</th>
<th>0.64</th>
<th>1.28</th>
<th>2.56</th>
<th>5.12</th>
<th>10.24</th>
<th>20.48</th>
<th>40.96</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.58</td>
<td>0.63</td>
<td>0.71</td>
<td>0.727</td>
<td>0.791</td>
<td>0.801</td>
<td>0.803</td>
<td>0.807</td>
<td>0.801</td>
</tr>
</tbody>
</table>

Varying the e parameter not show much change except at very high values. As the f-score is constant in table 4.9 for most values the default value is kept.

For the G parameter a value of 0.008 performs best and is kept. Looking at table 4.10 we can see that a G value of 0.008 is the best choice.
When optimizing the parameters and making the cost parameter higher we can see in graph 4.7 that the model now performs much better on the training set and slightly better on the test set. This is more like the kind of learning curve we would expect, that there is a higher error rate when using the test set. In other words that the performance does not perfectly generalize to other data. Before optimization the bias dominated, and even when testing against the training set the model could not make the right choices.

Compared to the RBF kernel the polynomial kernel in figure 4.8 is not constricted by bias in the same way. It performs very well on the training set. This performance does not generalize very well to the test set though. Some loss of performance is to be expected, but the slight dip when going from 20 to 25 recipes could be due to overfitting.

Table 4.11 shows that a degree of 3 performs better. This is good since with more free variables varying the other parameters should make a bigger difference. The downside
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Figure 4.7: Learning curve for parameter optimized SVM with RBF kernel.

Figure 4.8: Learning curve for unoptimized SVM with polynomial kernel.

is that we saw signs of overfitting in the learning curve and a higher degree could make it worse.

Table 4.11: Parameter optimization for SVM with polynomial kernel: Varying the D parameter

<table>
<thead>
<tr>
<th>D parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.575</td>
<td>0.689</td>
<td>0.876</td>
<td>0.844</td>
<td>0.841</td>
<td>0.836</td>
<td>0.809</td>
<td>0.801</td>
</tr>
</tbody>
</table>
Despite the hint of overfitting seen in the learning curve, when optimizing the C parameter we again see in table 4.12 that a higher value performs better.

Table 4.12: Parameter optimization for SVM with polynomial kernel: Varying the C parameter

<table>
<thead>
<tr>
<th>C parameter</th>
<th>0.04</th>
<th>0.08</th>
<th>0.16</th>
<th>0.32</th>
<th>0.64</th>
<th>1.28</th>
<th>2.56</th>
<th>5.12</th>
<th>10.24</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.795</td>
<td>0.823</td>
<td>0.86</td>
<td>0.694</td>
<td>0.694</td>
<td>0.879</td>
<td>0.877</td>
<td>0.873</td>
<td>0.863</td>
</tr>
</tbody>
</table>

The epsilon and gamma parameters, depicted in tables 4.13 and 4.14 are best left at their stock values.

Table 4.13: Parameter optimization for SVM with RBF kernel: Varying the e parameter

<table>
<thead>
<tr>
<th>e parameter</th>
<th>0.0001</th>
<th>0.001</th>
<th>0.01</th>
<th>0.1</th>
<th>1</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.879</td>
<td>0.879</td>
<td>0.879</td>
<td>0.879</td>
<td>0.875</td>
<td>0.004</td>
</tr>
</tbody>
</table>

When looking at figure 4.9 we see that the model now works even better on the training data but the slope when going from 20 to 25 recipes on the test set is even more pronounced. In this case this form of parameter optimization did not work very well and rather enhanced the problem.
We tried boosting the optimized versions of all algorithms with AdaBoost. Results vary as can be seen in table 4.15. Boosting has a clearly positive effect on the bias limited RBF kernel, but actually decreases F-score for C4.5. The reason for this can be that C4.5 is already not limited by bias, and boosting actually introduces more overfitting. It can also be because boosting handles many classes badly. It requires that the base model can classify all classes at above 50 percent and for harder classes like intermediate product this could be a problem. For the final evaluation of the algorithms, the non booster version was used.

Table 4.15: Effects of boosting on the optimized models, F-score

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>C4.5</th>
<th>IBk</th>
<th>Ridor</th>
<th>SVM RBF</th>
<th>SVM poly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without boosting</td>
<td>0.888</td>
<td>0.856</td>
<td>0.863</td>
<td>0.774</td>
<td>0.866</td>
</tr>
<tr>
<td>With AdaBoost</td>
<td>0.879</td>
<td>0.863</td>
<td>0.876</td>
<td>0.858</td>
<td>0.874</td>
</tr>
</tbody>
</table>
In table 4.16 the results when using only one group of attributes at a time is listed. As we can see the two types of attributes that give the most effect is dictionary and WordNet. A reason that the dictionary is very effective is that the domain is limited compared to for example news paper articles which is often used as a test in natural language processing. Another form of baseline that can be considered is just always labeling as the most common class: other. In the test set 204 out of 368 instances are of the class other so always guessing 'other' would give an F-score of 0.713.

Table 4.16: Effects of boosting on the optimized models, F-score

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Word class</th>
<th>Dictionary</th>
<th>In ingredients</th>
<th>Neighbours</th>
<th>WordNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-score</td>
<td>0.693</td>
<td>0.856</td>
<td>0.483</td>
<td>0.708</td>
<td>0.828</td>
</tr>
</tbody>
</table>

Table 4.17: Confusion matrix of semantic word classes, 1 = ingredient, 2=tool, 3=action, 4=intermediate product, 5=unit, 6=amount, 7=other. Horizontal axis is what class an instance was classified as, vertical axis the actual class.

\[
\begin{array}{cccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
1 & 41 & 0 & 1 & 0 & 0 & 0 & 1 \\
2 & 1 & 19 & 0 & 0 & 0 & 0 & 3 \\
3 & 1 & 0 & 41 & 1 & 0 & 0 & 5 \\
4 & 13 & 0 & 0 & 4 & 0 & 0 & 4 \\
5 & 0 & 0 & 0 & 0 & 17 & 0 & 0 \\
6 & 0 & 0 & 0 & 0 & 0 & 12 & 0 \\
7 & 2 & 1 & 4 & 0 & 0 & 0 & 197 \\
\end{array}
\]
Table 4.17 shows a confusion matrix of classification done by the C4.5 algorithm with default parameters when applied on the gold standard set. The most common error is that intermediate products are classified as ingredients.

### 4.2 Dependencies between steps

For the dependency task we again measure the F-score. But we also measure specifically the recall of yes-instances. The reasoning behind this is that if you miss a no instance, the recipe generated is still usable but has less room for optimization. If you on the other hand miss a yes-instance it is possible to create a non functional recipe.

Table 4.11 shows the learning curve for C45 with both F-score and yes-recall. We can see that the yes-recall does improve with more training data but flattens out at 20 and 25 recipes.

For parameter optimization the choice is fairly straight forward as C of 0.15 and M of 2 gives the best performance both in F-score and yes-rating. See tables 4.18 and 4.19

**Table 4.18: Parameter optimization for C4.5: Varying the C parameter**

<table>
<thead>
<tr>
<th>C parameter</th>
<th>0.05</th>
<th>0.15</th>
<th>0.25</th>
<th>0.35</th>
<th>0.45</th>
<th>0.55</th>
<th>0.65</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.887</td>
<td>0.901</td>
<td>0.894</td>
<td>0.879</td>
<td>0.872</td>
<td>0.861</td>
<td>0.861</td>
</tr>
<tr>
<td>Yes recall</td>
<td>0.703</td>
<td>0.757</td>
<td>0.73</td>
<td>0.649</td>
<td>0.622</td>
<td>0.622</td>
<td>0.622</td>
</tr>
</tbody>
</table>

**Table 4.19: Parameter optimization for C4.5: Varying the M parameter**

<table>
<thead>
<tr>
<th>M parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.897</td>
<td>0.901</td>
<td>0.894</td>
<td>0.871</td>
<td>0.871</td>
<td>0.904</td>
<td>0.882</td>
<td>0.882</td>
</tr>
<tr>
<td>Yes recall</td>
<td>0.676</td>
<td>0.757</td>
<td>0.73</td>
<td>0.703</td>
<td>0.703</td>
<td>0.703</td>
<td>0.703</td>
<td>0.703</td>
</tr>
</tbody>
</table>

However when analyzing the results in the learning curves in ?? we can see that while the F-score improved slightly the yes-recall actually decreased.
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Figure 4.11: Learning curve for unoptimized C4.5
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Figure 4.12: Learning curve for optimized C4.5
For IBk the learning curve for the training set is again a flat line, seen in graph 4.13. This is because all data is saved and the default setting of K is 1. The performance on the test set improves slightly with data for F-score and more substantially for yes-recall. A higher K value of 5 gives a better performance, see table 4.20, however there is no effect either way of using mean squared or distance weighing as seen in tables 4.21 and 4.22.

Table 4.20: Parameter optimization for IBk: Varying the K parameter

<table>
<thead>
<tr>
<th>M parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.885</td>
<td>0.867</td>
<td>0.890</td>
<td>0.883</td>
<td>0.906</td>
<td>0.888</td>
<td>0.892</td>
</tr>
<tr>
<td>Yes recall</td>
<td>0.649</td>
<td>0.757</td>
<td>0.649</td>
<td>0.730</td>
<td>0.730</td>
<td>0.730</td>
<td>0.676</td>
</tr>
</tbody>
</table>

Table 4.21: Parameter optimization for IBk: Effects of using mean squared.

<table>
<thead>
<tr>
<th>Mean squared</th>
<th>On</th>
<th>Off</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.906</td>
<td>0.906</td>
</tr>
<tr>
<td>Yes recall</td>
<td>0.730</td>
<td>0.730</td>
</tr>
</tbody>
</table>

Table 4.22: Parameter optimization for IBk: Effects of using distance weighing.

<table>
<thead>
<tr>
<th>Mean squared</th>
<th>None</th>
<th>1/d</th>
<th>1-d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.906</td>
<td>0.906</td>
<td>0.906</td>
</tr>
<tr>
<td>Yes recall</td>
<td>0.730</td>
<td>0.730</td>
<td>0.906</td>
</tr>
</tbody>
</table>

Figure 4.13: Learning curve for unoptimized IBk
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For the optimized version in graph 4.14 it is no longer a flat line for the training set. This is because we choose a K of 5. Since we now look at the 5 closest neighbours there is a larger error. There is no effect of distance weighing and enabling mean squared.

When looking at 4.15 we see a big bump for yes-recall at 15 recipes. This has been observed in other algorithms as well but is more pronounced here. The reason for this could be overfitting or since only yes-recall is so majorly affected it could be that the recipes added when going from 10 to 15 are similar to the previous ones.
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Figure 4.16: Learning curve for optimized Ridor

We choose F of 7 as seen in 4.23. 6 gives a higher F-score but as noted before we want to prioritize yes-rating. For S and N we choose 1.

Table 4.23: Parameter optimization for Ridor: Effects of changing the F parameter.

<table>
<thead>
<tr>
<th>F parameter</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.858</td>
<td>0.890</td>
<td>0.864</td>
<td>0.835</td>
<td>0.891</td>
<td>0.875</td>
<td>0.858</td>
<td>0.876</td>
<td>0.858</td>
</tr>
<tr>
<td>Yes recall</td>
<td>0.514</td>
<td>0.649</td>
<td>0.514</td>
<td>0.649</td>
<td>0.784</td>
<td>0.811</td>
<td>0.514</td>
<td>0.595</td>
<td>0.514</td>
</tr>
</tbody>
</table>

For both the S and N parameters a value of 1 is chosen as seen in tables 4.24 and 4.25.

Table 4.24: Parameter optimization for Ridor: Effects of changing the S parameter.

<table>
<thead>
<tr>
<th>S parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.875</td>
<td>0.829</td>
<td>0.837</td>
<td>0.873</td>
<td>0.731</td>
</tr>
<tr>
<td>Yes recall</td>
<td>0.811</td>
<td>0.432</td>
<td>0.676</td>
<td>0.649</td>
<td>0.135</td>
</tr>
</tbody>
</table>

Table 4.25: Parameter optimization for Ridor: Effects of changing the N parameter.

<table>
<thead>
<tr>
<th>N parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.875</td>
<td>0.875</td>
<td>0.875</td>
<td>0.874</td>
<td>0.839</td>
</tr>
<tr>
<td>Yes recall</td>
<td>0.811</td>
<td>0.811</td>
<td>0.811</td>
<td>0.589</td>
<td>0.432</td>
</tr>
</tbody>
</table>

After optimization the bump around 15 recipes is even more extreme, and a loss at 20. Shown in figure 4.16
The increase in training yes-recall for SVM with RBF kernel in graph 4.17 is peculiar. As there are more instances to take into account the yes-recall increases. For the training set this normally gets harder. We have no explanation for this effect.

In table 4.26 we can see that the C parameter gives better results, but levels out at 5.12. Varying the e parameter does not have much effect except worse results at very high values. Finally a G parameter of 0.004 increases the yes-recall substantially. This is displayed in tables 4.27 and 4.28.

The optimized version gets better results shown in figure 4.18. The performance on the test set for low amounts of training data is actually worse. This is a little bit peculiar. It could be because all the parameter optimization is done with the full 25 recipes of training data and that it utilizes some information that is missing in the first recipes.

Table 4.26: Parameter optimization for SVM with RBF kernel: Effects of changing the C parameter.

<table>
<thead>
<tr>
<th>C parameter</th>
<th>0.16</th>
<th>0.32</th>
<th>0.64</th>
<th>1.28</th>
<th>2.56</th>
<th>5.12</th>
<th>10.24</th>
<th>20.48</th>
<th>40.96</th>
<th>81.92</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.674</td>
<td>0.674</td>
<td>0.688</td>
<td>0.794</td>
<td>0.796</td>
<td>0.823</td>
<td>0.823</td>
<td>0.823</td>
<td>0.816</td>
<td>0.823</td>
</tr>
<tr>
<td>Yes recall</td>
<td>0</td>
<td>0</td>
<td>0.027</td>
<td>0.297</td>
<td>0.378</td>
<td>0.486</td>
<td>0</td>
<td>0.486</td>
<td>0.459</td>
<td>0.486</td>
</tr>
</tbody>
</table>

Table 4.27: Parameter optimization for SVM with RBF kernel: Effects of changing the e parameter.

<table>
<thead>
<tr>
<th>e parameter</th>
<th>0.0001</th>
<th>0.001</th>
<th>0.01</th>
<th>0.1</th>
<th>1</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.823</td>
<td>0.823</td>
<td>0.823</td>
<td>0.823</td>
<td>0.81</td>
<td>0.674</td>
</tr>
<tr>
<td>Yes recall</td>
<td>0.486</td>
<td>0.486</td>
<td>0.486</td>
<td>0.486</td>
<td>0.459</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 4.28: Parameter optimization for SVM with RBF kernel: Effects of changing the G parameter.

<table>
<thead>
<tr>
<th>G parameter</th>
<th>0.0</th>
<th>0.004</th>
<th>0.008</th>
<th>0.016</th>
<th>0.032</th>
<th>0.064</th>
<th>0.128</th>
<th>0.256</th>
<th>0.512</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.823</td>
<td>0.828</td>
<td>0.854</td>
<td>0.85</td>
<td>0.844</td>
<td>0.813</td>
<td>0.804</td>
<td>0.752</td>
<td>0.698</td>
</tr>
<tr>
<td>Yes recall</td>
<td>0.486</td>
<td>0.378</td>
<td>0.703</td>
<td>0.622</td>
<td>0.541</td>
<td>0.486</td>
<td>0.405</td>
<td>0.162</td>
<td>0.054</td>
</tr>
</tbody>
</table>

For SVM with polynomial kernel the yes-recall gets worse when going to 25 recipes. A possible case of overfitting. For degree we choose 3, even though it has worse performance in table 4.29. A higher degree gives the other parameters a higher impact and therefore we try it to explore more options.

The cost parameter C is set to 0.64 as other settings have worse effects. This is depicted in table 4.30. Again high values of e gives bad results, shown in table 4.31. The G parameter is best left at the stock setting (symbolized as 0.0 in table 4.32). When looking at the optimized curves in graph 4.20 we see that the results are now better for low amounts of training data, but actually slightly worse for larger amounts. This can be due to the greedy and therefore imperfect nature of our parameter choice, but could also be because we choose a higher degree despite the results. A higher degree would increase overfitting rather than decrease it as the unoptimized learning curves indicated a need of. And it is consistent with getting better results for little training data and deteriorating with more data.
Results and evaluation

Figure 4.19: Learning curve for unoptimized SVM with polynomial kernel.

Table 4.29: Parameter optimization for SVM with RBF kernel: Effects of changing the degree.

<table>
<thead>
<tr>
<th>Degree</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.862</td>
<td>0.899</td>
<td>0.894</td>
<td>0.854</td>
<td>0.853</td>
<td>0.853</td>
<td>0.866</td>
<td>0.869</td>
<td>0.869</td>
<td>0.869</td>
</tr>
<tr>
<td>Yes recall</td>
<td>0.757</td>
<td>0.703</td>
<td>0.73</td>
<td>0.703</td>
<td>0.676</td>
<td>0.676</td>
<td>0.73</td>
<td>0.676</td>
<td>0.676</td>
<td>0.676</td>
</tr>
</tbody>
</table>

Table 4.30: Parameter optimization for SVM with polynomial kernel: Effects of changing the C parameter.

<table>
<thead>
<tr>
<th>C parameter</th>
<th>0.04</th>
<th>0.08</th>
<th>0.16</th>
<th>0.32</th>
<th>0.64</th>
<th>1.28</th>
<th>2.56</th>
<th>5.12</th>
<th>10.24</th>
<th>20.48</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.864</td>
<td>0.879</td>
<td>0.875</td>
<td>0.888</td>
<td>0.894</td>
<td>0.871</td>
<td>0.864</td>
<td>0.869</td>
<td>0.872</td>
<td>0.85</td>
</tr>
<tr>
<td>Yes recall</td>
<td>0.595</td>
<td>0.649</td>
<td>0.758</td>
<td>0.73</td>
<td>0.73</td>
<td>0.703</td>
<td>0.676</td>
<td>0.676</td>
<td>0.73</td>
<td>0.622</td>
</tr>
</tbody>
</table>

Table 4.31: Parameter optimization for SVM with polynomial kernel: Effects of changing the e parameter.

<table>
<thead>
<tr>
<th>e parameter</th>
<th>0.001</th>
<th>0.01</th>
<th>0.1</th>
<th>1</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.894</td>
<td>0.894</td>
<td>0.894</td>
<td>0.888</td>
<td>0.908</td>
</tr>
<tr>
<td>Yes recall</td>
<td>0.73</td>
<td>0.73</td>
<td>0.73</td>
<td>0.73</td>
<td>0.784</td>
</tr>
</tbody>
</table>

Table 4.32: Parameter optimization for SVM with polynomial kernel: Effects of changing the G parameter.

<table>
<thead>
<tr>
<th>G parameter</th>
<th>0.0</th>
<th>0.008</th>
<th>0.016</th>
<th>0.032</th>
<th>0.064</th>
<th>0.128</th>
<th>0.256</th>
<th>0.512</th>
<th>1.024</th>
<th>2.048</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. F-score</td>
<td>0.908</td>
<td>0.743</td>
<td>0.839</td>
<td>0.873</td>
<td>0.882</td>
<td>0.872</td>
<td>0.864</td>
<td>0.864</td>
<td>0.864</td>
<td>0.864</td>
</tr>
<tr>
<td>Yes recall</td>
<td>0.784</td>
<td>0.162</td>
<td>0.486</td>
<td>0.649</td>
<td>0.703</td>
<td>0.73</td>
<td>0.676</td>
<td>0.676</td>
<td>0.676</td>
<td>0.676</td>
</tr>
</tbody>
</table>
4.2.1 Side by side evaluation

C4.5 wins out when it comes to F-score as seen in figure 4.21. However, 3 out of the 5 algorithms perform well even at a small amount of training data. This suggests that adding more training data is not likely to benefit any algorithm. It may be capped due to lack of information in the chosen attributes. Both Ridor and C4.5 exhibit a peak at 15 recipes. This could as discussed before mean that those 5 recipes added are very similar to the 5 before it, or that we have some overfitting. If it is overfitting it would be a possible area for improvement.

The performance on yes-rating of all the algorithms are fairly similar (shown in figure 4.22) at the maximum amount of learning data. They differ more in the learning process before that, with two algorithms not gaining much from more training data. This suggests that again, more training data or better chosen arguments will not improve the score further. C4.5 does better with less training data, suggesting a possible room for improvement by eliminating overfitting, especially since we can see tendencies toward that in the f-score.

4.2.2 Effects of boosting

For dependency detection the effects of boosting are slightly positive in terms of f-score for some of the algorithms and negative or neutral for yes-rating. Given our applications focus on yes-rating, boosting does not seem like a worthwhile pursuit.
Figure 4.21: Side by side comparison of learning algorithms, f-score.

Figure 4.22: Side by side comparison of learning algorithms, yes-recall.

Table 4.33: Effects of boosting on the optimized models, F-score

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>C4.5</th>
<th>IBk</th>
<th>Ridor</th>
<th>SVM RBF</th>
<th>SVM poly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generic f-score 0.882</td>
<td>0.870</td>
<td>0.850</td>
<td>0.885</td>
<td>0.855</td>
<td>0.858</td>
</tr>
<tr>
<td>Generic yes-r 0.634</td>
<td>0.659</td>
<td>0.659</td>
<td>0.61</td>
<td>0.61</td>
<td>0.659</td>
</tr>
<tr>
<td>Boosted f-score 0.883</td>
<td>0.815</td>
<td>0.868</td>
<td>0.868</td>
<td>0.868</td>
<td>0.84</td>
</tr>
<tr>
<td>Boosted yes-r 0.585</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
<td>0.649</td>
<td>0.561</td>
</tr>
</tbody>
</table>
Chapter 5

Conclusion

We have tested 5 different algorithms, and systematically optimized their parameters. We used a greedy method for optimization. While it is not optimal, and in some cases actually yielded a worse result than the default parameters we do not believe there is much more performance to be gained through improved parameter optimization. This is because most algorithms hit roughly the same ceiling. This also shows that the choice of algorithm does not seem to be the biggest obstacle for greater performance. In some of our test results we saw some signs of overfitting, but not enough for it to be the main factor holding every algorithm back.

Instead we believe that the attributes do not carry enough information to go beyond this level of performance. Especially the task of detecting dependencies is hard while staying at the level of isolated words. More attributes that stem from analysing the sentence structure and the semantics of the text are needed.

The results of the semantic word classification task are possibly good enough to be used in an application. The biggest problem is differentiating between an intermediate product and an ingredient. This could be because of our approach to tokenization. In the case of an ingredient 'chicken filet' and an intermediate product 'chicken broth' both contain the word chicken we will have an overlap between the classes. Again, some more information about the whole sentence would help in this scenario. We get some of this from the adjacent words attributes since if chicken occurs close to a word we know is closely associated with intermediate products (like broth) we can draw the conclusion that it too should be classified as an intermediate product. Another problem is the domain itself. Sometimes what is an intermediate product in one recipe is bought ready-made as an ingredient in another.
For dependency detection the picture is more grim. It suffers more because we mostly have local information. In the case of coreference resolution the algorithm we used was trained on newspaper articles and performed very poorly on the recipe data. Our replacement only looked at exact matches of a word so it did not give true coreference resolution. None of the algorithms got a high enough score on yes-recall to create functional recipes on its own. Too many important dependencies are missed.

The choice of metrics can also play a role. There is some criticism against the use of F-score in classification problems [56]. This is because recall (which is part of F-score) is not as relevant when you are classifying all instances and no instance is more important that another. However, in the dependency problem the yes instances are more important. And in the semantic word class problem the Other class is less important and is also the largest class.

5.1 Future work

As stated, the coreference resolution did not work well because it was trained on other types of data. Also the word classifier in Stanford CoreNLP had some problems. Training these tools on recipe texts could increase performance of both the semantic word classification and dependency detection.

In the word classification task the biggest problem is differentiating ingredients from intermediate products since some words like 'chicken' can be in both types of phrases. To remedy this the Viterbi algorithm [57] or similar could be used. So that in a phrase 'chicken broth' the two words are not allowed to have different classes. It must either fully be an intermediate product or it must fully be a an ingredient.

The parameter optimization could be improved. The current approach is very greedy. Due to combinatorial explosion it is probably not feasible to test the algorithms with many parameters exhaustively. But perhaps doing a more exhaustive search for a smaller subset of parameters. Of course, one would then have to determine which parameters are more important.

Lastly, since the results of this thesis seem to be limited mostly by the information carried by the attributes we recommend going beyond the local approach used here. Analysing the sentence structure to figure out what kind of instruction each sentence encodes. The imperative nature of recipe instructions could probably be exploited in some way, since typical sentence structures will be repeated very often compared to other domains such as newspaper articles.
Appendix A

An annotated recipe

1. Preheat oven to 350 degrees F (175 degrees C).
2. Lightly grease a 9 inch pie pan.
3. Heat oil in a large skillet over medium-high heat.
4. Add onions and cook, stirring occasionally, until onions are soft.
5. Stir in spinach and continue cooking until excess moisture has evaporated.
6. In a large bowl, combine eggs, cheese, salt and pepper.
7. Add spinach mixture and stir to blend.
8. Scoop into prepared pie pan.
9. Bake in preheated oven until eggs have set, about 30 minutes.
10. Let cool for 10 minutes before serving.
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