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ABSTRACT

The aim of this work was to evaluate the reliability of the square of the signal-to-noise ratio rate, $SNR_{rate}^2$ as a precise measurement for quality control test in a digital fluoroscopy system.

The quasi-ideal model observer was used to measure $SNR_{rate}^2$. The dose rate, pulse rate and field of view were varied and their effect on dose efficiency, defined as $SNR_{rate}^2/P_{KA,rate}$ was evaluated (where $P_{KA,rate}$ is the air kerma-area product rate). Measurements were repeated to assess reproducibility.

The relative standard deviation in $SNR_{rate}^2/P_{KA,rate}$ over seven consecutive measurements was 5%. No significant variation in $SNR_{rate}^2/P_{KA,rate}$ was observed across different pulse rates (10-30 pulses/s). The low-dose rate setting had a superior dose efficiency compared to the medium and high dose rate settings. A smaller field of view resulted in higher dose efficiency.

Our results showed that $SNR_{rate}^2/P_{KA,rate}$ measurements offer the high precision required in quality control constancy tests.
INTRODUCTION

Detectability of low contrast detail is recognised as an important image quality measure in fluoroscopy. It is important in equipment design, in the performance specification of x-ray systems, in acceptance or quality control testing and in dose optimisation. To be useful, measurements of low-contrast detectability or low-contrast visibility need to be sensitive enough to detect subtle changes in image quality. They also need to be precise (i.e. show a limited range of results for identical conditions), as well as accurate and reasonably quick to perform.

Threshold contrast, $C_{th}$, and multiple alternative forced choice, MAFC, measurements are commonly used to assess low-contrast detectability with human observers\(^1\)\(^2\). With the threshold contrast method, the human observer’s task is to assess a range of low-contrast details in varying thicknesses, and to identify the faintest detail they can detect without guessing. This method typically suffers from a large inter- and intra-observer variance, as there is no unique threshold for detection that can easily be described and maintained in a group of human observers. As a consequence, only large changes in image quality can be expected to be statistically significant. The threshold contrast method is, however, simple and quick to set up and evaluate. MAFC measurements, on the other hand, are typically more time consuming to set up and evaluate. The low contrast details need to be just barely detectable for the method to work. However, MAFC measurements are accurate because they measure the true detection performance by the individual human observer. Another problem with human observers is the inter-observer reproducibility, as different observers may vary in their ability to detect low-contrast details. Tapiovaara and Sandborg showed that if only one or two human observers are used to assess image quality in fluoroscopy, only exceptionally large changes in image quality can reliably be detected\(^3\). Therefore, an impractically large number
of observers are required for a precise assessment using $C_{th}$ or MAFC in fluoroscopy. Thilander-Klang et al. showed that absolute assessment of visibility of low-contrast detail images in computed tomography is not reliable\(^4\). Relative assessment (i.e. pairwise comparisons) results in a larger probability of achieving a given proportion of correctly identified changes in low-contrast detail visibility in CT. With only a single observer, however, a change in image quality corresponding to a tube current of at least 50% was required in order to correctly identify the same proportion of changes with certainty \(^4\).

Due to the limitations of human observers in this context, an objective, direct measurement of low contrast detectability is an attractive alternative for quality control measurements. A channelized Hotelling model observer has previously been used to assess the low-contrast detectability in images of an anthropomorphic phantom in computed tomography\(^5,6\). These studies showed a positive correlation and agreement with human observers in terms of percent correct in 4AFC experiments, and the mathematical model observer was shown to be less time consuming than human observers when performing receiver operating characteristics (ROC) studies.

The square of the signal-to-noise ratio rate ($SNR^2_{rate}$) measures the accumulating rate of information in the fluoroscopy images in an objective and absolute manner. Contrary to ROC and MAFC studies where the pathology or contrast detail must be close to the visibility threshold for the evaluation method to work properly (i.e. non-trivial task), the contrast detail in $SNR^2_{rate}$ measurement can be large to improve its accuracy and precision\(^3\). It has also been shown that the sensitivity of the method is better than methods relying on human observers\(^3\). However, in these previous studies, $SNR^2_{rate}$ measurements were made on an x-ray image intensifier system. The aim of this work was to measure $SNR^2_{rate}$ on a modern fluoroscopy
system with a flat-panel image detector, and to assess its potential for both quality control measurements and identifying dose-efficient imaging configurations.

MATERIALS AND METHOD

Imaging equipment

A Siemens Axiom Artis Zee MP fluoroscopy unit (Siemens Healthcare GmbH, Erlangen, Germany) was used. It is equipped with three different dose rate settings, a range of pulsed fluoroscopy settings and dynamic additional copper filtration. It has a built-in air kerma area product, $P_{KA}$-meter (Diamentor, PTW, Freiburg, Germany) that integrates the air kerma over the x-ray beam. The reading from the $P_{KA}$-meter, located in the collimator housing, was traceable to the Swedish secondary standards laboratory at the Swedish Radiation Safety Authority in Stockholm(7).

Test objects and image acquisition

The test phantom consisted of two parts. The homogeneous part consisted of a 2 mm copper filter (99.9% Cu, Cambridge Ltd, Huntingdon, England) positioned on top of the collimator under the patient couch. The inhomogeneous part consisted of two layers - first a homogeneous slab of polymethyl methacrylate (PMMA), with an area of 30x30 cm² and thickness of 40 mm. The second layer was replaceable, either a 10 mm-thick PMMA layer (homogeneous) or a 5 mm-thick aluminium disk, used as contrast detail (inhomogeneous). The patient couch was positioned at the centre of rotation, with the mattress removed, and the PMMA-phantom was placed on top of the couch. The inhomogeneous part of the phantom was placed closer to the image detector than the homogeneous part. The focal-image detector
distance was 100 cm, the beam area was $20 \times 20 \text{ cm}^2$ and the rectangular shaped automatic exposure control chamber in the centre was selected. Subsequently, 1024 consecutive frames of fluoroscopy images were acquired and stored. These image frames were then exported for further image analysis.

Two series of image frames were acquired, one with the contrast details present in the phantom (signal images), and the other without the contrasting details present (background images). Since the contrasting details were small (with respect to the x-ray beam area), the automatic exposure control setting was not affected by the contrasting details in the phantom. The image acquisition parameters (e.g. tube voltage, tube current, pulse time, added filtration etc.) were therefore the same between the two acquisitions. With a pulse rate of $15 \text{ s}^{-1}$, the time to acquire the 1024 images in each acquisition series was 68 s. A Matlab script (The MathWorks, Natick, USA) was used to select a region of interest of $64^2$ pixels around the contrast details and to convert DICOM image files to the proprietary format used in the software FluoroQuality v.2.0(8). Figure 1 shows examples of single signal, single background images, and the difference between average signal and average background images.

Experiments

A standard measurement was performed at 7 occasions during a period of six months to assess the reproducibility of SNR$_{rate}^2$. This measurement was done using a 2 mm copper filter at the collimator, normal dose rate, a pulse rate of $15 \text{ s}^{-1}$, 0.3 mm additional copper filter, 42 cm field of view and collimated to a beam area of $400 \text{ cm}^2$ ($20 \times 20 \text{ cm}^2$). With the first four occasions, a $512^2$ image matrix was used whereas with the last three a $1024^2$ matrix was used.
To study how the $SNR_{rate}^2$, the $P_{KArate}$ and the dose efficiency $SNR_{rate}^2/P_{KArate}$ depend on the fluoroscopy dose rate mode of operation, separate image series were acquired on the same day, using three different dose rate settings, i.e. Low (Fluoro-), Medium (Fluoro N) and High (Fluoro+). To study the effect of the pulse rate on the $SNR_{rate}^2$, the $P_{KArate}$ and the dose efficiency ($SNR_{rate}^2/P_{KArate}$), separate image series were also acquired on the same day, using 10 pps, 15 pps and 30 pps. Finally, to study the effect of varying the field of view on the $SNR_{rate}^2$, the $P_{KArate}$ and the dose efficiency ($SNR_{rate}^2/P_{KArate}$), image series were acquired on the same day, using 16 cm, 32 cm and 42 cm fields of view. When acquiring image series at different pulse rates, a $512^2$ image matrix was used. When acquiring image series at different dose rates and fields of view, a $1024^2$ image matrix was used, and all other parameters were identical to those of the standard measurement.

**$SNR_{rate}^2$ measurements and analysis**

In signal detection theory, image quality can be quantified by a model observer acting on, or analyzing, the images. The model observer computes a decision variable $D(g | s)$. This variable correlates with the confidence of the observer that the detail is present or absent in the image $g$, where $s$ is either of the two image data sets ‘signal’ or ‘background’. A model observer template is derived from the difference of the average signal and background images, respectively.

The model observer used in this study has previously been described in detail\(^8\-\text{to}^\text{10}\). In short, the model observer observes the individual 1024 signal and background images separately and computes the signal-to noise ratio, SNR, from the average and standard deviation in the decision variable. Each data set (signal and background) of 1024 images was divided into k
consecutive frames (k=32) of m image sequences (m=32). The template \( \Delta g_{DCsHFs,m}(i,j) \) (i.e. mean difference between the signal and background images) was calculated for each sequence m, but leaving sequence m out of the template. This was done to avoid any bias in the model observer by using the same images to both form the model observer template and to analyze the images. The template was then cross correlated with each image frame in sequence m, \( g_s(i,j,k,m) \) to form the DC supressing and high frequency supressing observer: "DCsHFs". The DCsHFs-observer conditional decision variables (eq.1) were needed in (eq.2)

\[
D_{DCsHFs}(g_{k,m}|s) = \sum_{i,j} \Delta g_{DCsHFs,m}(i,j) \cdot g_s(i,j,k,m)
\]

where i and j are pixels in the range 1≤i≤64 and 1≤j≤64.

The DCsHFs is similar to the ideal observer, but ignores variations (e.g. noise) in DC level (brightness variations) and noise in the highest spatial frequency. This is because these variations do not typically have much influence on the human observer. The decision is measured statistically and is described by the separability of the conditional distributions of the decision variable \( D(g|s) \) for the two cases ‘signal’ and ‘background’. The separation of the two cases is quantified by the difference of their two means (\( D(g|signal) - D(g|background) \)) divided by the standard deviation \( \sigma_D \) of the distributions. The model observer’s signal-to noise ratio, SNR is therefore computed as

\[
SNR = \frac{D(g|signal) - D(g|background)}{\sigma_D}
\]

The SNR\(^2\)\text{rate} is computed as the SNR\(^2\)\text{single frame} multiplied by the noise lag factor, which is the number of statistically independent frames per second\(^8\). If no lag was present, the SNR\(^2\)\text{rate} would be SNR\(^2\)\text{single frame} multiplied by the number of frames per second. Since noise in
adjacent frames is not independent but correlated due to lag, the increase in SNR$_{rate}^2$ increases more gradually with the number of frames.

RESULTS

Figure 2 shows how SNR$_{rate}^2$, $P_{KA,rate}$ and SNR$_{rate}^2/P_{KA,rate}$ varies with constant imaging settings during a period of 6 months. The mean SNR$_{rate}^2/P_{KA,rate}$ was $3.6 \pm 0.2 \times 10^3 \mu\text{Gy}^{-1}\text{m}^2$ and the relative standard deviation from seven repeated measurement was 5.1%. The average standard deviation$^{(8)}$ in SNR$_{rate}^2$ was estimated to 7.3% (range 5.5-8.6%) as indicated in tables 1-3 and the relative uncertainty in $P_{KA,rate}$ was estimated to less than 6% (k=2)$^{(7)}$. After the fourth measurement (see figure 2), the tube current increased from 26 mA to 34 mA and the $P_{KA,rate}$ increased from approximately 1.7 $\mu\text{Gy}^2/\text{s}$ to 2.1 $\mu\text{Gy}^2/\text{s}$. The mean $\pm$ 1SD of SNR$_{rate}^2$ increased in approximate proportion to dose rate from $5.9 \times 10^3 \pm 0.19 \times 10^3 \text{s}^{-1}$ to $7.6 \times 10^3 \pm 0.10 \times 10^3 \text{s}^{-1}$ leaving the ratio SNR$_{rate}^2/P_{KA,rate}$ approximately the same. The reason for the increase in tube current is presently not known, but it was noted that the corresponding increase in SNR$_{rate}^2$ was clearly detected by the method and correlated to the change in matrix size.

Table 1 shows how the SNR$_{rate}^2$, the $P_{KA,rate}$ and the dose efficiency SNR$_{rate}^2/P_{KA,rate}$ depend on the fluoroscopy dose rate mode of operation. While the $P_{KA,rate}$ increased from the low dose rate mode to the medium and high dose rate modes, the low dose rate mode yields approximately 79% and 69 % higher dose efficiencies compared to the medium dose rate mode and the high dose rate mode, respectively.
Table 2 shows the effect of the pulse rate on the $SNR^2_{rate}$, the $P_{KA,rate}$ and the dose efficiency ($SNR^2_{rate}/P_{KA,rate}$). The dose efficiency is approximately independent of pulse rate because $SNR^2_{rate}$ and $P_{KA,rate}$ both increase in proportion with pulse rate.

Table 3 shows the effect of varying the field of view from 32 cm to 16 cm on the $SNR^2_{rate}$, the $P_{KA,rate}$ and the dose efficiency ($SNR^2_{rate}/P_{KA,rate}$). The $SNR^2_{rate}$ increased and $P_{KA,rate}$ decreased with decreasing field of view, which resulted in a large increase in $SNR^2_{rate}/P_{KA,rate}$ with decreasing field of view.

DISCUSSION

The main finding in this study was that the standard deviation in $SNR^2_{rate}/P_{KA,rate}$ from seven repeated measurements, performed during a period of six months was 5.1%, which indicates that the method could be suitable for monitoring low-contrast detectability during quality control constancy tests in modern fluoroscopy systems.

Marshall et al.\textsuperscript{(1)} performed subjective, visual low-contrast detail evaluation measurements in fluoroscopy and found the relative standard deviation to be approximately 11% (both within and between observer variations). This corresponded to an inferior precision compared to our objective $SNR^2_{rate}$ measurements, but was superior to corresponding subjective visual experiments by Tapiovaara and Sandborg, who estimated the relative standard deviation (within and between observer variations) to 14% and 19% respectively\textsuperscript{(3)}.

The relative standard deviation in measured low-contrast detectability found in this study was slightly larger than 3% that was previously found with measurements of SNR using an x-ray image intensifier system\textsuperscript{(3)}. While the cause of the difference is not fully known, it should be noted that both the phantom and the imaging parameters differed between our study and the
previous study. Tapiovaara and Sandborg used a 4.7 cm thick PMMA phantom with an additional 2.9 mm thick PMMA disk as contrast detail, whereas we used a 5 cm thick PMMA phantom and a 5 mm thick aluminium cylinder shaped disk as contrast detail. Therefore, we would expect a higher precision in our study, since the precision of the SNR measurement is known to be worse with lower contrast detail, as a result of increased residual noise in the observer’s decision template\(^{(8)}\). On the other hand, in the previous study, a Philips x-ray image intensifier system not used in clinical practice was used, whereas the equipment used in this work was in clinical use. Finally, the uncertainty due to small non-intentional changes in imaging geometry and imaging system output may further explain the different results found in our study and the study by Tapiovaara and Sandborg\(^{(3)}\).

The results of this study indicated that the low dose rate mode yields superior dose efficiency. The low dose rate mode uses a tube voltage of 87 kV and 0.9 mm added Cu filtration compared to 81 kV and 0.2 and 0.3 mm Cu in the high and medium dose rate modes, respectively. The air kerma area rate for a given air kerma rate at the image detector is typically reduced with increasing tube voltage and added Cu filtration as the photons that contribute mostly to air kerma are those of lower energy where the linear energy absorption coefficient for air \(\mu_{en,air}\) is larger. However, if an increase in absolute image quality \((SNR^2_{rate})\) is required then the high dose rate mode is needed in spite of its lower dose-efficiency.

We found that with a reduction of the field of view from 32 cm to 16 cm, the \(SNR^2_{rate}\) increased by a factor of 1.7 due to the typical increase in air kerma rate (because of a change in tube current from 52 mA to 95 mA) associated with a reduction in field of view. Since the x-ray beam area is approximately reduced to 25% with this change in field of view, the reduction in \(P_{KA,rate}\) is approximately 50%. The dose efficiency \((SNR^2_{rate}/P_{KA,rate})\) increased by more than a factor of 3.
While the results of this study showed that measurements of $SNR_{rate}^2/P_{KA,rate}$ are promising for use in quality control constancy tests, we encountered some practical limitations that were mainly related to the large size of the image stacks (1024 images) produced by the fluoroscopy equipment, in particular with an image matrix size of $1024^2$ pixels. The transfer of the image stacks to the PACS, and the subsequent export of the stacks to the analysis software was sometimes slow and prone to errors. Therefore, future studies are needed to investigate the effect of reducing the number of frames and reducing the matrix size on the measurement precision. Although the contrast objects used in this study (aluminium discs) are useful in quality control constancy tests, further studies could focus on finding contrast objects that are more clinically relevant. These may also include contrast agents such as iodine, which are commonly used during fluoroscopy procedures. This may ultimately make $SNR_{rate}^2/P_{KA,rate}$ measurements a useful method for patient dose optimisation.

CONCLUSION

Our results show that $SNR_{rate}^2/P_{KA,rate}$ measurements offer the high precision that is needed in quality control constancy tests and that these measurements make it possible to identify dose-efficient imaging configurations on a modern fluoroscopy system.
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Table 1
The effect of dose rate mode on $SNR_{rate}^2$, $P_{KA,rate}$ and $SNR_{rate}^2/P_{KA,rate}$. SNR$_{rate}$: Signal-to noise ratio rate, $P_{KA,rate}$: air kerma area product rate.

Table 2
The effect of pulse rate on $SNR_{rate}^2$, $P_{KA,rate}$ and $SNR_{rate}^2/P_{KA,rate}$. SNR$_{rate}$: Signal-to noise ratio rate, $P_{KA,rate}$: air kerma area product rate.

Table 3
The effect of field of view on $SNR_{rate}^2$, $P_{KA,rate}$ and $SNR_{rate}^2/P_{KA,rate}$. SNR$_{rate}$: Signal-to noise ratio rate, $P_{KA,rate}$: air kerma area product rate.
TABLES

Table 1

<table>
<thead>
<tr>
<th></th>
<th>SNR&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;rate&lt;/sub&gt; (s&lt;sup&gt;-1&lt;/sup&gt;)</th>
<th>P&lt;sub&gt;KA,rate&lt;/sub&gt; (µGy&lt;sup&gt;2&lt;/sup&gt;s&lt;sup&gt;-1&lt;/sup&gt;)</th>
<th>SNR&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;rate&lt;/sub&gt;/P&lt;sub&gt;KA,rate&lt;/sub&gt; (µGy&lt;sup&gt;-1&lt;/sup&gt;m&lt;sup&gt;-2&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dose rate setting</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low (Fluoro-)</td>
<td>3.6 ± 0.20 &lt;small&gt;·&lt;/small&gt; 10&lt;sup&gt;3&lt;/sup&gt;</td>
<td>0.56</td>
<td>6.45 ± 0.36 &lt;small&gt;·&lt;/small&gt; 10&lt;sup&gt;3&lt;/sup&gt;</td>
</tr>
<tr>
<td>Medium (Fluoro N)</td>
<td>7.5 ± 0.57 &lt;small&gt;·&lt;/small&gt; 10&lt;sup&gt;3&lt;/sup&gt;</td>
<td>2.08</td>
<td>3.61 ± 0.27 &lt;small&gt;·&lt;/small&gt; 10&lt;sup&gt;3&lt;/sup&gt;</td>
</tr>
<tr>
<td>High (Fluoro+)</td>
<td>13.9 ± 0.80 &lt;small&gt;·&lt;/small&gt; 10&lt;sup&gt;3&lt;/sup&gt;</td>
<td>3.60</td>
<td>3.87 ± 0.22 &lt;small&gt;·&lt;/small&gt; 10&lt;sup&gt;3&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th></th>
<th>SNR&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;rate&lt;/sub&gt; (s&lt;sup&gt;-1&lt;/sup&gt;)</th>
<th>P&lt;sub&gt;KA,rate&lt;/sub&gt; (µGy&lt;sup&gt;2&lt;/sup&gt;s&lt;sup&gt;-1&lt;/sup&gt;)</th>
<th>SNR&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;rate&lt;/sub&gt;/P&lt;sub&gt;KA,rate&lt;/sub&gt; (µGy&lt;sup&gt;-1&lt;/sup&gt;m&lt;sup&gt;-2&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse rate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 pps</td>
<td>4.1 ± 0.29 &lt;small&gt;·&lt;/small&gt; 10&lt;sup&gt;3&lt;/sup&gt;</td>
<td>1.16</td>
<td>3.52 ± 0.25 &lt;small&gt;·&lt;/small&gt; 10&lt;sup&gt;3&lt;/sup&gt;</td>
</tr>
<tr>
<td>15 pps</td>
<td>5.8 ± 0.40 &lt;small&gt;·&lt;/small&gt; 10&lt;sup&gt;3&lt;/sup&gt;</td>
<td>1.72</td>
<td>3.35 ± 0.23 &lt;small&gt;·&lt;/small&gt; 10&lt;sup&gt;3&lt;/sup&gt;</td>
</tr>
<tr>
<td>30 pps</td>
<td>12.6 ± 0.88 &lt;small&gt;·&lt;/small&gt; 10&lt;sup&gt;3&lt;/sup&gt;</td>
<td>3.43</td>
<td>3.67 ± 0.26 &lt;small&gt;·&lt;/small&gt; 10&lt;sup&gt;3&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th></th>
<th>SNR&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;rate&lt;/sub&gt; (s&lt;sup&gt;-1&lt;/sup&gt;)</th>
<th>P&lt;sub&gt;KA,rate&lt;/sub&gt; (µGy&lt;sup&gt;2&lt;/sup&gt;s&lt;sup&gt;-1&lt;/sup&gt;)</th>
<th>SNR&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;rate&lt;/sub&gt;/P&lt;sub&gt;KA,rate&lt;/sub&gt; (µGy&lt;sup&gt;-1&lt;/sup&gt;m&lt;sup&gt;-2&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field of view</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32 cm</td>
<td>11.0 ± 0.93 &lt;small&gt;·&lt;/small&gt; 10&lt;sup&gt;3&lt;/sup&gt;</td>
<td>2.40</td>
<td>4.58 ± 0.39 &lt;small&gt;·&lt;/small&gt; 10&lt;sup&gt;3&lt;/sup&gt;</td>
</tr>
<tr>
<td>22 cm</td>
<td>17.3 ± 1.49 &lt;small&gt;·&lt;/small&gt; 10&lt;sup&gt;3&lt;/sup&gt;</td>
<td>1.82</td>
<td>9.52 ± 0.82 &lt;small&gt;·&lt;/small&gt; 10&lt;sup&gt;3&lt;/sup&gt;</td>
</tr>
<tr>
<td>16 cm</td>
<td>18.8 ± 1.26 &lt;small&gt;·&lt;/small&gt; 10&lt;sup&gt;3&lt;/sup&gt;</td>
<td>1.31</td>
<td>14.38 ± 0.96 &lt;small&gt;·&lt;/small&gt; 10&lt;sup&gt;3&lt;/sup&gt;</td>
</tr>
</tbody>
</table>
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LEGENDS TO FIGURES

Figure 1. Fluoroscopy images of the inhomogeneous phantom containing the 5 mm Al contrast detail that was used for the calculations of $SNR_{rate}^2$. Single signal image frame $g_1$ (left), single background image frame $g_0$ (middle) and the average difference image $\bar{\Delta g} = \bar{g_1} - \bar{g_0}$ i.e. the template (right).

Figure 2. The $SNR_{rate}^2$, the $P_{KA,rate}$ and the $SNR_{rate}^2/P_{KA,rate}$ for repeated measurements with the same imaging conditions (apart from the matrix size) during a period of six months. The estimated uncertainty is indicated by the error bars. The relative standard deviation in the $SNR_{rate}^2/P_{KA,rate}$ from repeated measurements was 5.1%. The dashed vertical line indicates a change in tube current (and matrix size) that was observed between the fourth and fifth measurement, which notably affected the $SNR_{rate}^2$ and the $P_{KA,rate}$, but not the $SNR_{rate}^2/P_{KA,rate}$. 
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