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Lifted evaluation of mp-MIQP solutions
Alexander Fuchs, Daniel Axehill, Manfred Morari

Abstract—This paper presents an efficient approach for the evaluation of multi-parametric mixed integer quadratic programming (mp-MIQP) solutions, occurring for instance in control problems involving discrete time hybrid systems with quadratic cost. Traditionally, the online evaluation requires a sequential comparison of piecewise quadratic value functions. We introduce a lifted parameter space in which the piecewise quadratic value functions become piecewise affine and can be merged to a single value function defined over a single polyhedral partition without any overlaps. This enables efficient point location approaches using a single binary search tree. Numerical experiments with a power electronics application demonstrate an online speedup up to an order of magnitude. We also show how the achievable online evaluation time can be traded off against the offline computational time.

Index Terms—Explicit MPC; Control of discrete time hybrid systems; Control of constrained systems

I. INTRODUCTION
The main motivation for this work is control of discrete-time hybrid systems [1], [2], [3] using Model Predictive Control (MPC) with quadratic cost [4]. The paper considers the parametric solution to the MPC problem, where the optimal control is computed offline for a set of initial states to reduce the online computational effort [5], [6]. For hybrid systems with quadratic cost, the offline computation requires to solve a multi-parametric Mixed Integer Quadratic Programming (mp-MIQP) problem [3]. Solutions to mp-MIQPs have been proposed based on the solution of Mixed Integer Nonlinear Programming problems [7], on the enumeration of all switching sequences [3], on dynamic programming [8], and on parametric branch and bound [9].

For efficient evaluation, a parametric solution needs to be stored in a suitable data structure. The evaluation approaches in [10], [11], [12] are focused on solutions with non-overlapping polyhedral partitions, which can be computed for mp-LP, mp-QP or mp-MILP problems [13]. This covers the MPC problem classes of linear systems with linear or quadratic cost and hybrid systems with linear cost. Effcient data structures for mp-MIQP problems, arising in control problems of hybrid systems with quadratic cost, is the main topic of this paper and a more or less unexplored field. The reason is that the solution is a pointwise minimizer of intersecting piecewise quadratic functions on overlapping polyhedral partitions. Therefore, the boundary between optimal regions is not only defined by hyperplanes but also, in general, by quadratic surfaces. The approach in [14], [15] can be used with arbitrary functions defined on overlapping polyhedral partitions, but requires an online sequential search to compare all of the potentially many overlapping value functions defined for the given parameter vector.

The main contribution in this paper is to show how mp-MIQP solutions can be lifted and then merged to an equivalent piecewise affine function defined over a single polyhedral partition without overlaps. This has a direct impact on the online evaluation time, which can be significantly reduced using a single search tree eliminating the need for the additional sequential search. The paper also outlines a new partial merging scheme. It enables a trade-off between the online and offline complexity of the evaluation of both mp-MILP and mp-MIQP solutions.

II. EVALUATION PROBLEM FORMULATION
This section introduces the definitions used to characterize mp-MIQP solutions and states the corresponding evaluation problem.

Definition 1. A polyhedral collection $\mathbb{P}$ in $\mathbb{R}^n$ is a finite collection $\mathbb{P} = \{P_1, P_2, ..., P_N\}$ of $|\mathbb{P}| = N$ polyhedra in $\mathbb{R}^n$. The $i$’th polyhedron is referred to as $P[i] = P_i$. A polyhedral collection whose
polyhedra are not overlapping is referred to as polyhedral partition \( \mathcal{P} \).

**Definition 2.** The index set \( \mathcal{I}_\mathcal{P}(x) \) of a polyhedral collection \( \mathcal{P} \) with \( N \) elements in \( \mathbb{R}^n \), and a vector \( x \in \mathbb{R}^n \) is given by

\[
\mathcal{I}_\mathcal{P}(x) = \{ i \in \{1, 2, ..., N \} : x \in \mathcal{P}[i] \} . \tag{1}
\]

**Definition 3.** A collection of quadratic functions \( \mathbb{J} \) in \( \mathbb{R}^n \) is a finite collection \( \mathbb{J} = \{ J_1(\cdot), J_2(\cdot), ..., J_N(\cdot) \} \),

\[
J_i : \mathbb{R}^n \to \mathbb{R}, \quad J_i(x) = x^T A_i x + B_i^T x + C_i \quad , \tag{2}
\]

with \( A_i = A_i^T \in \mathbb{R}^{n \times n} \), \( B_i \in \mathbb{R}^n \) and \( C_i \in \mathbb{R} \). The \( i \)’th quadratic function of \( \mathbb{J} \) is referred to as \( J_i(\cdot) \). If all \( A_i \) are zero matrices, \( \mathbb{J} \) is referred to as a collection of affine functions.

**Definition 4.** A piecewise quadratic function \( J_{\mathcal{P}, \mathbb{J}}(\cdot) \) in \( \mathbb{R}^n \) over a polyhedral collection \( \mathcal{P} \) in \( \mathbb{R}^n \) with a collection of quadratic functions \( \mathbb{J} \) in \( \mathbb{R}^n \) is a map

\[
J_{\mathcal{P}, \mathbb{J}} : \mathbb{R}^n \to \mathbb{R}, \quad J_{\mathcal{P}, \mathbb{J}}(x) = \min_{i \in \mathcal{I}_\mathcal{P}(x)} J[i](x) \quad . \tag{3}
\]

If \( \mathbb{J} \) is a collection of affine functions, \( J_{\mathcal{P}, \mathbb{J}}(\cdot) \) is referred to as a piecewise affine function.

The multi-parametric solutions can now be characterized as follows:

**Lemma 1.** The value function of an mp-MIQP problem can be represented as a piecewise quadratic function. The value function of an mp-MILP problem can be represented as a piecewise affine function.

**Proof.** See, for instance, [3]. The polyhedral collection \( \mathcal{P} \) in general consists of multiple overlapping polyhedral partitions, each corresponding to a fixed value of the problem’s integer variables.

The evaluation problem of mp-MIQP solutions requires the solution to the minimization problem in (3), which is implemented as multiple point location problems combined with pairwise comparisons of quadratic functions:

**Definition 5.** (PL-MIQP): Given a piecewise quadratic function \( J_{\mathcal{P}, \mathbb{J}}(\cdot) \) and a vector \( x \in \mathbb{R}^n \), determine an index \( i^* \in \mathcal{I}_\mathcal{P}(x) \) such that

\[
\forall i \in \mathcal{I}_\mathcal{P}(x) : \quad J[i^*](x) \leq J[i](x) \quad . \tag{4}
\]

If \( J_{\mathcal{P}, \mathbb{J}}(\cdot) \) is a piecewise affine function, the problem is referred to as a (PL-MILP).

In words, among the polyhedra containing the vector, identify the one with the smallest associated function value. The solution of (PL-MIQP) allows to extract the mp-MIQP optimizer associated with the optimal region index \( i^* \) of the given parameter vector \( x \).

### III. LIFTING MP-MIQP SOLUTIONS

This section introduces a lifting procedure for piecewise quadratic functions, which is the main contribution of the paper. It shows that mp-MIQP value functions have an equivalent piecewise affine representation, known from the solution of (PL-MILP) problems, for which there exist efficient evaluation schemes [13].

For the (PL-MILP) case, the description of the piecewise affine function \( J_{\mathcal{P}, \mathbb{J}}(\cdot) \) is merged to a function defined over a single polyhedral partition, enabling the construction of a binary search tree [10] for fast online evaluation. These algorithms can however not be directly applied to solve (PL-MIQP), i.e. the case with quadratic terms, since \( J_{\mathcal{P}, \mathbb{J}}(\cdot) \) is then a non-convex piecewise quadratic function defined on regions that, in general, are partially defined by quadratic boundary constraints.

It will now be shown how an mp-MIQP solution can be lifted to an equivalent piecewise affine formulation in a higher dimensional parameter space. Furthermore, the lifted formulation has the structure of an mp-MILP solution, making the standard state-of-the-art methods designed for (PL-MILP) problems available to (PL-MIQP) problems. Before the main result of this paper is presented, some notations are introduced.

**Definition 6.** The lifting transformation \( L(\cdot) \) of \( \mathbb{R}^n \), is defined as

\[
L : \mathbb{R}^n \to \mathbb{R}^l , \quad l = \frac{n^2 + 3n}{2} \quad , \tag{5}
\]

\[
L(x) = [x_1, x_2, ..., x_n, x_1^2, x_1 x_2, ..., x_1 x_n, \]

\[
x_2^2, x_2 x_3, ..., x_2 x_n, ..., x_n^2]^T \quad . \tag{6}
\]

**Definition 7.** Given a polyhedral collection \( \mathcal{P} \) in \( \mathbb{R}^n \), the lifted polyhedral collection \( \mathcal{P}_l = \mathcal{L}_\mathcal{P}(\mathcal{P}) \) in \( \mathbb{R}^l \), \( l = (n^2 + 3n)/2 \), is defined as

\[
\forall i \in \{1, ..., |\mathcal{P}| \} : \quad \mathcal{P}_l[i] = \{ y \in \mathbb{R}^l : [H_i, 0]y \leq K_i \} \quad . \tag{7}
\]
where $(H_i, K_i)$ are the matrices defining
\[ \mathbb{P}[i] = \{x \in \mathbb{R}^n : H_i x \leq K_i \} \] (8)
and $0$ denotes the zero matrix of appropriate dimensions.

**Definition 8.** Given a collection of quadratic functions $\mathbb{J}$ in $\mathbb{R}^n$, the lifted collection of affine functions $\mathbb{J}_l = \mathcal{L}_3(\mathbb{J})$ in $\mathbb{R}^l$, $l = (n^2 + 3n)/2$, is defined as
\[ \forall i \in \{1, ..., |\mathbb{J}|\} : \quad \mathbb{J}_l[i] : \mathbb{R}^l \rightarrow \mathbb{R}, \quad \mathbb{J}_l[i](y) = D_i^T y + E_i \quad , \quad (9) \]
where
\[ D_i = [B_{i,1}, B_{i,2}, ..., B_{i,n}, A_{i,11}, 2A_{i,12}, ..., 2A_{i,1n}, \]
\[ A_{i,22}, 2A_{i,23}, ..., 2A_{i,2n}, ..., A_{i,nn}]^T \quad , \quad (10) \]
\[ E_i = C_i \quad , \quad (11) \]
are the rearranged parameters of the quadratic functions $\mathbb{J}_l[i](x) = x^T A_i x + B_i^T x + C_i$.

The following results show the equivalence of piecewise quadratic functions and the corresponding lifted piecewise affine functions.

**Theorem 1.** Given a piecewise quadratic function $J_{\mathbb{P},\mathbb{J}}(\cdot)$ in $\mathbb{R}^n$, a lifting transformation $L(\cdot)$ and the lifted collections $\mathbb{P}_l = \mathcal{L}_0(\mathbb{P})$ and $\mathbb{J}_l = \mathcal{L}_3(\mathbb{J})$, the piecewise affine function $J_{\mathbb{P}_l,\mathbb{J}_l}(\cdot)$ satisfies
\[ \forall x \in \mathbb{R}^n : \quad J_{\mathbb{P}_l,\mathbb{J}_l}(x) = J_{\mathbb{P}_l,\mathbb{J}_l}(L(x)) \quad . \quad (12) \]

**Proof.**
\[ \forall x \in \mathbb{R}^n : \quad J_{\mathbb{P}_l,\mathbb{J}_l}(x) = \min_{i \in \mathbb{P}_l(x)} \mathbb{J}_l[i](x) \]
\[ = \min_{i \in \mathbb{P}_l(x)} \min_{i \in \mathbb{J}_l(L(x))} \mathbb{J}_l[i](x) \]
\[ = \min_{i \in \mathbb{J}_l(L(x))} \mathbb{J}_l[i](L(x)) \]
\[ = J_{\mathbb{P}_l,\mathbb{J}_l}(L(x)) \quad , \]
which follows, omitting details, from Definitions 4 - 8.

Since Theorem 1 states that value functions of mp-MIQP problems can be represented as equivalent piecewise affine functions $J_{\mathbb{P}_l,\mathbb{J}_l}(\cdot)$, algorithms for efficient evaluation of mp-MILP solutions, such as [13], [10], can now be directly applied.

**IV. Evaluation of mp-MIQP solutions**

The steps of the offline and online procedure for the evaluation of mp-MIQP solutions make use of existing algorithms in MATLAB [13]. This section outlines the steps of the offline and the online procedure, including a discussion of their complexity.

**A. Offline computations**

The lifting operation is applied to $|\mathbb{P}|$ polyhedra and quadratic functions of $(\mathbb{P}_l, \mathbb{J}_l)$, as defined in Definitions 7 and 8. The construction of the lifted piecewise affine function $J_{\mathbb{P}_l,\mathbb{J}_l}(\cdot)$ is computationally inexpensive. Both the polyhedral collection $\mathbb{P}_l$ and the collection of affine functions $\mathbb{J}_l$ require only a rearrangement of the data representing the original piecewise quadratic function $J_{\mathbb{P},\mathbb{J}}(\cdot)$.

After the lifting, the region overlaps of the piecewise affine function $J_{\mathbb{P}_l,\mathbb{J}_l}(\cdot)$ in $\mathbb{R}^l$ are removed. The corresponding algorithm MERGE is shown as pseudocode in Algorithm 1, based on the implementation in [13]. It provides a single polyhedral partition $\mathbb{P}$ and a collection of affine functions $\mathbb{J}_m$, defining the equivalent piecewise affine function $J_{\mathbb{P}_m,\mathbb{J}_m}(\cdot)$ in $\mathbb{R}^l$. Algorithm 1 consists of two nested for-loops, beginning in lines 2 and 4. The first processing step inside the two for-loops is the construction of the polyhedral collection $\mathbb{Q}$, which requires less than $|\mathbb{P}|^2$ feasibility checks of polyhedra. The central and most expensive part of Algorithm 1 is the set difference operation REGIONDIFF, called $|\mathbb{P}|$ times in line 10. A pessimistic upper bound on the number of LPs solved by REGIONDIFF is given in [16]. The bound is exponential in the dimension of $\mathbb{Q}$, with the total number of constraints of all polyhedra as base.

The lifting of mp-MIQP solutions to $\mathbb{R}^l$, as in Definition 6, practically squares the problem dimension compared to mp-MILP solutions in the original parameter space $\mathbb{R}^n$. The exponential bound on the number of LPs solved by REGIONDIFF suggests that merging lifted mp-MIQP solutions is much more expensive than merging mp-MILP solutions with a similar polyhedral structure. However, with lifted quadratic functions, only very few hyperplanes of $\mathbb{Q}$, originating from the $|\mathbb{Q}|$ function differences in line 5 of Algorithm 1, actually spread along the bilinear dimensions. In other words, because of the special structure of the lifting procedure, only a small amount of additional complexity is introduced.
Algorithm 1 MERGE($\mathcal{P}$, $\mathcal{J}$), [13]

Require: polyhedral collection $\mathcal{P}$, collection of affine functions $\mathcal{J}$

Ensure: polyhedral partition $\mathcal{P}$, collection of affine functions $\mathcal{J}_m$

1: $\mathcal{P} \leftarrow \emptyset, \mathcal{J}_m \leftarrow \emptyset$
2: for $i \in \{1, ..., |\mathcal{P}|\}$ do
3: \hspace{1em} $Q \leftarrow \emptyset$
4: \hspace{1em} for $j \in \{1, ..., |\mathcal{P}|\}, j \neq i$ do
5: \hspace{2em} $Q \leftarrow \{x \in (\mathcal{P}[i] \cap \mathcal{P}[j]) : \mathcal{J}_i(x) \geq \mathcal{J}_j(x)\}$
6: \hspace{2em} if $Q \neq \emptyset$ then
7: \hspace{3em} $Q \leftarrow [Q, Q]$
8: \hspace{1em} end if
9: \hspace{1em} end for
10: $\mathcal{D} \leftarrow \text{REGIONDIFF}(\mathcal{P}[i], Q)$
11: \hspace{1em} if $\mathcal{D} \neq \emptyset$ then
12: \hspace{2em} $\mathcal{P} \leftarrow [\mathcal{P}, \mathcal{D}]$
13: \hspace{2em} for $k \in \{1, ..., |\mathcal{D}|\}$ do
14: \hspace{3em} $\mathcal{J}_m \leftarrow [\mathcal{J}_m, \mathcal{J}_i(\cdot)]$
15: \hspace{2em} end for
16: end if
17: end for

When applied to a lifted problem (PL-MIQP) compared to a problem (PL-MILP) with the same polyhedral collection. Numerical experiments confirm that the total complexity of Algorithm 1 with affine or lifted quadratic functions is similar.

After the merging, the solution of a problem (PL-MIQP) reduces to a point location problem in a tree node decisions, where $|\mathcal{P}|$ denotes the merged polyhedral partition [10]. Since neither $n_h$ nor $|\mathcal{P}|$ are directly increased through the additional dimensions from the lifting only little additional complexity is introduced to the tree construction when solving a lifted problem (PL-MIQP) instead of a problem (PL-MILP) with a similar underlying polyhedral collection.

B. Online computations

After the offline preparation, the solution of (PL-MIQP) reduces to the online evaluation of a binary tree. The evaluation is a sequence of vector multiplications [10] that needs to be applied to the lifted vector $y = L(x)$, defined in (5). For mp-MIQP solutions, each region has an associated control law that can now be extracted. A balanced binary tree can execute point location queries in $\log_2(|\mathcal{P}|)$ tree node decisions, where $\mathcal{P}$ denotes the merged polyhedral partition [10].

It is of interest how the online evaluation complexity of mp-MIQP solutions compares with and without the preparation through the lifting and merging procedure. While Section VI numerically investigates this question with concrete examples, a basic theoretical comparison is obtained as follows. Consider a piecewise quadratic function $J_{\mathcal{P},i}(\cdot)$ in $\mathbb{R}^n$ defined over $n_{\text{part}}$ partitions, with the same number of $m$ polyhedra in each partition. Without the lifting and merging, each of the $n_{\text{part}}$ partitions is evaluated with a separate search tree [3]. Then the total number of online operations for the tree evaluations is

$$N_{\text{ops, no merging}} = n_{\text{part}} \cdot K_1 \cdot \log_2(m),$$

where $K_1$, the number of arithmetic operations per tree node decision, grows linearly with the problem dimension $n$. Additionally, $n_{\text{part}}$ operations are required to find the optimal partition. In comparison, using the lifting and merging procedure, the fully merged partition $\mathcal{P}$ is evaluated with a single tree, requiring

$$N_{\text{ops, merging}} = K_2 \cdot \log_2(|\mathcal{P}|)$$

operations. The factor $K_2$ is slightly larger than $K_1$, depending on the ratio of tree decisions involving the lifted dimensions. It follows that a reduction of the online complexity through the lifting and merging is given whenever

$$N_{\text{ops, merging}} < N_{\text{ops, no merging}}$$

$$|\mathcal{P}| < m^{K_1 n_{\text{part}}} \approx m^{n_{\text{part}}}.$$
For mp-MIQP solutions to practical problem instances, one often obtains $|P| \ll m^{n_{\text{part}}}$, leading to a significant improvement of the evaluation time when using the lifting and merging procedure. This is also confirmed by the examples in Section VI.

V. TRADING OFFLINE AND ONLINE COMPLEXITY

This section outlines a practical method for a trade-off between the offline and online complexity for the evaluation of mp-MIQP solutions.

Essentially a trade-off is achieved by merging only subsets of the original mp-MIQP solution, resulting in multiple smaller partitions that need to be evaluated and compared online. Compared to the full merging procedure, this reduces the offline effort and online storage requirements, but also increases the online effort.

One obvious choice for the subsets is to group the overlapping partitions that correspond to different switching sequences of the binary variables into pairs. The pairwise merging of all pairs can be repeated recursively $n_m$ times, until the desired trade-off is achieved. For $n_m = 0$, one obtains the traditional evaluation without merging. For $n_m = \lceil \log_2(n_{\text{part}}) \rceil$, one obtains the evaluation with full merging, as described in Section IV.

VI. NUMERICAL EXPERIMENTS

In this section, the proposed approach to evaluate mp-MIQP solutions is applied to a practical example of the control of DC-DC converters [20]. All experiments were carried out on a machine with two Intel Xeon E5540 CPUs and 24 GB memory, using MATLAB 2012a and MPT 2.6 [13]. In the example, a mixed logical dynamical system formulation is used and an explicit receding horizon control policy is computed. The equivalent formulation as PWA system has five states, one input, three different dynamics and box constraints on states and inputs. In [20], the system has been controlled using a 1-norm stage cost $||Qx||_1$. The control approach is applied to the same system formulation, only changing the cost functions to the 2-norm stage cost $x^TQx + u^TRu$ with $Q = \text{diag}([4 \ 0.1 \ 0 \ 0 \ 0])$, $R = 0.001$. In the lifted space, which has the dimension $l = 20$, it is now possible to merge the overlapping partitions for an efficient implementation of the resulting control policy.

Fig. 1 shows the total number of online operations $N_{\text{ops}}$,

$$N_{\text{ops}} = (l + 1)n_t + \sum_{i=1}^{n_{\text{ops},i}} N_{\text{ops},i}.$$  \hspace{1cm} (17)

This includes additions, multiplications and comparisons. The first term in (17) accounts for the value function comparisons in the $l$-dimensional lifted space. The number $N_{\text{ops},i}$ is the maximum number of operations for a single execution of a tree evaluation. It depends logarithmically on the size of the polyhedral partition and corresponds to the term $K_1 \cdot \log_2(m)$ of the basic complexity estimate in (13). Merging more partitions reduces $n_t$ and increases $N_{\text{ops},i}$. The motivation of the lifting and merging is that the overall effect is a decrease of the total online complexity $N_{\text{ops}}$, which is confirmed by the numerical experiments below and in [21].

For the shown cases, merging the solution in the lifted space reduces $N_{\text{ops}}$ up to a factor of seven compared to the traditional approach without merging. The factor increases with the prediction horizon $N$ and the number of merging iterations $n_m$. In particular, the evaluation of the completely merged mp-MIQP solution with $N = 4$ is faster than the traditional approach to evaluate a solution with $N = 2$.

The offline effort for a prediction horizon $N = 4$ and different number of merging iterations $n_m$ is summarized in Table I. For the preparation of the evaluation using a single search tree, a binary tree was constructed for a partition of 13821 20-dimensional polyhedra. The time of the merging operation itself remained relatively small (about 15 minutes), compared to the time of the tree construction (about 36 hours). This also confirms that the lifting does not render the merging problem intractable due to the increased number of dimensions.

VII. CONCLUSION

The evaluation of mp-MIQP solutions requires a comparison of potentially many overlapping piecewise quadratic value functions defined on polyhedral collections. In this paper it is shown how the quadratic functions and the associated polyhedra can be lifted to a higher dimensional parameter space. It is shown that mp-MIQP solutions in this space have an equivalent representation as a polyhedral piecewise affine function without overlaps. For the
Fig. 1. DC-DC converter problem: Number of online operations $N_{\text{ops}}$ with $n_m$ merging recursions for different prediction horizons $N$.

<table>
<thead>
<tr>
<th>$n_m$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_t$</td>
<td>31</td>
<td>16</td>
<td>8</td>
<td>4</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>$n_p$</td>
<td>105</td>
<td>104</td>
<td>111</td>
<td>267</td>
<td>1170</td>
<td>13821</td>
</tr>
<tr>
<td>$n_{\text{merge}}$</td>
<td>546</td>
<td>702</td>
<td>954</td>
<td>2766</td>
<td>12690</td>
<td>138402</td>
</tr>
<tr>
<td>$t_{\text{merge}}$</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>10</td>
<td>51</td>
<td>906</td>
</tr>
<tr>
<td>$t_{\text{tree}}$</td>
<td>8</td>
<td>17</td>
<td>32</td>
<td>99</td>
<td>810</td>
<td>130000</td>
</tr>
</tbody>
</table>

**TABLE I**

DC-DC CONVERTER PROBLEM WITH PREDICTION HORIZON $N = 4$: NUMBER OF PARTITIONS $n_t$, NUMBER OF POLYHEDRA $n_p$, NUMBER OF FLOATING POINT VALUES STORED IN THE TREE(S) $n_{\text{merge}}$, OFFLINE TIME TO MERGE PARTITIONS $t_{\text{merge}}$ [seconds], OFFLINE TIME TO BUILD SEARCH TREES $t_{\text{tree}}$ [seconds], FOR DIFFERENT Merging Recursions $n_m$.

online evaluation, this enables the use of efficient data structures known from mp-MILP problems, including binary search trees. Furthermore, an algorithm is presented that enables a trade-off between online and offline computational complexity both for mp-MILP and mp-MIQP problems. In the numerical examples, an online speedup up to an order of magnitude is achieved.
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