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Today, many embedded or cyber-physical systems, e.g., in the automotive domain, comprise several control applications, sharing the same platform. It is well known that such resource sharing leads to complex temporal behaviors that degrades the quality of control, and more importantly, may even jeopardize stability in the worst case, if not properly taken into account.

In this thesis, we consider embedded control or cyber-physical systems, where several control applications share the same processing unit. The focus is on the control-scheduling co-design problem, where the controller and scheduling parameters are jointly optimized. The fundamental difference between control applications and traditional embedded applications motivates the need for novel methodologies for the design and optimization of embedded control systems. This thesis is one more step towards correct design and optimization of embedded control systems.

Offline and online methodologies for embedded control systems are covered in this thesis. The importance of considering both the expected control performance and stability is discussed and a control-scheduling co-design methodology is proposed to optimize control performance while guaranteeing stability. Orthogonal to this, bandwidth-efficient stabilizing control servers are proposed, which support compositionality, isolation, and resource-efficiency in design and co-design. Finally, we extend the scope of the proposed approach to non-periodic control schemes and address the challenges in sharing the platform with self-triggered controllers. In addition to offline methodologies,
a novel online scheduling policy to stabilize control applications is proposed.
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Sammanfattning

I dag omfattar många inbyggda system flera styrapplikationer som delar samma plattform. Dessa system används inom exempelvis bilindustrin, processindustrin och flygelektronik, för att nämna några. Det är välkänt att en sådan resursdelning leder till komplexa tidsbeteenden som försämrer kvaliteten på regleringen och i värsta fall kan även stabiliteten förloras.

I denna avhandling betraktar vi inbyggda styrsystem, där flera styrapplikationer delar samma behandlingsenhet. Här har vi valt att fokusera på reglering-schemaläggning co-designproblemet. Till skillnad från traditionella inbyggda system där regleringsparametrarna och schemaläggningsparametrarna optimeras separat, behöver vi nu för inbyggda styrsystem optimera dessa samtidigt, vilket ger upphov till nya metoder. Denna avhandling är ytterligare ett steg mot effektiv design och optimering av inbyggda styrsystem.
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Chapter 1

Introduction

This chapter aims at providing a broad introduction to the topics covered in this thesis and highlighting the contributions of the thesis.

1.1 Introduction and Background

Today, many embedded or cyber-physical systems comprise several control applications. The majority of control applications are implemented as software tasks on microprocessors. These applications are in charge of controlling the physical plants associated with them.

Often, however, the processing unit (or alternatively the communication infrastructure) is shared among several applications. This scenario is shown in Figure 1.1. In this figure, there are two physical plants, inverted pendulums, with their controllers running on a shared processing unit. There might also exist other applications running on the same platform.

The interconnection of the physical plants to the cyber (processing) elements introduces the notion of physical time in today's embedded systems. Special care is needed for the implementation of such applications to ensure high performance and guarantee safety.

The design of embedded control systems involves two main steps: synthesis of the controllers and implementation of the control applications on a given execution platform. The controller synthesis step comprises period assignment, delay compensation, and control-law synthesis. The implementation step, on the other hand, is mostly
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The goal of the control-scheduling problem is to assign processing resources to the already synthesized control tasks such that the stability of the plants is guaranteed and the overall control performance of the system is optimized. The process of assigning processing resources to tasks is traditionally known as task scheduling.

One further step is the control–scheduling co-design problem, where the objective is to synthesize the controllers and schedule them in such a way that the control applications are guaranteed to remain stable, while providing as high performance as possible. In other words, the control-scheduling co-design problem addresses the joint optimization of the control parameters and scheduling parameters. Note that the interdependency between the controller synthesis and scheduling makes the problem all the more challenging. That is, changing the controller parameters will affect the scheduling parameters that may be used to guarantee stability and high performance and, respectively, the scheduling parameters affect the controller synthesis process.

Let us focus on an inverted pendulum, where we would like to change the cart position, while keeping the pendulum in the upright position. Ideally, at each moment, a dedicated continuous-time controller reads the angular position and velocity of the inverted pen-
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In control systems, the position and velocity of the pendulum and cart are sensed, and according to the sensed data, the optimal control signal (also known as control input) is applied, in terms of force. However, it is well known that to achieve high performance and acceptable stability margins as well as efficient resource-usage and flexibility, often, it is only required to control the plant frequently enough. The alternative is a discrete-time control task, e.g., executing periodically, which can also be implemented in software on a microcontroller.

Considering a continuous-time plant and a discrete-time control task, the following process is done periodically: (1) The position and velocity of the pendulum and cart are sampled. (2) Based on this sampling information, the appropriate control input is calculated by a software task on the processing unit. (3) Finally, the control signal is applied in terms of force to the cart in the actuation phase.

Often, the controller is synthesized for a given sampling period and the time-delays experienced by the corresponding control task, e.g., the delay from the sampling instant to the actuation instant. Any runtime deviation from the assumptions on the sampling period or delays during the controller synthesis deteriorates the control performance.

Having the platform shared among several tasks, as in the example, the delay between sampling and actuation not only will be longer than on a dedicated platform, but also will be varying for different jobs of a control task. This is due to the fact that tasks compete for execution on the shared platform. (The situation only gets more complex if we take into consideration the variations in the computation times of the tasks due to the different input data and different states of the platform, e.g., cache and pipeline.) Therefore, as a result of sharing the platform, the control task may experience considerable amount of latency (the constant part of the delay) and jitter (the varying part of the delay), which affect the control performance and stability of the control application. Today, the literature does provide some results that account for the effect of the controller task schedule on the system performance and stability. For example, the effect of the latency from the sensing to the actuation [ÅW97], the effect of the jitter in the task completion [Cer12], and even that of the sensor–actuator delay distribution [CHL+03] on the control performance and stability are well understood.
To pin down the intricate relation between scheduling and control synthesis problems, let us take a closer look at this interdependencies. The controllers are often designed for a certain sampling period and delay characteristics. Then, the sampling period of the control application implies the scheduling of the control tasks. The scheduling has a direct impact on the delay experienced by the control task. The delay characteristic, as discussed before, is an important factor in controller synthesis and also affects the sampling periods which may be used for the control tasks to guarantee high performance and stability. In principle, this intricate mutual relation between controller synthesis and task scheduling advocates the need for a control-scheduling co-design procedure.

More concretely, on one hand, the controller synthesis determines the scheduling parameters that may be assigned to the control tasks in order to ensure the imposed performance requirements. On the other hand, the actual schedule leads to timing properties that need to be taken into consideration for controller synthesis to ensure performance requirements.

To sum up, sharing of the execution platform by several applications leads to complex timing behaviors. Ignoring such complex timing behaviors during the design process leads to poor control performance, and may even jeopardize the stability of control applications.

This thesis addresses several challenges in the design and optimization of embedded control systems comprising several control applications running on shared platforms. Observe that the problem has its roots in resource sharing and, therefore, most of the results in this thesis are also valid even in the case where a shared communication infrastructure or distributed platform is considered.

This class of embedded systems is traditionally known as embedded control systems, which lies at the heart of the cyber-physical systems concept. This thesis is one more step towards developing the theoretical foundation for the correct implementation of embedded control systems.
1.2. State of the Art

In this chapter, we present a generic outline of the state of the art, based on which we can discuss the contributions of the thesis. More focused discussion of the previous work will be given in the individual chapters.

The implementation of control applications on shared platforms consists of two main steps: controller synthesis and control task scheduling. The traditional design flow of such applications is based on the principle of separation of concerns. The main drawbacks of this principle are poor resource utilization and control performance [ÅC05]. This is due to the fact that the effects of the decisions made during one of the design steps are not considered on the decisions that can be made during the second step. This often leads to a suboptimal solution.

The timing problems in real-time control systems were first brought up by Wittenmark et al. [WNT95]. They discuss the issue of time-varying delays introduced during the implementation phase of such systems.

The interaction between control task performance and task scheduling is investigated by Seto et al. [SLSS96]. They find the optimal sampling periods for a set of controllers implemented on a uniprocessor platform with respect to a given cost function. They, however, do not consider the effect of delay and jitter experienced by each control task as a result of task scheduling.

In [ÅCES00], the authors discuss the need for control–scheduling co-design methodologies, allowing trade-offs between control performance and resource utilization.

Rehbinder and Sanfridson [RS00] propose an approach for integration of offline scheduling and optimal control. They consider the static-cyclic scheduling policy and account for deterministic jitter in the optimal control design by formulating it as a periodic control problem. However, they point out that the proposed approach is in general intractable and in practice it only works for a small number control applications and limited number of permutations, due to its combinatorial nature.

Ben Gaid et al. [BCH06] formulate the control–scheduling problem over a communication channel as a single problem, assuming static scheduling. The problem is then transformed into a mixed
integer quadratic programming formulation, which essentially has exponential time complexity.

The Jitterbug toolbox [LC02] computes the expected control performance for a linear control system under various timing conditions, e.g., in the presence of delay, jitter, or even lost samples. Therefore, using this toolbox it is possible to study the effects of delay, jitter, lost samples, etc. on control performance [CHL+03]. However, in many cases, the underlying assumptions on independence of time delays renders it impossible to provide hard guarantees regarding, for example, stability.

In [CLE+04], Cervin et al. introduce the notion of jitter margin and propose an iterative control–scheduling co-design procedure, based on the worst-case control performance and stability. The jitter margin is the maximum amount of jitter a control application can experience and still remain stable. In [BI07], similar to [CLE+04], the authors propose an integrated approach for control design and real-time scheduling, based on the jitter margin performance metric.

In [BC08], Bini and Cervin extend the previous results from [SLSS96], by incorporating delays into the objective function. They consider an objective function which is linear in the sampling periods and expected delays experienced by each control application and find the optimal sampling periods (with respect to the linear cost function). However, in general, the control cost may be a nonlinear function. Therefore, an iterative optimization approach is used to further improve the solution obtained.

Naghshtabrizi and Hespanha [NH08] discuss the importance of considering the overall system performance, while providing certain correctness guarantees for distributed control systems with shared communication and computation resources.

Zhang et al. [ZSWM08] consider the control–scheduling co-design problem, and find the optimal sampling periods of a set of controllers, under certain assumptions, which minimize a worst-case control cost.

Samii et al. [SCEP09] propose an integrated task scheduling and control synthesis approach to optimize the overall control performance. They consider both static-cyclic and priority-based scheduling policies on distributed platforms. This work is then extended to consider embedded control systems which switch between different functional modes [SEPC09] and to the case of fault-tolerant control
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Goswami et al. [GLSC12] propose an Integer Linear Programming (ILP) formulation for time-triggered implementation of control and time-critical applications in the automotive domain. Since they do not consider the effect of jitter on the stability of control applications, either the periods should be in harmonic relations, or the worst-case delay should be considered. Either way, this leads to poor control performance. In the former, the delays will be short, but the periods can only increase exponentially, which leads to performance degradation. In the latter, the periods are not restricted, but the output of the control task should be buffered for the worst-case delay to avoid jitter, which, again, leads to performance degradation.

In [GSC11a], the authors consider a more flexible delay constraint model compared to [GLSC12], where not all the control task executions meet their deadlines. In this way, the authors avoid designing the controller for the worst-case sensor–actuator delay. While in such an approach some of the control computations are ignored, the design is based on a range of delay values that are most likely to occur.

In [GSC11b], the authors discuss a hybrid protocol where both the communication schedule and the control input change based on the state of the system. The goal is to achieve a trade-off between control performance and communication bandwidth utilization, considering the FlexRay protocol [Con05]. The idea is to use the time-triggered communication slots during the transient phase, which provides higher predictability, whereas the event-triggered scheme is used once the plant is in the steady state, which is advantageous from the bandwidth utilization point of view. This is based on the observation that delays during the transient phase cause more performance deterioration, compared to the steady state. The authors also point out that the approach is only effective if the switching between the two modes is not very frequent. Masrur et al. [MGC+12] discuss whether it is possible to switch from the event-triggered mode to the time-triggered mode in case of an external disturbance, within a specified deadline. To obtain a realistic disturbance model, however, is not a trivial task.

In [KGC+12], Kumar et al. introduce the delay–frequency interface, by which they bound the frequency of the worst-case delay. This will allow verifying tighter control performance properties, since, of-
ten, the worst-case delay occurs very rarely.

Similar to [KGC+12], in [BS13], the authors discuss the delay density model for network control systems. The model is richer than the previously discussed interfaces, as it captures the correlation among the consecutive samples. This is simply done by considering the cumulative delay in an interval of certain length. While considering this model probably leads to a better resource usage, it is not suitable in providing hard guarantees, due to its stochastic nature. Even though intuitively this model is more accurate, the systematic incorporation of the model in performance and stability analysis is yet to be done. A similar idea was discussed in [BS15], but this time with respect to the density of dropped samples. This model captures the number of dropped samples among an arbitrary number of consecutive samples.

Naghshtabrizi and Hespanha [NH09] consider the analysis problem of distributed control systems with shared communication and computation resources. While the control stability results are developed for variable, but bounded, delay and sampling separation interval, the schedulability analysis considered is restricted to a set of periodic tasks.

In [BPZ02, MSZ11, SBM15], the authors discuss scheduling of control applications in the presence of packet loss. In fact, the authors exploit packet loss to guarantee asymptotic stability of a set of control applications on a shared platform, which was originally overloaded.

In [AEPC13b], it is pointed out that control applications often do not enforce hard deadlines. The authors also discuss several cases of anomalies for control applications. It is shown that increasing the priority level of a control task or higher sampling rates might lead to higher values of jitter and, in turn, instability.

Xu et al., in [XÅBC14], discuss the importance of considering the time-varying delays experienced by each control application implemented on a shared platform, during the design phase. In [XÅC+15], the authors focus on the static-cyclic scheduling policy and propose a control–scheduling co-design approach in this setting. Exploiting the periodic delay patterns inherent in the periodic task execution paradigm, they present an analytical procedure to design periodic Linear-Quadratic-Gaussian (LQG) controllers.

In [MBP11, MBP14], the authors propose frameworks for control-quality driven priority and period assignment for control tasks, assum-
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ing a fluid execution model and constant delay. Similarly, a stability-aware priority assignment algorithm is discussed in [AEPC13b].

Buttazzo et al. [BVMF04] discuss a method for managing control performance under overload conditions. The proposed approach is based on the elastic scheduling theory [BLCA02] and the idea of switching the controller if it cannot provide the required performance at the current rate.

Palopoli et al. [PPBSV05] propose an approach to find the stability radius for control applications, considering a time-triggered model of computation and by translating the stability into deadline. The sensitivity analysis of embedded control applications with respect to variations in the sampling period is discussed in [AEPC13b].

In [NPAG06], the authors show that the performance gap between the Proportional-Integral-Derivative (PID) controller designed based on the mathematical model and the implementation of the controller on a predictable time-triggered platform can be quantified.

Weiss and Alur [WA07] consider automata theory to find the language that does not violate the performance requirements of a system. Then, a non-empty intersection of the scheduling automaton and performance requirements automata indicates the schedulability of the system. Similarly, in [DKGT14], the authors check whether the language (in terms of deadline miss/hit) of the provided resource by the real-time platform is included in the language (in terms of deadline miss/hit) which meets the performance constraints of a control application.

In [KKH+08], Koutsoukos et al. propose a passivity-based control design for cyber–physical systems. The main idea is that, by imposing passivity constraints on the component dynamics, the network effects can be ignored, hence the separation of concerns between the control design and implementation. Thus, the main advantage of the proposed approach is in facilitating compositional component-based design of cyber–physical systems. However, the price to pay for this separation is worse performance compared to the case where the control design and implementation are done in an integrated manner.

The analysis and design of servers for real-time applications are discussed by [SRLK02, LB03, SL03, AP04, EAL07, FD12]. In [CE05], Cervin and Eker introduce the concept of control server, as a simple interface between the controller synthesis and task scheduling.
In [FPG13], the authors consider the problem of bandwidth allocation for a set of control tasks, assuming a fluid approximation for execution model. While a time-triggered approach is considered, to avoid poor performance, they ignore the sensor data if the delay is longer than one sampling period. In [FGP13], they formulate a similar problem into a mixed integer optimization, hence combinatorial time complexity.

In [FPA13], the authors propose another execution model for real-time control applications to investigate stochastic stability, but ignoring the dependencies among stochastic variables, hence no hard stability guarantees.

The theory underlying the non-periodic (event-triggered and self-triggered) control paradigm is now well developed, assuming dedicated execution platforms [ÅB99, Årz99, VFM03, HJC08, HSB08, MAT09, WL09, VMB15]. However, the efficient and safe implementation of such controllers on shared platforms is still an open problem, despite several attempts [LCHZ07, VMB08, CH08, AT09, SEP+10, BMS13, AH14]. Current practice either suffers from extreme pessimism or provides no hard guarantees.

Cervin and Hennigsson [CH08] discuss the suitability of different medium access schemes for implementation of time-triggered and event-triggered control paradigms.

Lemmon et al. [LCHZ07] consider online scheduling of self-triggered controllers using elastic scheduling, but no stability guarantees are provided. Samii et al. [SEP+10] discuss dynamic scheduling of self-triggered controllers, with an objective function which considers both control quality and resource usage. However, the existence of such a dynamic schedule is only guaranteed under a very restrictive condition.

Velasco et al. [VMB08] discuss the challenging task of offline schedulability analysis when the platform is shared with self-triggered controllers. However, the main problem of finding the worst-case triggering pattern is left open. Anta and Tabuada [AT09] discuss the benefits of relaxing periodicity constraints over communication networks. However, to provide schedulability guarantees, the authors consider the minimum inter-arrival time for all possible initial states, which is extremely pessimistic and defeats the purpose of the self-triggered control paradigm. In [BMS13], the authors discuss an approximate
maximum inter-event time for event-triggered controllers, justified by the fact that a more regular execution pattern of event-triggered controllers leads to better schedulability results for other tasks.

In [EHÅ00, CEBÅ02], the authors discuss feedback–feedforward scheduling of control tasks. The scheduler uses feedback from execution-time measurements and feedforward from workload changes to assign the sampling periods of the control tasks at runtime. In [HC05, CVMC11], the authors propose a feedback scheduling strategy to assign the sampling period based on the plant state information. Similarly, in [MLB+04], the authors discuss that the open-loop resource management policy may not be optimal for resource constrained systems. For instance, a control task may not require the allocated bandwidth if the corresponding controlled system is already in equilibrium.

Related to non-periodic task models, the rate-adaptive task model is introduced by Buttazzo et al. in [BBB14]. The task model is considered in the context of schedulability analysis for engine control task. The idea is that the higher the angular velocity of the engine is, the higher the rate at which the related tasks need to execute (but with shorter execution times). However, a control-oriented metric which relates the task execution rate to the performance of the engine, instead of hard deadlines, is still needed.

1.3 Summary of Contributions

In this thesis, we propose systematic methodologies for the design and optimization of embedded control systems. First, the importance of considering both the expected control performance and stability is discussed and a design methodology is proposed to optimize control performance while guaranteeing stability [ASE+12]. Orthogonal to this design methodology, the design of bandwidth-efficient stabilizing control servers is addressed [ABEP15], which facilitates the compositional, isolated, and resource-efficient design of embedded control systems. Finally, the methodologies discussed in this thesis go beyond the traditional periodic controllers, since the thesis also addresses the analysis and design of such systems in the presence of novel self-triggered control schemes [ATEP16]. In addition to offline design methodologies, a novel scheduling policy, $J_{fair}$, to stabilize control
applications is proposed [AEP15]. The contributions of this thesis are summarized in the following subsections.

1.3.1 Control-Quality Driven Design with Stability Guarantees

In Chapter 3, two kinds of metrics to capture control performance are discussed: (1) stochastic control performance metrics and (2) robustness (stability-related) metrics. The former identifies the expected \( \text{(mathematical expectation)} \) control performance of a control application, whereas the latter is considered to be a measure of the worst-case control performance. Although considering both the expected control performance and worst-case control performance during the design process is crucial, previous work only focuses on one of the two aspects. The main drawback of such approaches, e.g., based solely on the expected control performance, is that the resulting high (expected) performance design solution does not necessarily satisfy the stability requirements in the worst-case scenario. On the other hand, considering merely the worst case, often results in a system with poor expected control performance. This is due to the fact that the design is solely tuned to a scenario that occurs very rarely. Thus, even though the overall design optimization goal should be the expected control performance, taking the worst-case control stability into consideration during the design space exploration is indispensable.

In Chapter 3, we propose an integrated control–scheduling co-design approach to optimize the expected control performance, while guaranteeing stability and robustness, even in the worst-case scenario.

Previously, the literature considers either the stability and worst-case control performance or the expected control performance, except for the simple case of time-triggered and static-cyclic scheduling policies [RS00, GLSC12]. In these approaches, eliminating the element of jitter or focusing on fixed delay patterns makes the analysis straightforward. Our proposed approach, however, goes beyond such specific and restrictive policies.

It has been shown that the results in this chapter are also valid in the case of distributed embedded control systems [AEPC13a].
1.3.2 Optimal Stabilizing Control Servers

In Chapter 4, the design of embedded control systems considering a server-based resource reservation mechanism is addressed. Note that the design issues discussed in this chapter are orthogonal to the design issues discussed in Chapter 3. The benefits of employing a server-based approach are manifold: providing a compositional and scalable framework, protection against other tasks’ misbehaviors, and systematic control server design and controller–server co-design. We propose a methodology for designing bandwidth-optimal servers to stabilize control tasks. The pessimism involved in the proposed methodology is both discussed theoretically and evaluated experimentally. It has been proved that if it is possible to implement the system over a unit-speed processor, it is also possible to implement the system using our design methodology, but considering a processing unit which runs at most two times faster.

The control server concept was first introduced in [CE05]. However, since then, the problem of designing such servers in a systematic manner was the main obstacle in using these servers. Current practice either considers simplified fluid execution models [FPG13] or ignores the dependencies among stochastic variables, which leads to lack of hard stability guarantees [FPA13]. In Chapter 4, we not only address the problem of optimal control server design to guarantee stability with the minimum bandwidth usage, but also provide analytical bounds on the amount of pessimism involved in our proposed approach.

1.3.3 An Online Stabilizing Scheduling Policy

In Chapter 5, we propose an online scheduling policy to stabilize control applications. We prove that it is possible to guarantee any jitter limits for tasks as long as the total processor utilization is not exceeding 100%. It is also proved that the number of preemptions needed by the proposed scheduling policy will be at most three times that of any other valid scheduling policy, including the optimal one. We discuss how to select the scheduling parameters, given the constraints on the latency and jitter, to guarantee stability. Further, a design optimization problem is formulated to minimize the total amount of resources utilized to guarantee the stability of the control applications.
1.3.4 Self-Triggered Controllers and Hard Real-Time Guarantees

In Chapter 6, as opposed to the previous chapters, we focus on the novel self-triggered controller paradigm. Self-triggered controllers, as opposed to the traditional periodic controllers, execute only when it is required to guarantee their performance metric. It is well known that event-triggered and self-triggered controllers implemented on dedicated platforms can provide the same performance as the traditional periodic controllers, while consuming considerably less bandwidth. However, since the majority of controllers are implemented by software tasks on shared platforms, it might no longer be possible to grant access to the event-triggered controllers upon request. On the other hand, due to the seemingly irregular requests from self-triggered controllers, other applications sharing the same processing element, while in reality schedulable, may be declared unschedulable, if not carefully analyzed. The schedulability and response-time analysis in the presence of self-triggered controllers is still an open problem and the topic of Chapter 6.

Existing approaches to the schedulability analysis in the presence of self-triggered controllers are either extremely pessimistic [AT09, SEP+10, BMS13] or do not provide any hard guarantees [LCHZ07, VMB08, CH08, AH14]. In Chapter 6, we address this problem and propose an offline schedulability analysis technique in the presence of self-triggered control tasks that allows to leverage the potential advantages of self-triggered control compared to periodic control.

1.4 List of Publications

The following published articles are directly related to the contributions presented in this thesis:


The following publications are related to the topic of this research, but are not directly covered in this thesis:


1.5 Thesis Overview

This thesis is organized in seven chapters. In Chapter 2, we will discuss the background of the work and the system model we consider. The control synthesis process and different control performance metrics are introduced. It will be shown that the stability of a control application depends on the real-time metrics, specifically latency and jitter, introduced through task scheduling. To compute the latency and jitter, the basics of real-time scheduling and response-time analysis will be discussed. Finally, the general control-scheduling problem is introduced. Note that, throughout this chapter, we try to provide intuition for the reader by discussing simple examples and simplified proofs.

In Chapter 3, we propose a design methodology to optimize the expected control performance, while guaranteeing robustness and stability in the worst-case scenario. The importance of such a design methodology is emphasized. On one hand, it has been shown that considering only the expected control performance leads to situations where we do not have any guarantees on the stability of the plants, in the worst-case scenario. On the other hand, the experiments demonstrate that considering only the worst-case control performance and optimization, based on the worst-case control performance, results in a design which is optimized to a scenario which occurs very rarely, and might also involve significant amount of pessimism. This, in turn, leads to poor control performance and resource utilization. Therefore, to provide high quality of control while guaranteeing stability, it is important to consider both the expected and worst-case control metrics.

Orthogonal to Chapter 3, in Chapter 4, we discuss a virtualization framework to facilitate the design problem. The resource-reservation mechanism provides compositionality, isolation, and a simple interface for a systematic design methodology. This simple interface enables us to find the minimum bandwidth required to guarantee the stability of control applications. The pessimism introduced is discussed theoretically and experimentally. In particular, it is proved that our proposed approach will, in the worst-case, require a processor which runs at double-speed, when compared to the optimal.

While in Chapters 3 and 4 we consider offline design methodologies, in Chapter 5, we propose an online scheduling algorithm, called
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Jfair, to stabilize control applications. Roughly speaking, the algorithm is an extension of the Pfair algorithm \cite{BCPV96}. It has been shown that the algorithm can guarantee any jitter limits as long as the processor utilization is not above 100\%. Further, we guarantee that the number of preemptions in our proposed algorithm to guarantee certain lag limits (which can be translated into jitter limits) is at most three times that of the optimal scheduling policy. We further discuss an optimization approach to determine the lag limits required to guarantee the stability of a control application scheduled by Jfair.

Thus far in the thesis we considered the periodic control paradigm. In Chapter 6, however, we extend the scope of our discussion to the self-triggered control schemes. As opposed to the periodic control paradigm, the seemingly irregular execution pattern makes it challenging to provide any guarantees when the platform is shared with self-triggered controllers. In this chapter, we investigate the execution patterns of self-triggered controllers and provide hard guarantees in the presence of self-triggered controllers on shared platforms.

Finally, the thesis will be concluded in Chapter 7. Future research directions will also be discussed in this chapter.

Figure 1.2 shows an overview of the thesis as a whole, and how the individual contributions of this thesis can be put together. The figure shows several servers and control tasks sharing the same platform, which are scheduled by the earliest-deadline-first (EDF) scheduling policy. For simplicity, we do not show the plants for all control tasks.

The designer may decide to run several control tasks within a server. This scenario is shown in Figure 1.2, where there are three control tasks running within server 3. Let us assume that the three control tasks are scheduled based on the fixed-priority policy. In this scenario, the control-scheduling co-design approach presented in Chapter 3 can be used within the server to optimize control quality while guaranteeing stability, with respect to the controller and scheduling parameters.

The design methodology proposed in this thesis supports compositionality and isolation (see Chapter 4). As shown in the figure, there might be several servers running in parallel and hosting control (server 1) or other applications (server 4). The optimal stabilizing server design technique in Chapter 4 can be readily utilized to find the minimum bandwidth required to guarantee the stability of the
control task within server 1.

Since the scheduling policy on the processing unit is the earliest-deadline-first (EDF) policy, the Jfair scheduling policy in Chapter 5 can be used to guarantee the stability of some control tasks, from which we only know very limited information.

Finally, for hard real-time tasks to be able to meet their deadlines when sharing the platform with a self-triggered controller (e.g., the real-time task within server 2), it is required to calculate the interference that the hard real-time task experiences from the self-triggered control task. This issue is discussed and addressed in Chapter 6.
The aim of this chapter is to introduce a common basis for the models considered in the following chapters. Further, this chapter provides helpful intuition regarding the mathematics used in this thesis, both in the control theory and real-time areas.

2.1 System Model

The system model is determined by the plant model, the platform model, and the application model. In this chapter we consider a general system model.

2.1.1 Plant Model

Let us consider a given set of plants $P$. Each plant $P_i$ is modeled by a continuous-time system of equations

$$
\begin{align*}
\dot{x}_i &= A_i x_i + B_i u_i + v_i, \\
y_i &= C_i x_i + e_i,
\end{align*}
$$

where $x_i$ and $u_i$ are the plant state and control signal, respectively. The additive plant disturbance $v_i$ is a continuous-time white-noise process with zero mean and given covariance matrix $R_{1i}$. The plant output is denoted by $y_i$ and is sampled periodically with some delays at discrete time instants—the measurement noise $e_i$ is a discrete-time Gaussian white-noise process with zero mean and covariance $R_{2i}$. The control signal will be updated periodically with some delays.
at discrete time instants and is held constant between two updates by a hold-circuit in the actuator [ÅW97].

For instance, an inverted pendulum can be modeled using Equation (2.1) with

\[
\begin{align*}
A_i &= \begin{bmatrix} 0 & 1 \\ g/l_i & 0 \end{bmatrix}, & B_i &= \begin{bmatrix} 0 \\ g/l_i \end{bmatrix}, & C_i &= \begin{bmatrix} 1 \\ 0 \end{bmatrix}^T, \\
\end{align*}
\]

(2.2)

where \( g \approx 9.81 \text{ m/s}^2 \) is the gravitational constant and \( l_i \) is the length of pendulum \( P_i \). The two states in \( x_i = \begin{bmatrix} \phi_i \\ \dot{\phi}_i \end{bmatrix} \) are the pendulum position \( \phi_i \) and speed \( \dot{\phi}_i \). For plant disturbance and measurement noise, we have \( R_{1i} = B_i B_i^T \) and \( R_{2i} = 0.1 \), respectively.

2.1.2 Platform Model

The platform considered in this thesis is a uniprocessor, even though the results are mostly valid also for communication infrastructures and distributed platforms. For instance, in [AEPC13a], we extend our co-design approach proposed in Chapter 3 to distributed cyber-physical systems and demonstrate that the conclusions are also valid even when a distributed platform is considered.

In Chapter 4, however, we will not consider any platform explicitly since the server concept is based on the virtualization idea.

2.1.3 Application Model

For each plant \( P_i \in P \) there exists a corresponding control application denoted by \( \Lambda_i \in \Lambda \), where \( \Lambda \) indicates the set of applications in the system. Each application \( \Lambda_i \) is modeled as a task graph. A task graph consists of a set of tasks and a set of edges, identifying the dependencies among tasks. Thus, an application is modeled as an acyclic graph \( \Lambda_i = (T_i, \Gamma_i) \), where \( T_i \) denotes the set of tasks and \( \Gamma_i \subset (T_i \times T_i) \) is the set of dependencies between tasks. We denote the j-th task of application \( \Lambda_i \) by \( \tau_{ij} \). The execution time, \( c_{ij} \), of the task \( \tau_{ij} \) is modeled as a stochastic variable with probability function \( \xi_{ij} \), bounded by the best-case execution-time \( c_{ij}^b \) and the worst-case execution time \( c_{ij}^w \). The probability function \( \xi_{ij} \) is used for the system simulation which is utilized in delay compensation for controller design and computing the expected control performance.
Worst-case stability guarantees only depend on the worst-case and best-case execution times. Further, the dependency between tasks $\tau_{ij}$ and $\tau_{ik}$ is captured by $(\tau_{ij}, \tau_{ik}) \in \Gamma_i$.

Control applications can typically provide satisfactory control performance over a range of sampling periods. One extensively used rule of thumb for identifying the interval from which the sampling period, denoted by $h_i$, can be chosen is as follows [ÅW97]:

$$0.2 \leq \omega_i h_i \leq 0.6,$$

where $\omega_i$ is the bandwidth of the closed-loop system for application $\Lambda_i$.

Hence, each application $\Lambda_i$ can execute with a period $h_i \in H_i$, where $H_i$ is the set of suggested periods application $\Lambda_i$ can be executed with. However, the actual period for each control application is determined during the co-design procedure, considering the direct relation between scheduling parameters and control synthesis.

A simple example of modeling a control application as a task graph is shown in Figure 2.1. The control application $\Lambda_i$ has three tasks, where $\tau_{is}$, $\tau_{ic}$, and $\tau_{ia}$ indicate the sensor, computation, and actuator tasks, respectively. The arrows between tasks indicate the dependencies, meaning that, for instance, the computation task $\tau_{ic}$ can be executed only after the sensor task $\tau_{is}$ completes its execution.

A special case of a task graph is a single task, which is very often sufficient to support our claims throughout this thesis. Thus, occasionally, we consider only a single task $\tau_i$ with the following parameters, which describe the timing behavior of the task:

- the execution time, denoted by $c_i$ with probability mass function $\xi_i$;
- the best-case execution time, denoted by $c_i^b$;
- the worst-case execution time, denoted by $c_i^w$; and
- the sampling period, denoted by $h_i$.

The sampling frequency is denoted by $f_i$ and is defined as follows,

$$f_i = \frac{1}{h_i}.$$
2.2 Control Performance and Controller Synthesis

In this section, we present preliminaries related to controller synthesis and also introduce control performance metrics, both the expected and worst-case.

2.2.1 Controller Synthesis

For a given sampling period $h_i$ and a given, constant sensor–actuator delay (i.e., the time between sampling the output $y_i$ and updating the controlled input $u_i$), it is possible to find the control-law $u_i$ that minimizes the expected cost $J_{\Lambda_i}^0$ [ÅW97]. Thus, the optimal controller can be designed if the delay is constant at each execution instance of the control application. Since the overall performance of the system is determined by the expected control performance, the controllers shall be designed for the expected (average) behavior of the system. System simulation is performed to obtain the delay distribution and the expected sensor–actuator delay and the controllers are designed to compensate for this expected amount of delay. In order to synthesize the controller we use MATLAB and the Jitterbug toolbox [LC02].

The sensor–actuator delay is, in reality, not constant at runtime due to the interference from other applications competing for the shared resources. The quality provided by the synthesized controller is degraded if the sensor–actuator delay is different from the constant one assumed during the control-law synthesis. The overall expected control quality of the controller for a given delay distribution is obtained as it will be discussed in the next section.

To provide intuition regarding the controller synthesis procedure, in the following, we discuss the Linear-Quadratic state-feedback controller (LQR), for the simple case of continuous-time plant and controller, ignoring delay, jitter, measurement noise, and disturbance.
We consider the simplified dynamical system

\[ \dot{x} = Ax + Bu. \]

The problem formulation is as follows,

\[
\begin{align*}
\min_u & \quad J^e_A(x_0) = \int_0^\infty x^T Q x + u^T R u \, dt \\
\text{s.t.} & \quad \dot{x} = Ax + Bu, \\
& \quad x(0) = x_0.
\end{align*}
\]

The optimal, stabilizing, feedback control is given by,

\[ u = -R^{-1}B^T Px, \]

where \( P \) is the solution to the following Riccati equation,

\[ A^T P + PA + Q - PBR^{-1}B^T P = 0. \]

It is well known that for linear systems there exists a Lyapunov function \( V(t) = x^T(t)Px(t) \), where \( P \) is a symmetric positive definite matrix that satisfies the algebraic Riccati equation. Since we want to have decrease along the trajectory, we would like to have \( \dot{V}(t) < 0 \),

\[
\dot{V}(t) = \dot{x}^T P x + x^T P \dot{x} \\
= x^T A^T P x + x^T P A x + u^T B^T P x + x^T P B u
\]

Then, we add to both sides \( x^T Q x + u^T R u \),

\[
\dot{V}(t) + x^T Q x + u^T R u = x^T P x + x^T P \dot{x} \\
= x^T (A^T P + PA) x \\
+ u^T B^T P x + x^T P B u \\
+ x^T Q x + u^T R u.
\]

Let us complete the square by adding and removing \( x^T PB R^{-1}B^T P x \) to the right-hand side. Assume \( R = U^T U \), \( R \) is positive definite, and
\( U \) is invertible. Then, the above can be written as follows,

\[
\dot{V}(t) + x^T Q x + u^T R u = \dot{x}^T P x + x^T P \dot{x} \\
= x^T \left( A^T P + PA \right) x \\
+ u^T B^T P x + x^T P B u \\
+ x^T Q x + u^T R u \\
- x^T P B R^{-1} B^T P x \\
= x^T \left( A^T P + PA + Q - P B R^{-1} B^T P \right) x \\
+ \| U u + U^{-T} B^T P x \|^2.
\]

The first term is independent of the control input and, therefore, the solution to the algebraic Riccati equation,

\[
A^T P + PA + Q - P B R^{-1} B^T P = 0.
\]

Assuming state-feedback controller \( K \),

\[
K = - R^{-1} B^T P,
\]

the second term will be equal to zero and we will have,

\[
\dot{V}(t) + x^T Q x + u^T R u = 0, \\
\dot{V}(t) = - x^T Q x - u^T R u < 0,
\]

since \( Q \) and \( R \) are positive definite.

Considering the equality in (2.5), the optimal control cost is given by,

\[
J^*_\Lambda(x_0) = \int_0^\infty x^T Q x + u^T R u \, dt = - \int_0^\infty \dot{V}(t) \, dt \\
= V(0) - V(\infty) \\
= x^T(0) P x(0).
\]

### 2.2.2 Expected Control Performance

In order to measure the expected quality of control for a control application \( \Lambda \) associated with plant \( P \), we use a standard quadratic
cost [ÅW97]

\[
J^e_A = \lim_{T \to \infty} \frac{1}{T} \mathbb{E}\left\{ \int_0^T \begin{bmatrix} x \\ u \end{bmatrix}^T Q \begin{bmatrix} x \\ u \end{bmatrix} \, dt \right\}.
\]  

(2.6)

The weight matrix \( Q \) is given by the designer, and is a positive semi-
definite matrix with weights that determine how important each of
the states or control inputs are in the final control cost, relative to
others (\( \mathbb{E} \{ \cdot \} \) denotes the expected value of a stochastic variable). To
compute the expected value of the quadratic control cost \( J^e_A \) for a
given delay distribution, the Jitterbug toolbox is employed [LC02].

Intuitively, the cost function captures (1) the expected deviation
of the state variables from the origin and (2) the expected energy
used to control the plant. This is probably more clear if we consider
the Linear-Quadratic controller (LQR) case. In the case of Linear-
Quadratic controller, the problem formulation is as follows,

\[
\min_u J^e_A(x_0) = \int_0^\infty x^T Q x + u^T R u \, dt
\]

s.t. \[
\dot{x} = Ax + Bu,
\]
\[
x(0) = x_0.
\]

The optimal cost of the problem is given by

\[
J^*_A(x_0) = x^T(0)Px(0),
\]

obtained as discussed in the previous section, where \( P \) is the solution
to the following Riccati equation,

\[
A^T P + PA + Q - PBR^{-1}B^T P = 0.
\]

In the following, we demonstrate the relation among the delay,
the sampling period, and the expected control cost through a simple
example. We consider an inverted pendulum with transfer function
\( \frac{1}{s^2} \). The sampling period of the inverted pendulum is varied in the
interval of \([0.1, 0.5]\). The delay is also varied and is reported in terms
of the percentage of the sampling period. Note that in this example,
we consider constant delays and the controller is also designed to
compensate for this constant delay.
We use the Jitterbug toolbox to calculate the quadratic control cost. The results are shown in Figure 2.2. Often, the control cost, for a given sampling period, increases as the delay increases. Another observation is that for longer sampling periods, an increase in the delay (in terms of the percentage of the sampling period) has a more dramatic impact on the control cost, compared to when the sampling period is short.

Let us now consider Figure 2.3, where we change the sampling period of the inverted pendulum in the interval of \([0.2, 0.8]\) seconds, and consider a constant delay of 0.1 seconds. For the blue curve, the controller is synthesized such that it considers the constant delay and compensates for it. The red curve is the control cost of the controller which ignores the information regarding the constant delay.

Note that the controller which takes into consideration the constant delay at control-law synthesis outperforms the other controller. Furthermore, it is clear that increasing the sampling period leads to
worse control performance, as it is expected. This result is intuitive, since the more often the plant is controlled, the better the control performance, and the lower the control cost.

Let us now consider Figure 2.4, where we change the constant delay of the inverted pendulum in the interval of \([0.01, 0.3]\) seconds, and consider a fixed sampling period of 0.3 seconds. The blue curve is the control cost when the controller is synthesized to account for the actual constant delay. The red curve, however, is generated for a controller which is synthesized for zero input–output delay. Observe that for long delays the control cost is not finite, i.e., the control application becomes unstable, for the controller which does not compensate for the delay.

Note that, similar to the previous case, considering the delay in the control-law synthesis process improves the control performance. Further, the shorter the delay, the better the control performance, and the lower the control cost.
Figure 2.4: The quadratic control cost based on the constant delay for a fixed sampling period. The blue curve shows the case when the controller is synthesized for the constant delay, whereas the red curve is the control cost for the controller which does not consider the constant delay during synthesis.

It has been shown that there does not exist any guaranteed margins for the standard Linear-Quadratic-Gaussian (LQG) regulators [Doy78]. In addition to this, in our problem formulation the controllers are designed for a given delay distribution. Using Jitterbug, the stability of a plant can be analyzed in the mean-square sense if all time-varying delays are assumed to be independent stochastic variables. However, by their nature, task and message delays do not behave as independent stochastic variables and, therefore, the stability results based on the above quadratic cost are not valid as worst-case guarantees. Hence, while the above cost function is appropriate as a metric for the average quality of control, it cannot provide a hard guarantee of stability in the worst case.
2.2.3 Worst-Case Control Performance

The worst-case control performance of a system can be quantified by an upper bound on the gain from the uncertainty input to the plant output. For instance, let us consider Figure 2.5, where the plant is denoted by $P$ and the controller is denoted by $K$. Assuming the exogenous input $w$ to be the uncertainty input, the worst-case performance of a system can be measured by computing an upper bound on the worst-case gain $G$ from the exogenous input $w$ to the plant output $z$. The plant output is then guaranteed to be bounded by

$$\|z\| \leq G\|w\|.$$  

In order to measure the worst-case control performance of a system, we use the Jitter Margin toolbox [Cer12]. The Jitter Margin toolbox provides sufficient conditions for the worst-case stability of a closed-loop system with a linear continuous-time plant and a linear discrete-time controller. Moreover, if the closed-loop system is stable, the Jitter Margin toolbox can measure the worst-case performance of the system. The worst-case control cost is captured by

$$J_w^\Lambda = G(P, K, L, J_s, J_a). \quad (2.7)$$

The discrete-time controller designed for sampling period $h$ is denoted by $K$. The nominal sensor–actuator (input–output) delay for control application $\Lambda$ is denoted by $L$. The worst-case jitters in response times of the sensor (input) and the actuator (output) tasks of application $\Lambda$ are denoted by $J_s$ and $J_a$ (see Section 2.3, Figure 2.8), respectively. It should be noted that a finite value for the worst-case control cost $J_w^\Lambda$ represents a guarantee of stability for control application $\Lambda$ in the
Figure 2.6: The stability curves generated by Jitter Margin and their linear lower bounds (the area below the curves is the stable area).

worst case. Furthermore, a smaller value of the worst-case gain $G$ indicates a better worst-case control performance.

A special case of the above results is when the sampling jitter is omitted, simply by using a dedicated hardware to perform the sampling strictly periodically. In this case, the Jitter Margin toolbox [KL04, CLE+04, Cer12] can quantify the tolerable amount of latency and jitter experienced by a control application before the instability of the plant, or before certain worst-case performance requirements are violated.

For a given controller and latency, the Jitter Margin toolbox computes the *jitter margin* (similar to the *phase margin* and *gain margin* concepts) to guarantee the required degree of performance or stability. The Jitter Margin toolbox provides the stability curve that determines the maximum tolerable response-time jitter $J$ based on the latency $L$. While the curve can instead be generated for a certain required control performance, rather than stability, we use the phrase *stability curve* in this thesis to refer to the output of the Jitter Margin toolbox.

The solid curves in Figure 2.6 are examples of the *stability curves* generated by the Jitter Margin toolbox. The area below the solid
curve is the stable area. The green curves are generated for a DC servo process \( \frac{1000}{s^2+s} \) and discrete-time Linear-Quadratic-Gaussian (LQG) controllers. The upper and lower green curves correspond to LQG controllers with sampling periods 6 ms and 12 ms, respectively. Replacing the Linear-Quadratic-Gaussian controllers with a Proportional-Integral-Derivative (PID) controller, the blue curves in Figure 2.6 are obtained. Notice the large gap between the two blue curves generated for the two sampling periods. The upper blue curve, \( h = 6 \) ms, provides better stability margin (the application can tolerate larger delay and jitter) compared to the lower curve, \( h = 12 \) ms, but requires higher bandwidth due to more frequent activation. This trade-off motivates the need for a co-design approach where the real-time parameters are optimized along with the controllers in a unified process.

In the following, we will provide intuition on how to derive such sufficient stability conditions for the simple case of a continuous-time plant and continuous-time controller, borrowed from [KL04]. The analysis is based on the small-gain theorem. There are three steps in the analysis: (1) the control loop is transformed as it is shown in Figure 2.7, (2) The gains of the two parts (\( \Delta F \) and \( G_{wv} \)) of the loop are calculated, and, finally, (3) based on the small-gain theory, the stability criterion is obtained.

The main step is to compute the gain \( \Delta F \). Let us define

\[
y(t) = \int_0^t v(\tau) d\tau,
\]

and

\[
w(t) = y(t - \delta(t)) - y(t) = \int_{t-\delta(t)}^t v(\tau) d\tau,
\]

Figure 2.7: Loop transformation of the delayed system [KL04]
where $\delta(t)$ is the time-varying delay parameter which is bounded above by $\bar{\delta}$, i.e., $\delta(t) \leq \bar{\delta}$. Using the Cauchy–Schwarz inequality in the first inequality and the boundedness of the delay parameter in the second inequality we obtain,
\[
w(t)^2 = \left(- \int_{t-\delta(t)}^{t} v(\tau) d\tau\right)^2 \leq \delta(t) \int_{t-\delta(t)}^{t} v(\tau)^2 d\tau \\
\leq \bar{\delta} \int_{t-\delta(t)}^{t} v(\tau)^2 d\tau.
\]
Then, the $L_2$ norm of $w(t)$ can be bounded as follows,
\[
\|w\|_{L_2}^2 \leq \int_0^{\infty} \bar{\delta} \int_{t-\delta(t)}^{t} v(\tau)^2 d\tau dt = \bar{\delta} \int_0^{\infty} \int_{-\bar{\delta}}^{0} v(t+s)^2 ds dt \\
= \bar{\delta} \int_{-\bar{\delta}}^{0} \int_0^{\infty} v(t)^2 dt ds \\
= \bar{\delta} \|v\|_{L_2}^2 \int_{-\bar{\delta}}^{0} 1 ds \\
= \bar{\delta}^2 \|v\|_{L_2}^2.
\]
This basically means that the gain $\Delta_F$ is bounded,
\[
\|\Delta_F\|_{L_2} = \frac{\|w\|_{L_2}}{\|v\|_{L_2}} \leq \bar{\delta}.
\]
Finally, the small-gain theorem is used to derive the stability criterion,
\[
\sup_{\omega \in [0, \infty]} \left| \frac{j\omega P(j\omega)K(j\omega)}{1 + P(j\omega)K(j\omega)} \right| \cdot \bar{\delta} < 1.
\]
Note that the condition could be improved if the delay parameter is also bounded from below $\delta \leq \delta(t) \leq \bar{\delta}$. This is simply done by replacing $P(s)$ by $P(s)e^{-\bar{\delta}s}$ and redefining $\bar{\delta} = \bar{\delta} - \delta$. In this case, the constant part of the delay is moved in the plant.

### 2.3 Latency and Jitter Analyses

In order to apply the worst-case control performance analysis, Equation (2.7), we shall compute the three parameters mentioned in Section 2.2.3, namely, the nominal sensor–actuator delay $L$, worst-case
sensor jitter $J_s$, and worst-case actuator jitter $J_a$ for each control application $\Lambda$. Figure 2.8 illustrates the graphical interpretation of these three parameters. To obtain these parameters, we can apply response-time analysis as follows,

$$ J_s = R^w_s - R^b_s, $$
$$ J_a = R^w_a - R^b_a, $$
$$ L = \frac{R^b_{ia} + R^w_{ia}}{2} - \frac{R^b_{is} + R^w_{is}}{2}, $$

(2.8)

where $R^w_s$ and $R^b_s$ denote the worst-case and best-case response times for the sensor task $\tau_s$ of the control application $\Lambda$, respectively. Analogously, $R^w_a$ and $R^b_a$ are the worst-case and best-case response times for the actuator task $\tau_a$ of the same control application $\Lambda$.

Let us now consider the simple latency–jitter interface, where the sampling jitter is eliminated by introducing a dedicated hardware to perform the sampling strictly periodically.

In order to apply the stability analysis discussed, the values of the latency ($L$) and worst-case response-time jitter ($J$) of the control task should be computed. In this case, we define the two metrics based on the worst-case and best-case response times as follows,

$$ L = R^b, $$
$$ J = R^w - R^b, $$

(2.9)

where $R^w$ and $R^b$ denote the worst-case and best-case response times, respectively.

For a given sampling period, the stability curve can safely be approximated by a linear function of the latency and worst-case response-time jitter. The linear approximation is generated by a constrained
least-squared optimization on the original curve generated by the Jitter margin toolbox, which is computationally efficient. The linear stability condition for a control application is of the form

\[ L + aJ \leq b, \tag{2.10} \]

where \( a \geq 1, b \geq 0 \). The latency \( L \) identifies the constant part of the delay that the control application experiences, whereas the worst-case response-time jitter \( J \) captures the varying part of the delay (see Figure 2.9, where \( R^b \) and \( R^w \) represent the best-case and worst-case response times, respectively).

The linear lower bounds, depicted by the dashed lines, on the original curves generated by the Jitter Margin toolbox are also shown in Figure 2.6. In [CLE+04], Cervin et al. discussed the fact that \( L + J(L) \) is an increasing function of \( L \), where \( J(L) \) is the jitter margin for the latency \( L \). We shall show that the coefficient \( a \) is indeed always greater than 1. Let us consider two latency values of \( L \) and \( L' \), where \( L < L' \). Based on this property, we can write the following inequality,

\[ L + J(L) < L' + J'(L'), \]

which can be simplified to,

\[ a = -\frac{L' - L}{J'(L') - J(L)} > 1. \]

This indicates that control applications are more sensitive to the varying part of the delay than the constant part.

Often, the linear lower bound efficiently captures the stable area identified by Jitter Margin. Although we consider only a single linear function to lower bound the curve generated by the Jitter Margin
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In this thesis, it is also possible to consider a piecewise linear lower bound and perform all optimizations throughout this thesis for each linear section and then choose the best solution among all. However, for the sake of presentation, here, we consider that the stability curve can be efficiently bounded from below by a single linear function.

Considering the linear lower bound on the original stability curve, the linear stability constraint can be formulated as,

\[ L + aJ \leq b, \]
\[ R^b + a(R^w - R^b) \leq b. \]  \hspace{1cm} (2.11)

For a given control application, the stability condition (2.11), which is based on the exact best-case and worst-case response times, determines if the application, in the worst-case, is guaranteed to be stable.

In the context of the design and optimization, as will be discussed, the presence of discontinuous operators (ceiling) in the exact expressions (2.16) and (2.14) of the worst-case and best-case response times makes them unsuitable. Hence, we use the upper/lower bound of the worst/best-case response times (see Chapter 4) and redefine the latency and the worst-case response-time jitter as follows,

\[ L = R^b, \]
\[ J = R^w - R^b. \]  \hspace{1cm} (2.12)

While using the linear supply bounds involves some pessimism compared to the original supply bounds, it is safe from the stability point of view [CLE+04]. Then, the stability condition is as follows,

\[ L + aJ \leq b. \]  \hspace{1cm} (2.13)

2.4 Response-Time Analysis

In this thesis, we consider fixed-priority preemptive scheduling for its simplicity. However, mainly similar conclusions can be drawn for the dynamic-priority scheduling policies, provided the response-time analysis results are available. This section gives a brief overview on computing the worst-case and best-case response times. The response time of a job is defined as the amount of time it takes for a job
to finish its execution, from the moment it is released. The best-case and worst-case response times are, respectively, the minimum and maximum response times among all jobs of a task. The jitter is defined as the variation in the response time of a task, i.e., the difference between the best-case and worst-case response times.

### 2.4.1 Worst-Case Response-Time Analysis

Under fixed-priority preemptive scheduling, assuming deadline $D_i \leq h_i$ and an independent taskset, the exact worst-case response time of a task $\tau_i$ occurs once all jobs of different tasks are released at the same time as the job under analysis. The exact worst-case response time, then, occurs for the first job of the task under analysis at the so-called critical instant and it can be computed by the following equation [JP86],

$$R^w_i = c^w_i + \sum_{\tau_j \in hp(\tau_i)} \left\lceil \frac{R^w_i}{h_j} \right\rceil c^w_j,$$

(2.14)

where $hp(\tau_i)$ denotes the set of higher priority tasks for task $\tau_i$. Equation (2.14) is solved by fixed-point iteration starting with, e.g., $R^w_i = c^w_i$.

Assuming arbitrary deadlines, it has been shown that the worst-case response time can occur for the later jobs in the so-called busy period [Leh90]. The worst-case response time for independent tasksets with arbitrary deadlines is given by [Leh90] and [TBW94],

$$w_i(q) = (q + 1)c^w_i + \sum_{\tau_j \in hp(\tau_i)} \left\lceil \frac{w_i(q)}{h_j} \right\rceil c^w_j,$$

$$R^w_i = \max_q \{w_i(q) - qh_i\}.$$

(2.15)

Under the assumption of arbitrary deadlines, all instances in the busy period must be considered in order to obtain the worst-case response time.

### 2.4.2 Best-Case Response-Time Analysis

Under fixed-priority preemptive scheduling, assuming $D_i \leq h_i$ and an independent taskset, the exact best-case response time of a task $\tau_i$
occurs for the job which finishes its execution at the critical instant, or the so-called favorable instant, if we consider the best-case analysis and the terminology in [RS02]. The exact best-case response time is given by the following equation [RS02],

\[ R^b_i = c^b_i + \sum_{\tau_j \in hp(\tau_i)} \left\lceil \frac{R^b_j}{h_j} - 1 \right\rceil c^b_j. \] (2.16)

Similar to worst-case response-time analysis, Equation (2.16) also has to be solved by iteration, but starting from an initial value of, e.g., \( R^b_i = R^w_i \). The above equation is also a valid lower bound for tasksets with arbitrary deadlines.

Assuming arbitrary deadlines, although the above equation results in a safe lower bound for the best-case response time, to compute the exact best-case response time the notion of active period should be considered, to account for the interference from the previous jobs [BLM13]. The exact best-case response time is given by the following equation [BLM13],

\[ b_i(q) = q c^b_i + \sum_{\tau_j \in hp(\tau_i)} \left\lceil \frac{b_j(q)}{h_j} - 1 \right\rceil c^b_j, \]

\[ R^b_i = \max_q \left\{ b_i(q) - (q - 1) h_i \right\}, \] (2.17)

where \( q \) is bounded above by the number of jobs of task \( \tau_i \) in the busy period.

## 2.5 Properties of Latency and Jitter

In this section, we investigate the effect of changing scheduling parameters, i.e., priorities and periods, on the latency and jitter a control application experiences. In particular, it will be shown that the monotonicity property does not hold for the response-time jitter obtained based on Equations (2.14) and (2.16).

### 2.5.1 Analysis with Respect to Priorities

The latency and worst-case response-time jitter, defined in Equation (2.9), only depend on the best-case and worst-case response times.
(a) The original worst-case response-time scenario
(b) The original best-case response-time scenario
(c) The worst-case response time after removing task \( \tau_2 \)
(d) The best-case response time after removing task \( \tau_2 \)
(e) The worst-case response time after increasing period \( h_1 \)
(f) The best-case response time after increasing period \( h_1 \)

Figure 2.10: Non-monotonicity of response-time jitter with respect to priorities and periods
Further, the best-case and worst-case response times only depend on the set of higher priority tasks. Therefore, the latency and response-time jitter remain unchanged as long as the set of higher priority tasks remains the same; then, the relative priority order of the higher priority tasks (and lower priority tasks) is irrelevant.

In addition to the above, we shall consider the effect of removing a higher priority task from the set of high priority tasks. It is clear from Equation (2.16) that removing a higher priority task results in less or equal latency. As opposed to the latency, the response-time jitter, however, does not monotonically change with removing high priority tasks due to the jumps in the worst-case and best-case response times as results of the ceiling functions in Equations (2.14), (2.15), (2.16), and (2.17). This will be illustrated using a small example.

It should be reminded that the worst-case response time occurs at the critical instant, i.e., when the task under analysis is released at the same time as all other high priority tasks [JP86]. The best-case response time occurs when the task under analysis is released such that it finishes executing simultaneously with the release of all its high priority tasks, i.e., at the favorable instant [RS02].

Let us consider three tasks \( \tau_1 = (\rho_1 = 3, c^w_1 = 3, c^b_1 = 3, h_1 = 12) \), \( \tau_2 = (2, 1, 1, 9) \), \( \tau_3 = (1, 9.5, 8.5, 100) \). The priority of task \( \tau_i \) is denoted by \( \rho_i \). The worst-case and best-case scenarios for task \( \tau_3 \), under analysis, are shown in Figures 2.10(a) and 2.10(b). The set of higher priority tasks is \( hp(\tau_3) = \{\tau_1, \tau_2\} \). Let us further consider implicit deadlines (deadlines equal to periods) for all three tasks. The worst-case and best-case response times are \( R^w_3 = 9.5 + 2 \times 3 + 2 \times 1 = 17.5 \) and \( R^b_3 = 8.5 + 1 \times 3 + 1 \times 1 = 12.5 \), respectively. The worst-case jitter in the response time of task \( \tau_3 \) is \( J_3 = 5 \). Let us remove task \( \tau_2 \) from the set of higher priority tasks of task \( \tau_3 \), i.e., \( hp(\tau_3) = \{\tau_1\} \). Figures 2.10(c) and 2.10(d) show the new worst-case and best-case response times. The dotted lines show the execution of task \( \tau_2 \) according to the previous scenario. The worst-case and best-case response times decrease to \( R^w_3 = 9.5 + 2 \times 3 + 0 \times 1 = 15.5 \) and \( R^b_3 = 8.5 + 0 \times 3 + 0 \times 1 = 8.5 \). The worst-case jitter in the response time of task \( \tau_3 \) is, however, increased to \( J_3 = 7 \) by removing high priority task \( \tau_2 \).
2.5.2 Analysis with Respect to Periods

The latency, as defined in Equation (2.9), monotonically increases with decrease in the period of high priority tasks. Increasing the periods of higher priority tasks results in less or equal interference at the favorable instant. In other words, increasing the periods of higher priority tasks may cause some instances of these tasks to fall outside the interference scenario.

While the latency monotonically decreases with increasing the periods of the higher priority tasks, the worst-case response-time jitter does not monotonically change with periods. This can be illustrated by an example as follows. Let us consider the same taskset as in the previous example, i.e., \( \tau_1 = (3, 3, 3, 12), \tau_2 = (2, 1, 1, 9), \tau_3 = (1, 9.5, 8.5, 100) \). The deadlines are considered to be equal to the periods. The worst-case and best-case instants are shown in Figures 2.10(a) and 2.10(b) and, as shown before, we have \( R^w_3 = 17.5, R^b_3 = 12.5, \) and \( J_3 = 5 \). Now, let us increase the period of task \( \tau_1 \) to \( h_1 = 13 \). Figures 2.10(e) and 2.10(f) show the new worst-case and best-case scenarios. While the worst-case response time remains the same, the best-case response time of task \( \tau_3 \) is decreased to \( R^b_3 = 8.5 + 0 \times 3 + 1 \times 1 = 9.5 \), leading to an increase in the worst-case response-time jitter experienced by task \( \tau_3 (J_3 = 8) \).

The section can be summarized in the following Remark.

**Remark 2.5.1** The latency and worst-case response-time jitter defined in Equation (2.9) have the following properties,

1. **Priorities:**

   - The latency and worst-case response-time jitter experienced by a task are independent of the priority order of other tasks as long as the set of higher priority tasks remains the same.
   - Increasing the priority level of a task leads to a less or equal latency for that task.
   - Increasing the priority level of a task does not necessarily lead to a less or equal worst-case response-time jitter for that task.

2. **Periods:**

...
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- Shorter period for a higher priority task leads to a greater or equal latency for the task under analysis.
- Shorter period for a higher priority task does not necessarily lead to a greater or equal worst-case response-time jitter for the task under analysis.

Observe that in the examples in this section, different relative phasings are considered for the task under analysis in the best-case and worst-case scenarios, which might not be possible in reality. The question is whether the previous results are still valid if we consider the same phasing in both the best-case and worst-case scenarios.

It turns out that similar conclusions can be drawn even if we consider the same phasing in the best-case and worst-case scenarios. For instance, Figure 2.11 is an example of such a scenario, with respect to task priorities. Let us consider the following taskset: \( \tau_1 = (3, 3, 3, 6) \), \( \tau_2 = (2, 2, 2, 8) \), \( \tau_3 = (1, 1, 1, 8) \). Task \( \tau_3 \) is the task under analysis and we consider only the response time jitter. As it is clear in Figure 2.11(a), before removing the higher priority task \( \tau_2 \), the jitter is \( J_3 = R^w_3 - R^b_3 = 6 - 4 = 2 \) time units, while after removing the higher priority task \( \tau_2 \), the jitter increases to \( J_3 = R^w_3 - R^b_3 = 4 - 1 = 3 \) time units, as it is shown in Figure 2.11(b).
2.6 General Problem Formulation

In this section, we would like to set the basis for the control–scheduling problem. First, we discuss the effect of delay and sampling period on the control performance and stability. Secondly, we go through the scheduling problem and clarify its connection to the controller synthesis task. Finally, we provide intuition regarding the interfaces used to capture stability and control performance.

2.6.1 The Effect of Delay and Sampling Period

Let us consider a single control task, which samples the state of the plant strictly periodically, computes the control input, and applies the control input to the plant. Figure 2.12 shows such a scenario. The upward arrows indicate the moment the state of the plant is sampled and the control input is applied when the execution of the task is finished. The distance between two sampling instants, i.e., sampling period, is constant and is denoted by $h$. The calculation of control input involves some computations and, therefore, there is a delay from the sampling instant to the actuation instant. Let us denote the constant delay between sampling and actuation by $L$. Note that the control input is kept constant by a hold circuit between two actuation instants.

To clarify, in Figure 2.12, the state of the plant is sampled at time $k \cdot h$ and this state information is used to compute the control input. While the control task is calculating the control input, the previous control input, based on the sampling at time $(k - 1) \cdot h$, is being applied. At time $k \cdot h + L$, the computation of control input based on the new sampled state is done and the new input is applied until the next actuation point. At time $(k + 1) \cdot h$, the state is sampled again and the control task computes the next control input and it will be applied at time $(k + 1) \cdot h + L$.

We consider the simplified dynamical system

$$\dot{x} = Ax + Bu.$$ 

In this case, the system can be modeled as follows,

$$x[k + 1] = \bar{A}x[k] + \bar{B}_L u[k - 1] + \bar{B}_{h-L} u[k],$$
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Figure 2.12: The schedule for a single task with periodic sampling and constant delay.

where

\[ \bar{A} = e^{Ah}, \]
\[ \bar{B}_L = e^{A(h-L)} \int_0^L e^{At} dB, \]
\[ \bar{B}_{h-L} = \int_0^{h-L} e^{At} dB. \]

Assuming the state feedback controller \( u[k] = Kx[k] \), the dynamics can be written as follows,

\[ x[k+1] = \bar{A}x[k] + \bar{B}_Lx[k-1] + \bar{B}_{h-L}Kx[k]. \]

This basically means that while the new control input is being computed based on the new sampled state (i.e., for the first \( L \) time units after each sampling instant) the last control input computed based on the previous sampled state is applied.

Finally, let us extend the state vector as follows,

\[ z[k] = \begin{bmatrix} x[k] \\ x[k-1] \end{bmatrix}. \]  

(2.18)

In this case, the system can be written as follows,

\[ z[k+1] = \bar{A}z[k], \]
where the closed-loop matrix \( \hat{A} \) is given by,
\[
\hat{A} = \begin{bmatrix} \hat{A} + \hat{B}_{h-L}K & \hat{B}_LK \\ I & 0 \end{bmatrix}.
\]

This shows that the closed-loop dynamics depend on both the sampling period \( h \) and constant delay \( L \). For instance, the system is guaranteed to be stable if all the eigenvalues of matrix \( \hat{A} \) are inside the unit circle.

Note that the control gain \( K \) is synthesized for a sampling period \( h \) and zero sensor–actuator delay. However, if the model of the dynamical system is available and the delay is constant and known, it is possible to compensate for this delay.

To account for the delay, based on the dynamical model, the constant and known delay, and the state of the plant at the sampling instant, we compute the state of the plant at the actuation instant. Then, we simply synthesize the control gain \( K \) for sampling period \( h \) and zero delay, but the control input is calculated based on the predicted state of the plant at the actuation instant.

Observe that we can only account for the delay if the delay between sampling and actuation is constant and known. This is not the case when the platform is shared among several tasks, as it is considered in this thesis. The competition among tasks for execution results in a time-varying time delay for the low priority task. This has been shown in Figure 2.13, where we introduce a higher priority task.
which competes for execution on the shared platform. In the example in Figure 2.13, it is still possible to design the controller to take into consideration the deterministic delay pattern \([XÅC_1+15]\). The idea is to consider all the jobs in one hyper-period instead of only a single job. This is only possible due to the deterministic pattern in the input-output delays. Nevertheless, the execution-time of each task varies due to different platform states or input data, and this leads to varying and unpredictable interference patterns. Moreover, the delay compensation is not straightforward in the presence of complex timing behaviors. Similar conclusions can be drawn if we consider that the sampling is not strictly periodic.

To sum up, the sensor–actuator (input–output) delay and sampling period are among the most important factors which determine the control performance and stability margins of a control application. Further, it has been discussed that it is not straightforward to deal with complex timing behaviors introduced as a result of resource sharing.

2.6.2 Task Scheduling and Controller Synthesis

Early in this section, it has been discussed that the delay characteristics in the control-law synthesis process have a dramatic impact on the performance (see Figure 2.4) and stability (see Figure 2.6) of control applications. In particular, the sampling period which may be used for the controller to guarantee certain performance level depends on the delay experienced by the controller (see Figures 2.6 and 2.3). The sampling period obviously has a direct impact on task scheduling. Finally, the delay experienced by a control task is determined by the task scheduling process. This clarifies the interdependency of the controller synthesis and task scheduling.

The problem becomes more complex if we consider that changing the parameters of a task affects the performance of other tasks. In addition, intuitively better choices of the parameters of a task might not necessarily be better from the control performance and stability points of view. For example, increasing the priority level of a task might mean larger jitter and, thus, instability for the corresponding control application (see Section 2.5).

To sum up, the interdependence between controller synthesis and task scheduling motivates the need for a co-design methodology. The
traditional approaches based on the \textit{separation of concerns} principle treat these two processes separately and often obtain a suboptimal solution.

\subsection*{2.6.3 Delay Distribution, Latency, and Jitter}

It is important to realize that the most rigorous interface between control synthesis and task scheduling is the exact delay patterns. This is, however, often not available except for the case of very restricted scheduling policies. The next closest option is the delay distribution. The delay distribution basically determines the control performance of the application. In fact, the Jitterbug toolbox uses the delay distribution to compute the expected performance of a control application.

A considerably less expressive interface is the latency–jitter interface. The latency–jitter interface abstracts the exact delay patterns by considering only the extreme values. Note that the latency–jitter interface says very little about the distribution of delay. Therefore, it is not an appropriate metric for measuring control quality. In other words, similar values of latency and jitter might lead to completely different control qualities. However, when it comes to providing hard stability guarantees, we have to consider the worst-case scenario and this interface is simple enough to capture sufficient conditions for stability. The Jitter Margin toolbox uses this interface to investigate stability. Note that, as shown in Section 2.3, the coefficient $a$ is always greater than or equal to one. This basically means that the worst-case stability condition is more sensitive to an increase in the jitter than the latency.
As discussed in the previous chapters, the resource sharing among several control applications leads to complex timing behaviors that degrades the quality of control, and more importantly, can jeopardize stability in the worst-case, if not properly taken into account during design. The two main requirements of control applications are: (1) robustness and, in particular, stability and (2) high control quality. Although stability of the control applications is absolutely essential, a design flow driven by the worst-case scenario often leads to poor control quality since the design is tuned towards the worst-case scenario that may occur very rarely. On the other hand, designing the system merely based on control quality, determined by the expected (average-case) behavior, does not guarantee the stability of control applications in the worst case. Therefore, both control quality and worst-case stability have to be considered during the design process, i.e., period assignment, task scheduling, and control-synthesis. In this chapter, we present an integrated control–scheduling co-design approach to optimize the expected control performance, while guaranteeing stability.

3.1 Introduction and Related Work

The design of embedded control systems involves two main tasks, synthesis of the controllers and implementation of the control ap-
applications on a given execution platform, as discussed before. Controller synthesis comprises period assignment, delay compensation, and control-law synthesis. Implementation of the control applications, on the other hand, is mostly concerned with allocating computational resources to these applications (e.g., mapping and scheduling).

Traditionally, the problem of designing embedded control systems has been dealt with in two independent steps, where first the controllers are synthesized and, then, applications are implemented on a given platform. However, this approach often leads to either resource under-utilization or poor control performance and, in the worst case, may even jeopardize the stability of control applications because of timing problems which can arise due to certain implementation decisions [WNT95], [ÅCES00]. As shown in the previous chapter, in order to achieve high control performance while guaranteeing stability even in the worst case, it is essential to consider the temporal properties extracted from the system schedule during control synthesis and to keep in view control performance and stability during system scheduling.

Rehbinder and Sanfridson [RS00] studied the integration of offline scheduling and optimal control. They found the static-cyclic schedule [Kop97] which minimizes a quadratic cost function. Although the stability of control applications is guaranteed, the authors mentioned the intractability of their method and its applicability only for systems limited to a small number of controllers. Majmudar et al. [MSZ11] proposed a performance-aware static-cyclic scheduler synthesis approach for control systems. The optimization objective is based on the \( L_\infty \) to RMS gain. Goswami et al. [GLSC12] proposed a time-triggered implementation method for mixed-criticality automotive software. The optimization is performed considering an approximation of a quadratic cost function, in the absence of noise and disturbance. Considering time-triggered implementation, it is straightforward to guarantee stability, as a consequence of removing the element of jitter. However, to completely avoid jitter, the periods of applications are constrained to be related to each other (harmonic relationship) or the data are unnecessarily buffered for the worst-case delay. Therefore, such approaches can lead to resource under-utilization and, possibly, poor control performance due to long sampling periods or long delays [RS00], [ÅC05]. The approaches in [RS00], [MSZ11], and [GLSC12] are restricted to static-cyclic and
time-triggered scheduling.

Seto et al. [SLSS96] found the optimal periods for a set of controllers on a uniprocessor platform with respect to a given performance index. Bini and Cervin [BC08] proposed a delay-aware period assignment approach to maximize the control performance measured by a standard quadratic cost function on a uniprocessor platform. Ben Gaid et al. [BCH06] considered the problem of networked control systems and the objective is to minimize a quadratic cost function. Cervin et al. [CLE+04] proposed a control–scheduling co-design procedure to yield the same relative performance degradation for each control application. Zhang et al. [ZSM08] considered the control–scheduling co-design problem where the objective function to be optimized is the sum of the $H_\infty$ norm of the sensitivity functions of all controllers. In [SCEP09] and [ASEP11], we proposed optimization methodologies for integrated mapping, scheduling, and control synthesis, to maximize control performance by minimizing a standard quadratic cost, on a distributed platform.

In order to capture control performance, two kinds of metrics are often used: (1) stochastic control performance metrics and (2) robustness (stability-related) metrics. The former identify the expected (mathematical expectation) control performance of a control application, whereas the latter are considered to be a measure of the worst-case control performance. Although considering both the expected control performance and worst-case control performance during the design process is crucial, previous work only focuses on one of the two aspects. The main drawback of such approaches, e.g., based solely on the expected control performance, is that the resulting high-quality design solution does not necessarily satisfy the stability requirements in the worst-case scenario. On the other hand, considering merely the worst case, often results in a system with poor expected control performance. This is due to the fact that the design is solely tuned to a scenario that occurs rarely. Thus, even though the overall design optimization goal should be the expected control performance, taking the worst-case control stability into consideration during the design space exploration is indispensable.

In this chapter, we propose an integrated control–scheduling approach to design embedded control systems with guarantees on the worst-case robustness, where the optimization objective is the ex-
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expected control performance.

In the next section, we present the system model, i.e., plant, platform, and application models. Section 3.3 discusses the metrics for the expected and the worst-case control performance, and control synthesis. Analysis of real-time attributes is outlined in Section 3.4. In Section 3.5, we present motivational examples and in Section 3.6, we formulate our control–scheduling co-design problem. The proposed design flow is discussed in Section 3.7. Section 3.8 contains the experimental setup and results. Finally, the chapter will be concluded in Section 3.9.

3.2 System Model

As discussed in the previous chapter, the system model consists of the plant model, the platform model, and the application model.

In this chapter, we assume that the plant output is sampled periodically with certain delays after the sampling instants. Further, the control signal will be updated periodically with certain delays and is held constant between two updates.

The platform considered in this chapter is a uniprocessor. However, the results in this chapter are also valid in the case of distributed platforms [AEPC13a].

For each plant $P_i \in P$ there exists a corresponding control application denoted by $\Lambda_i \in \Lambda$, where $\Lambda$ indicates the set of applications in the system. Each application $\Lambda_i$ is modeled as a task graph. Each node corresponds to a task and the dependencies are captured by edges between two tasks. We denote the $j$-th task of application $\Lambda_i$ by $\tau_{ij}$. The execution time, $c_{ij}$, of the task $\tau_{ij}$ is modeled as a stochastic variable with probability function $\xi_{ij}$, bounded by the best-case execution time $c_{ij}^b$ and the worst-case execution time $c_{ij}^w$. Control applications can typically provide a satisfactory control performance within a range of sampling periods [ÅW97]. Hence, each application $\Lambda_i$ can execute with a period $h_i \in H_i$, where $H_i$ is the set of suggested periods application $\Lambda_i$ can be executed with. However, the actual period for each control application is determined during the co-design procedure, considering the direct relation between scheduling parameters and control synthesis.
3.3 Control Performance and Synthesis

In this section, we introduce control performance metrics both for the expected and worst-case. We also present preliminaries related to control synthesis.

3.3.1 Expected Control Performance

In order to measure the expected quality of control for a controller \( \Lambda_i \), we use, as discussed in Section 2.2.2, a standard quadratic cost [ÅW97]

\[
J_{\Lambda_i}^e = \lim_{T \to \infty} \frac{1}{T} E \left\{ \int_0^T \begin{bmatrix} x_i \\ u_i \end{bmatrix}^T Q_i \begin{bmatrix} x_i \\ u_i \end{bmatrix} dt \right\}. \tag{3.1}
\]

To compute the expected value of the quadratic control cost \( J_{\Lambda_i}^e \) for a given delay distribution, the Jitterbug toolbox is employed [LC02].

The stability of a plant can be investigated using the Jitterbug toolbox in the mean-square sense if all time-varying delays can be modeled by independent stochastic variables. However, since it is not generally possible to model all time-varying delays by independent stochastic variables, this metric (Equation (3.1)) is not appropriate as a guarantee of stability in the worst-case scenario.

3.3.2 Worst-Case Control Performance

As discussed in Section 2.2.3, the worst-case control performance of a system can be quantified by an upper bound on the gain from the uncertainty input to the plant output. For instance, assuming the disturbance \( d \) to be the uncertainty input, the worst-case performance of a system can be measured by computing an upper bound on the worst-case gain \( G \) from the disturbance \( d \) to the plant output \( y \). The plant output is then guaranteed to be bounded by

\[
\|y\| \leq G\|d\|. \tag{3.2}
\]

In order to measure the worst-case control performance of a system, we use the Jitter Margin toolbox [Cer12]. The Jitter Margin toolbox provides sufficient conditions for the worst-case stability of a closed-loop system. Moreover, if the closed-loop system is stable, the
Jitter Margin toolbox can measure the worst-case performance of the system.

The worst-case control cost $J_{\Lambda_i}^w$ is determined by gain $G$ and it depends on the plant, discrete-time controller, nominal sensor–actuator (input–output) delay $L_i$, worst-case sensor (input) jitter $J_{is}$, and worst-case actuator (output) jitter $J_{ia}$ (see Section 3.4, Figure 3.1). It should be noted that a finite value for the worst-case control cost $J_{\Lambda_i}^w$ represents a guarantee of stability for control application $\Lambda_i$ in the worst case.

### 3.3.3 Control Synthesis

For a given sampling period $h_i$ and a given, constant sensor–actuator delay (i.e., the time between sampling the output $y_i$ and updating the controlled input $u_i$), it is possible to find the control-law $u_i$ that minimizes the expected cost $J_{\Lambda_i}^e$ [AW97]. Thus, the optimal controller can be designed if the delay is constant at each execution instance of the control application. Since the overall performance of the system is determined by the expected control performance, the controllers shall be designed for the expected (average) behavior of the system. System simulation is performed to obtain the delay distribution and the expected sensor–actuator delay and the controllers are designed to compensate for this expected amount of delay. In order to synthesize the controller we use MATLAB and the Jitterbug toolbox [LC02].

The sensor–actuator delay is in reality not constant at runtime due to the interference from other applications competing for the shared resources. The quality of the synthesized controller is degraded if the sensor–actuator delay distribution is different from the constant one assumed during the control-law synthesis. The overall expected control quality of the controller for a given delay distribution is obtained according to Section 3.3.1.

### 3.4 Delay and Jitter Analyses

In order to apply the worst-case control performance analysis, we shall compute the three parameters mentioned in Section 3.3.2, namely, the nominal sensor–actuator delay $L_i$, worst-case sensor jitter $J_{is}$, and worst-case actuator jitter $J_{ia}$ for each control application $\Lambda_i$. Figure
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Figure 3.1: Graphical interpretation of the nominal sensor–actuator delay $L$, worst-case sensor jitter $J_s$, and worst-case actuator jitter $J_a$

3.1 illustrates the graphical interpretation of these three parameters. To obtain these parameters, we can apply response-time analysis as follows,

$$J_{is} = R_{is}^w - R_{is}^b,$$
$$J_{ia} = R_{ia}^w - R_{ia}^b,$$
$$L_i = \frac{R_{ia}^b + R_{ia}^w}{2} - \frac{R_{is}^b + R_{is}^w}{2},$$

(3.3)

where $R_{is}^w$ and $R_{is}^b$ denote the worst-case and best-case response times for the sensor task $\tau_{is}$ of the control application $\Lambda_i$, respectively. Analogously, $R_{ia}^w$ and $R_{ia}^b$ are the worst-case and best-case response times for the actuator task $\tau_{ia}$ of the same control application $\Lambda_i$.

In this chapter, we consider fixed-priority scheduling. In Section 2.4, we gave a brief overview on computing the worst-case and best-case response times.

Under fixed-priority scheduling, assuming deadline $D_i \leq h_i$ and an independent taskset, the worst-case response time of task $\tau_{ij}$ can be computed by the following equation [JP86],

$$R_{ij}^w = c_{ij}^w + \sum_{\tau_{ab} \in hp(\tau_{ij})} \left[ \frac{R_{ij}^w}{h_a} \right] c_{ab}^w,$$

(3.4)

where $hp(\tau_{ij})$ denotes the set of higher priority tasks for the task $\tau_{ij}$. Equation (3.4) is solved by fixed-point iteration starting with e.g., $R_{ij}^w = c_{ij}^w$.

For the best-case response time analysis under fixed priority scheduling, we use the bound given by [PGGGGH98]

$$R_{ij}^b = c_{ij}^b + \sum_{\tau_{ik} \in pr(\tau_{ij})} c_{ik}^b,$$

(3.5)
where the set $\text{pr} (\tau_{ij})$ is the set of predecessors for task $\tau_{ij}$ in the task graph model of application $\Lambda_i$.

### 3.5 Motivational Example

The examples in this section motivate the need for a proper design space exploration in order to be able to design a high expected performance embedded control system with guaranteed worst-case stability. The first example illustrates that considering only the expected control performance could jeopardize the stability of a control system. The second example illustrates that the design space exploration should be done considering the expected control cost (Equation (3.1)) as the objective function, subject to the constraints on worst-case cost (Equation (3.2)).

We consider (see Equation (3.1)) the weight matrix $Q_i = \text{diag} (1, 0, 0.001)$ for each application $\Lambda_i$. All time quantities are given in units of 10 milliseconds throughout this section. We synthesize the discrete-time Linear-Quadratic-Gaussian (LQG) controllers for a given period and constant expected sensor–actuator delay using the Jitterbug toolbox [LC02] and MATLAB. We consider the continuous-time disturbance $v_i$ to have a covariance $R_1i = 1$ and discrete-time measurement noise $e_i$ to have the covariance $R_2i = 0.01$. The total expected control cost, for a set of plants $P$, is $J_{\text{total}}^{e} = \sum_{P_i \in P} J_{\Lambda_i}^{e}$, whereas the total worst-case control cost is defined to be $J_{\text{total}}^{w} = \sum_{P_i \in P} J_{\Lambda_i}^{w}$.

#### 3.5.1 Example 1: System Design Driven by Expected Control Quality

In this example, we consider two plants $P_1$ and $P_2$ ($P = \{P_1, P_2\}$). The corresponding applications $\Lambda_1$ and $\Lambda_2$ are two controllers modeled as two task graphs each consisting of a sensor task $\tau_{is}$, a computation task $\tau_{ic}$, and an actuator task $\tau_{ia}$ as shown in Figure 3.2(a). The numbers in parentheses specify the execution times of the corresponding tasks. The execution time of the control task $\tau_{2c}$ is uniformly distributed in the interval of $(0, 6)$. The other tasks, on the other hand, have constant execution times. Moreover, let us consider that both applications are released synchronously.

The applications $\Lambda_1$ and $\Lambda_2$ have periods $h_1 = h_2 = 30$. Consider-
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Figure 3.2: Motivational examples

Inverting the control application Λ_2 to be the higher priority application, the total expected control cost for control applications Λ_1 and Λ_2, $J^e_{\text{total}}$, computed by the Jitterbug toolbox, is minimized and is equal to 14.0. However, if we use the Jitter Margin toolbox [Cer12], we realize that there is no guarantee that the plant $P_1$ will be stable (the cost $J^w_{\Lambda_1}$ is infinite). The values of the nominal sensor–actuator delay $L_1$, sampling jitter $J_{1s}$, and actuator jitter $J_{1a}$ are 6.0, 6.0, and 6.0, respectively.

Inverting the priority order of the applications, we can guarantee the stability of control application Λ_1 as a result of decrease in the sampling jitter $J_{1s}$ and actuator jitter $J_{1a}$, without jeopardizing the stability of control application Λ_2 (since the nominal sensor–actuator delay $L_2$, sampling jitter $J_{2s}$, and actuator jitter $J_{2a}$ remain the same). For this priority order, the values of the nominal sensor–actuator delay $L_1$, sampling jitter $J_{1s}$, and actuator jitter $J_{1a}$ are 6.0, 0.0, and 0.0, respectively. This solution guarantees the stability of both control applications, although the total expected control cost $J^e_{\text{total}}$ for control applications Λ_1 and Λ_2 is slightly larger than before, i.e., 15.2. Thus, considering only the maximization of the expected control performance during the design process can jeopardize the worst-case stability of applications. We also observe that the guaranteed worst-case stability could be obtained with only marginal decrease in the overall expected control quality.
3.5.2 Example 2: Stability-Aware System Design with Expected Control Quality Optimization

We consider three plants $P_1$, $P_2$, and $P_3$ ($P = \{P_1, P_2, P_3\}$) to be controlled, where task graph models of the corresponding control applications $\Lambda_1$, $\Lambda_2$, and $\Lambda_3$ are shown in Figure 3.2(b). Let us assume that application $\Lambda_i$ has a higher priority than application $\Lambda_j$ iff $i > j$. Our objective is to find a stable solution with high control performance.

Considering the initial period assignment to be $h_1 = 60$, $h_2 = 60$, and $h_3 = 20$, the stability of the plant $P_1$ is not guaranteed (the worst-case control cost $J^w_{\Lambda_1}$ is not finite) even though this design solution provides high expected control performance, $J^e_{\text{total}} = 2.7$. For this period assignment, we obtain $L_1 = 12$, $J^s_{1s} = 16$, $J^a_{1a} = 22$ for application $\Lambda_1$.

In order to decrease the amount of interference experienced by low priority application $\Lambda_1$ from high priority applications $\Lambda_2$ and $\Lambda_3$, we increase the period of application $\Lambda_3$ to $h_3 = 60$. Further, since a smaller period often leads to higher control performance, we decrease the period of the control application $\Lambda_1$ to $h_1 = 30$. Applying delay and jitter analyses for this period assignment, we compute the values of the nominal sensor–actuator delay $L_1 = 9$, worst-case sensor jitter $J_{1s} = 16$, and worst-case actuator jitter $J_{1a} = 16$, which are smaller than the corresponding values for the initial period assignment. However, this modification does not change the nominal sensor–actuator delay, worst-case sensor jitter, and worst-case actuator jitter for the control applications $\Lambda_2$ and $\Lambda_3$. As a result, we can guarantee the stability of all applications in the worst-case scenario since the worst-case control costs for all three applications is finite. Moreover, the total worst-case and expected control costs for this period assignment are $J^w_{\text{total}} = 2.3$ and $J^e_{\text{total}} = 20.4$, respectively.\footnote{It is good to mention that the metrics for the worst-case ($J^w$) and expected case ($J^e$) are expressing different properties of the system and, thus, are not comparable with each other ($J^w_{\text{total}} = 2.3$, and $J^e_{\text{total}} = 20.4$, does not mean that the worst-case control cost is better than the expected one.).}

Another possible solution would be $h_1 = 60$, $h_2 = 60$, and $h_3 = 60$, that leads to a total worst-case control cost equal to $J^w_{\text{total}} = 5.7$ and...
3.6 Problem Formulation

The inputs for our co-design problem are

- a set of plants $P$ to be controlled,
- a set of control applications $\Lambda$,
- a set of sampling periods $H_i$ for each control application $\Lambda_i$,
- execution-time probability functions of the tasks (including the best-case and worst-case execution times).

The outputs of our co-design tool are the period $h_i$ for each control application $\Lambda_i$, unique priority $\rho_i$ for each application $\Lambda_i$, and the
control law $u_i$ for each plant $P_i \in P$ (the tasks within an application have the same priority equal to the application priority). The outputs related to the controller synthesis are the period $h_i$ and the control law $u_i$ for each plant $P_i$.

As mentioned before, there exists a control application $\Lambda_i \in \Lambda$ corresponding to each plant $P_i \in P$ and the final control quality is captured by the weighted sum of the individual control costs $J_{\Lambda_i}^e$ (Equation (3.1)) of all control applications $\Lambda_i \in \Lambda$. Hence, the cost function to be minimized is

$$
\sum_{P_i \in P} w_{\Lambda_i} J_{\Lambda_i}^e,
$$

where the weights $w_{\Lambda_i}$ are determined by the designer.

To guarantee stability of control application $\Lambda_i$, the worst-case control cost $J_{\Lambda_i}^w$ (Equation (3.2)) must have a finite value. However, in addition to stability, the designer may require an application to satisfy a certain degree of robustness which is captured by the following criteria,

$$
J_{\Lambda_i}^w < \bar{J}_{\Lambda_i}^w, \quad \forall P_i \in P,
$$

where $\bar{J}_{\Lambda_i}^w$ is the limit on tolerable worst-case cost for control application $\Lambda_i$ and is decided by the designer. If the requirement is for an application $\Lambda_i$ only to be stable in the worst-case, the constraint on the worst-case cost $J_{\Lambda_i}^w$ is to be finite.

### 3.7 Co-design Approach

The overall flow of our proposed optimization approach is illustrated in Figure 3.3. In each iteration, each application is assigned a period by our period optimization method (see Section 3.7.1). Having assigned a period to each application, we proceed with determining the priorities of the applications (see Section 3.7.2). This process takes place in two main steps. In the first step, we analyze the worst-case sensitivity (worst-case sensitivity is illustrated in Section 3.7.2.1) of control applications and at the same time we synthesize the controllers (see Section 3.7.2.2). The analysis of worst-case sensitivity is done based on the worst-case control performance constraints for control applications. The higher the sensitivity level of a control application,
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Figure 3.3: Overall flow of our approach
the smaller the amount of delay and jitter it can tolerate before hitting the worst-case control performance limit. Therefore, in this step, the applications are clustered in several groups according to their sensitivity and the priority level of a group is identified by the sensitivity level of its applications. In addition, in the first step, we can figure out if there exists, at all, any possible priority assignment which satisfies the worst-case robustness requirements with the current period assignment. The outputs of this step are a sequence of groups, in ascending order of sensitivity, and the synthesized controllers. While the first step has grouped applications according to their sensitivity, the second step is concerned with assigning priorities to each individual application (see Section 3.7.2.3). This will be taken care of by an inside group optimization, where we take the expected control performance into account during the priority optimization step. Having found the periods and priorities, we perform system simulation to obtain the delay distributions for all sensor and actuator tasks. These delay distributions are then used by the Jitterbug toolbox to compute the total expected control cost. The optimization will be terminated once a satisfactory design solution is found.

### 3.7.1 Period Optimization

The solution space exploration for the periods of control applications is done using a modified coordinate search [NW99] combined with the direct search method [HJ61]. Both methods belong to the class of derivative-free optimization methods, where the derivative of the objective function is not available or it is time consuming to obtain. These methods are desirable for our optimization since the objective function is the result of an inside optimization loop (i.e., the objective function is not available explicitly) and it is time consuming to approximate the gradient of the objective function using finite differences [NW99]. We describe our period optimization approach in two steps, where the first step identifies a promising region in the search space and the second step performs the search in the region identified by the first step, to achieve further improvements.

In the first step, we utilize a modified coordinate search method to acquire information regarding the search space and to drive the optimization towards a promising region. The coordinate search method cycles through the coordinate directions (here, the coordinates are
along the application periods) and in each iteration performs a search along only one coordinate direction. Our modified coordinate search method is guided by the expected control performance, taking into consideration the worst-case requirements of the applications. In the initial step, all control applications are assigned their longest periods in their period sets. If there exists a control application violating its worst-case control performance criterion, its period is decreased to the next longest period in the period set; otherwise, the period of the control application with the highest expected control cost is decreased to the next longest period in the period set. This process is repeated until the expected control performance cannot be further improved under the worst-case control performance requirements of the applications.

The solution obtained in the first step (period assignment), places us in a promising region of the solution space. In the second step, the direct search method is utilized to achieve further improvements. This method employs two types of search moves, namely, exploratory and pattern. The exploratory search move is used to acquire knowledge concerning the behavior of the objective function. The pattern move, however, is designed to utilize the information acquired by the exploratory search move to find a promising search direction. If the pattern move is successful, the direct search method attempts to perform further steps along the pattern move direction with a series of exploratory moves from the new point, followed by a pattern move.

Figure 3.4 illustrates the coordinate and direct search methods using a simple example consisting of two control applications. Therefore, in this example, the search space is two-dimensional, where each dimension corresponds to the period of one of the control applications. The dashed curves are contours of the objective function and the minimizer of the objective function in this example is $x^* = (h_1^*, h_2^*)$. The green arrows are the moves performed by the coordinate search method in the first step. The blue and red arrows are exploratory and pattern moves, respectively, performed by the direct search method in the second step.

In this section, we have considered the period optimization loop in Figure 3.3. Inside the loop, application priorities have to be determined and controllers have to be synthesized such that the design goals are achieved. This will be described in the following section.
3.7.2 Priority Optimization and Control Synthesis

The problem of priority assignment has previously been addressed in the context of real-time applications with hard deadlines. The priority assignment problem for hard real-time applications focuses on assigning priorities such that all tasks are schedulable. Optimality of rate monotonic priority assignment for independent synchronous tasksets with implicit deadlines is shown by Serlin [Ser72] and Liu and Layland [LL73]. In the case of constrained deadlines and synchronous tasksets, it is shown that deadline monotonic priority assignment is the optimal policy [LW82]. Audsley [Aud91] proposed an optimal priority assignment algorithm for independent asynchronous tasksets. The algorithm is also applicable to tasksets with arbitrary deadlines. Davis and Burns [DB07] proposed a robust priority assignment algorithm based on Audsley’s priority assignment. Note that optimality is defined with regard to the respective schedulability test, i.e., a priority assignment policy is refereed to as optimal if, considering the given schedulability test, there are no tasksets that are schedulable by another priority assignment policy, that are not schedulable by the optimal priority assignment [DB07]. Recently, Mancuso et al. [MBP14] proposed a control-quality driven priority assignment for control applications considering a linearization of the original control cost function.
While optimal priority assignment for hard real-time applications has been discussed to a great extent, it has gained less attention in the context of control applications. Our priority optimization approach consists of two main steps. The first step makes sure that the worst-case control performance constraints are satisfied, whereas the second step improves the expected control performance of the control applications.

3.7.2.1 Worst-Case Sensitivity and Sensitivity Groups

The notion of worst-case sensitivity is closely related to the amount of delay and jitter a control application can tolerate before violating the robustness requirements. The sensitivity level of an application is captured by Algorithm 1. Further, Algorithm 1 clarifies the relation between sensitivity level and priority level of a group and identifies the sensitivity groups \( G_i \). The notion of sensitivity is linked to priority by the fact that high priority applications experience less delay and jitter, as defined in Section 3.4. This is, however, not always the case (see Section 2.5).

3.7.2.2 Sensitivity-Based Application Clustering

The algorithm for the worst-case sensitivity analysis and application clustering is outlined in Algorithm 1. The main idea behind this algorithm is to cluster the applications which have the same level of sensitivity in the same group.

To cluster applications, we look for the set of applications which can satisfy their worst-case control performance requirements even if they are at the lowest priority level. This group \( G_1 \) of applications can be considered the least sensitive set of applications. We remove these applications from the set of applications (Line 24) and proceed with performing the same procedure for the remaining applications. This process continues until either the set of remaining applications \( S \) is empty (Line 17) or none of the remaining applications can satisfy its requirements if it is assigned the lowest priority among the remaining applications (Line 20), which indicates that there does not exist any priority assignment for the current assigned periods which can guarantee the worst-case control performance requirements for all applications.
In order to figure out whether an application meets its worst-case robustness requirements, we perform the best-case and worst-case response-time analyses (Equations (3.4) and (3.5)) for the sensor and actuator tasks considering $\text{hp}(\Lambda_i) = S \setminus \{\Lambda_i\}$ (Line 7) and compute the nominal sensor–actuator delay, worst-case sensor jitter, and worst-case actuator jitter (Equation (3.3)) for the application under analysis (Line 8). Moreover, we shall synthesize the control-law and compensate for the proper amount of delay. Therefore, we design an LQG controller and compensate for the expected sensor–actuator delay using MATLAB and Jitterbug (Line 10). The expected sensor–actuator delay is extracted from the schedule in our system simulation environment, where the remaining applications constitute the set of higher priority applications ($\text{hp}(\Lambda_i) = S \setminus \{\Lambda_i\}$) for the application under analysis (Line 9). Having the controller and the values of the nominal sensor–actuator delay, worst-case sensor jitter, and worst-case actuator jitter, we can calculate the worst-case control cost using the Jitter Margin toolbox (Equation (3.2)) (Line 11) and check if the worst-case requirements (Equation (3.7)) are fulfilled (Line 12).

### 3.7.2.3 Inside Group Optimization

Based on Algorithm 1 in the previous section, we have grouped the applications according to their sensitivity level. In this section, we shall assign a unique priority to each application such that the expected control performance is improved. The grouping realized by Algorithm 1 guarantees the worst-case control performance and robustness requirements (Equation (3.7)) of an application $\Lambda_i$ assigned to group $G_j$, as long as all applications assigned to a group $G_k$, $k < j$, have a priority smaller than the priority of application $\Lambda_i$. Considering the grouping, we can make the following observation: priority order of applications inside a group can be assigned arbitrarily without jeopardizing the worst-case performance and stability guarantees.

As mentioned before, an intrinsic property of Algorithm 1 is that the priority order of the applications inside a group can be changed arbitrarily. Therefore, our proposed approach optimizes the priority order of the applications within each group with respect to the expected control performance without the need for rechecking the worst-case requirements of applications. Thus, the combinatorial optimization problem is divided into several smaller problems, inside
Algorithm 1 Worst-Case Sensitivity Analysis

1: \% $S$: remaining applications set;
2: \% $G_i$: the $i$-th sensitivity group;
3: Initialize set $S = \Lambda$;
4: for $n = 1$ to $|\Lambda|$ do
5: \hspace*{1em} $G_n = \emptyset$;
6: \hspace*{1em} for all $\Lambda_i \in S$ do
7: \hspace*{2em} • Response-time analysis for sensor and actuator (Equations (3.4) and (3.5)), considering $hp(\Lambda_i) = S \setminus \{\Lambda_i\}$;
8: \hspace*{2em} • Delay and jitter analyses $J_{is}, J_{ia}, L_i$ (Equation (3.3));
9: \hspace*{2em} • Simulation considering $hp(\Lambda_i) = S \setminus \{\Lambda_i\}$ to find the expected sensor–actuator delay for $\Lambda_i$;
10: \hspace*{2em} • Control-law synthesis and delay compensation;
11: \hspace*{2em} • Worst-case control performance $J^w_{\Lambda_i}$ analysis (Equation (3.2));
12: \hspace*{2em} if $J^w_{\Lambda_i} < J^w_{\Lambda_i}$ then
13: \hspace*{3em} $G_n = G_n \cup \{\Lambda_i\}$;
14: \hspace*{2em} end if
15: \hspace*{1em} end for
16: end if
17: \hspace*{1em} if $S == \emptyset$ then
18: \hspace*{2em} % Terminate!
19: \hspace*{2em} return $\langle G_1, G_2, ... , G_n \rangle$;
20: \hspace*{1em} else if $G_n == \emptyset$ then
21: \hspace*{2em} % No possible solution meets the requirements!
22: \hspace*{2em} return $\emptyset$;
23: \hspace*{1em} else
24: \hspace*{2em} $S = S \setminus G_n$;
25: \hspace*{2em} end if
26: end for

each group, which are less time consuming to solve.

The priorities could be assigned considering the dynamics of the control applications. For instance, the bandwidth of a closed-loop control system indicates the speed of system response—the larger the bandwidth, the faster the response. Further, a higher bandwidth implies that the system is more sensitive to a given amount of delay. Analogous to the rate-monotonic priority assignment principle, we hence can assign higher priorities to control applications with larger bandwidth, leading to smaller induced delays due to interference from other applications. In this work we choose to assign the priorities based on the eigenvalues of the closed-loop system, which are proper representatives of the dynamics of the plants.
3.8 Experimental Results

We have performed several experiments to investigate the efficiency of our proposed design approach. We compare our approach (EXP–WST) against three other approaches (NO_OPT, WST, and EXP). We have 125 benchmarks with varying number of plants. The number of plants varies from 2 to 15. The plants are taken from a database with inverted pendulums, ball and beam processes, DC servos, and harmonic oscillators [ÅW97]. Such benchmarks are representative of realistic control problems and are used extensively for experimental evaluations. For each plant, there exists a corresponding control application modeled as a task graph with 2 to 5 tasks. The set of suggested periods of each control application includes 6 periods generated based on common rules of thumb [ÅW97]. Without loss of generality, we wish to find a high-quality stable design solution, i.e., the constraint on the maximum tolerable worst-case control cost is that the cost is finite (Equation (3.7)).

3.8.1 Efficiency of Our Proposed Approach

As for the first comparison, we run the same algorithm as our proposed approach, however, it terminates as soon as it finds a stable
3.8. EXPERIMENTAL RESULTS

The experimental results show the performance of the proposed design solution. Therefore, this approach, called NO_OPT, does not involve any expected control performance optimization but guarantees worst-case stability. We calculate the relative expected control cost improvements $J_{e_{NO\_OPT}} - J_{e_{EXP\_WST}}$, where $J_{e_{EXP\_WST}}$ and $J_{e_{NO\_OPT}}$ are the expected control costs produced by our approach and the NO_OPT approach, respectively. The second column of Table 3.1 shows the result of this set of experiments. As it can be observed, our approach produces solutions with guaranteed stability and an overall control quality improvement of 53% on average, compared to an approach which only addresses worst-case stability.

The second comparison is made with an optimization approach driven by the worst-case control performance. The approach, called WST, is exactly the same as our approach but the objective function to be optimized is the worst-case control cost given in Equation (3.2). Similar to the previous experiment, we are interested in the relative expected control cost improvements $J_{e_{WST}} - J_{e_{EXP\_WST}}$, where $J_{e_{WST}}$ is the expected control cost of the final solution obtained by the WST approach. Our proposed approach, while still guarantees worst-case stability, has an average improvement of 26% in the expected control cost as shown in the third column of Table 3.1.

The third comparison is performed against an optimization approach, called EXP, which ONLY takes into consideration the expected control performance. The priority assignment in this approach is done by a genetic algorithm approach similar to our previous work [SCEP09]. Since the worst-case control performance constraints are ignored, the search space is larger, and the algorithm should be able to find a superior design solution in terms of the expected control performance. The comparison has been made considering the relative expected control cost difference $J_{e_{EXP}} - J_{e_{EXP\_WST}}$, where $J_{e_{EXP}}$ is the expected control cost of the final solution found by the EXP approach. The results of the comparison are shown in the forth column of Table 3.1. Since the worst-case control performance constraints are relaxed, the final solution of this approach can turn out to be unstable. The percentage of designs produced by the EXP approach for which the worst-case stability was not guaranteed is reported in the fifth column of Table 3.1. The first observation is that, on average,
for 44% of the benchmarks this algorithm ended up with a design solution for which the stability could not be guaranteed. The second observation is that our approach is on average 2.3% away from the relaxed optimization approach exclusively guided by expected control performance. This clearly states that we are able to guarantee worst-case stability with a very small loss on expected control quality. As discussed before, the relaxed optimization approach should in principle outperform our proposed approach. However, our proposed approach performs slightly better in a few cases which is due to the fact that heuristics with different constraints can be guided to different regions of the huge search space.

3.8.2 Runtime of Our Proposed Approach

We measured the runtime of our proposed approach on a PC with a quad-core CPU running at 2.83 GHz with 8 GB of RAM and Linux operating system. The average runtime of our approach based on the number of control application is shown in Figure 3.5. It can be seen that our approach could find a high-quality stable design solution for large systems (15 control applications) in less than 7 minutes. Also, we report the timing of the relaxed optimization approach, EXP, which only considers the expected control performance (no guarantee stability is not guaranteed.)
for stability), where, as mentioned earlier, the priority assignment is performed by a genetic algorithm. For large systems (15 control applications), it takes 178 minutes for this approach to terminate.

### 3.9 Conclusions

The design of embedded control systems requires special attention due to the complex interrelated nature of timing properties connecting scheduling and control synthesis. In order to address this problem, not only the control performance but also the robustness requirements of control applications have to be taken into consideration during the design process since having high control performance is not a guarantee for worst-case stability. On the other hand, a design methodology solely grounded on worst-case scenarios leads to poor control performance due to the fact that the design is tuned to a scenario which might occur very rarely. We proposed an integrated design optimization method for embedded control systems with high requirements on robustness and optimized expected control performance. Experimental results have validated that both control quality and worst-case stability of a system have to be taken into account during the design process.
In the previous chapter, we discussed that while guaranteeing stability in the worst-case scenario is essential, the main optimization objective in the co-design of embedded control systems should be the expected control performance. In this chapter, we propose exploiting a virtualization framework which facilitates the design and optimization of embedded control systems, while also supporting compositionality and isolation. Note that the contributions in this chapter and the previous chapter are orthogonal and can be combined.

As previously discussed, guaranteeing the stability of control applications in embedded systems is perhaps the most fundamental requirement while implementing such applications. This is different from the classical hard real-time systems where often the acceptance criterion is meeting some deadline. In other words, in the case of control applications, guaranteeing stability is considered to be a main design goal, which is linked to the amount of delay and jitter a control application can tolerate before instability.

In this chapter, the analysis and design of such systems, considering a server-based resource reservation mechanism, are addressed. The benefits of employing a server-based approach are manifold: providing a compositional and scalable framework, protection against other tasks’ misbehaviors, and systematic control server design and controller–server co-design. We propose a methodology for designing bandwidth-optimal servers to stabilize control tasks. The pessimism
involved in the proposed methodology is both discussed theoretically and evaluated experimentally.

4.1 Introduction and Related Work

In typical approaches [SLSS96, RS00, CLE+04, NPAG06, BC08, ZSWM08, NH09, MSZ11, KGC+12, ASE+12], the control tasks are all designed together in a way that some global cost (function of the control cost of the individual tasks) is minimized. By following this approach, however, the design of each control task is affected by the other control tasks, which makes the design task all the more challenging. The design, hence, suffers from complexity and lack of compositionality, temporal isolation, and scalability. The proposed approach in the previous chapter follows the same principle.

In this chapter, we propose to use the resource reservation mechanism and run each controller within its own server, which then isolates each control task in the execution environment (see Figure 4.1). The usage of servers for control tasks presents the following advantages:

- it provides compositionality that is essential for systematic system design methodologies;
- the complexity of the design scales linearly with the number of applications;
- it protects each controller from possible misbehaviors, which may occur within other tasks and then possibly jeopardize the entire system;
- the bandwidth assignment, rather than the priority assignment, may constitute a more accurate instrument to allocate the available computing resources;
- the simple interface provided by the resource reservation mechanism facilitates the controller–server co-design process [CE05], [ABEP14];
- running the controller over a dedicated server, may reduce significantly the jitter of the controller, especially if the server period is smaller than the period of the controller. In short, this
is due to the fact that the server guarantees the control task a certain resource bandwidth. This is important since it is often possible to compensate for the constant part of delay, while the process of coping with the jitter is more involved.

Over the past decade, the analysis and design of real-time servers have widely developed. Feng and Mok [FM02] introduced the bounded delay resource model to facilitate hierarchical resource sharing. The schedulability analysis and server design problems for real-time applications under the periodic resource model have been addressed by [SRLK02, LB03, SL03, AP04]. Easwaran et al. [EAL07] extended the periodic resource model to the explicit deadline periodic model (EDP). Similar to what we do in this chapter, Fisher and Dewan [FD12] described a method to minimize the bandwidth of a server. They developed a fully-polynomial-time approximation scheme (FPTAS) to solve the problem. However, as the majority of the work in this area, they considered the task deadlines as constraints rather than the stability of the controllers.

More relevant to this work, Cervin and Eker [CE05] proposed the control server approach which provides a simple interface used for control-scheduling co-design of real-time systems. Fontanelli et al. [FPG13] addressed the problem of bandwidth allocation for a set of control tasks, assuming a fluid execution model and monotonicity of the considered cost function.
4.1. INTRODUCTION AND RELATED WORK

Recently, Fontanelli et al. proposed a new model for real-time control applications [FPA13] to investigate stochastic stability, but ignoring the dependencies among stochastic variables. In [ABEP14], we extend the work in this chapter towards a different direction, presenting a controller–server co-design approach where the controller is determined in a unified process along with the server parameters.

While the analysis and design problems of real-time servers have been discussed to a considerable degree, the server-based approach has gained less attention in the case of control applications which are fundamentally different from real-time applications with hard deadlines. In particular, as opposed to hard real-time applications, the notion of deadline is considered to be artificial for control applications. In contrast to hard real-time systems, control stability is the main property to be guaranteed for control applications. Therefore, in the case of control applications, worst-case control performance and stability should be considered instead of worst-case response time and deadline.

To approach the problem of designing stabilizing servers, the first step is to capture the stability of the controllers in terms of real-time parameters, which is facilitated by the Jitter Margin toolbox [KL04], [CLE+04], [Cer12]. The stability of control applications, hence, depends not only on the amount of latency, but also on the amount of jitter the application experiences [WNT95]. The second step is to derive analysis methods for the servers to compute the discussed real-time metrics, i.e., latency and jitter. To this end, we consider the explicit deadline periodic model and develop the worst-case and best-case response times for tasks with arbitrary deadlines within explicit deadline periodic servers with arbitrary deadlines. Having the worst-case and best-case response times, it is then possible to compute the latency and jitter and investigate if a control application within a given server is guaranteed to be stable.

In addition to the analysis, we also provide analytic results that can drive the design of a server towards solutions which can guarantee the stability of the controller. The aim of such a design procedure is bandwidth minimization. Since such a solution is derived using a linear upper and lower bound of the server supply function, we also evaluate the amount of pessimism introduced by our technique, both theoretically and experimentally.
CHAPTER 4. OPTIMAL DESIGN OF STABILIZING CONTROL SERVERS

4.2 System Model

The system is composed of \( n \) plants. Each plant is controlled by a control task which is executing within a server. Below we describe the model of the plant and the control task. Note that since each plant is considered in isolation, we do not report the index \( i \) of the control application among all the control applications.

Throughout this chapter, we assume that the controller is given. The plant output is sampled in a strictly periodic manner with period \( h \). The control signal is computed by a control task \( \tau \). Such a control signal is updated any time the control task completes and is held constant between two consecutive updates. The instants when the input is applied to the plant do then depend on the way the task \( \tau \) is scheduled. The task parameters, are the best-case execution time \( c_b \), the worst-case execution time \( c_w \), and sampling period \( h \).

In addition, the task scheduling process determines the best-case response time \( R_b \), the worst-case response time \( R_w \), the latency \( L = R_b \), and the worst-case response-time jitter (jitter) \( J = R_w - R_b \).

The terminology and the notation are illustrated in Figure 4.2 (reproduced, for convenience, from Chapter 2). The latency captures the constant part of the delay, while the jitter corresponds to the variation in the delay experienced by all instances (jobs) of a task. Note that we do not consider any deadlines for control tasks.

4.3 Server Model

As discussed above, to isolate controllers from one another, each control task is bound to execute over a dedicated server. The periodic server \( S \) is described by:

- the server budget \( Q \);
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(a) Worst-case resource allocation scenario. (b) Best-case resource allocation scenario.

Figure 4.3: Worst-case and best-case resource allocation scenarios.

- the server period \( P \), and
- the server deadline \( D \).

This model was also called EDP (Explicit Deadline Periodic) model [EAL07]. Every period \( P \) the server is activated. Then, it allocates \( Q \) amount of time to the task, before the server deadline expires.

The latency and jitter experienced by a task are tightly connected to the best-case and worst-case response times. To compute these two quantities, it is then necessary to determine the worst and best case scenarios with regard to the computational resource supplied by the server.

To perform worst-case analysis for the tasks running within a server, a classic approach [FM02, LB03, SL03, AP04, EAL07] is to define the supply lower bound function \( \text{slbf}(t) \), which is formally defined as follows.

**Definition 4.1** The supply lower bound function \( \text{slbf}(t) \) of a server \( S \) is the minimum amount of resource provided in any interval of length \( t \).

The exact expression of \( \text{slbf}(t) \) of a periodic server, is

\[
\text{slbf}(t) = \max\{0, kQ, t - P - D + 2Q - k(P - Q)\}
\]

with \( k = \left\lfloor \frac{t - (D - Q)}{P} \right\rfloor \), and it is depicted in Figure 4.3(a) by a solid line (please refer to the related literature [FM02, LB03, SL03, AP04, EAL07] for details on its computation). As the expression of (4.1) may be difficult to be managed, especially when the server parameters are the variables subject to optimization (as we do here), it is often
convenient to lower bound the $slbf(t)$ by the *linear supply lower bound function* $lslbf(t)$, defined as

$$lslbf(t) = \max\{0, \alpha(t - \Delta)\},$$

with, using Feng-Mok’s notation [FM02], the server bandwidth $\alpha$ and delay $\Delta$, defined as

$$\alpha = \frac{Q}{P}, \quad \Delta = P + D - 2Q.$$ \hfill (4.3) \hfill (4.4)

The $lslbf$ is depicted in Figure 4.3(a) by a dashed line.

Analogously, for the best-case analysis it is possible to compute the *supply upper bound function* $subf(t)$, defined as follows.

**Definition 4.2** The supply upper bound function $subf(t)$ of a server $S$ is the maximum amount of resource provided in any interval of length $t$.

In strict analogy to the worst case examined earlier, the expression of the $subf$ of a periodic server is

$$subf(t) = \min\{t, kQ, t + P + D - 2Q - k(P - Q)\}$$ \hfill (4.5)

with $k = \left\lceil \frac{t + D - Q}{P} \right\rceil$, while the linear supply upper bound function is

$$lsubf(t) = \min\{t, \alpha(t + \Delta)\}$$ \hfill (4.6)

with $\alpha$ and $\Delta$ as in (4.3) and (4.4), respectively. Figure 4.3(b) shows the $subf$ (by a solid line) as well as the $lsubf$ (by a dashed line).

### 4.4 Server-Based Analysis of Control Tasks

In this section, we determine the best-case and worst-case response times of the control task running within a server, as functions of the server parameters $P$, $Q$, and $D$. The analysis is performed with the exact $slbf/subf$ functions of (4.1) and (4.5) (in Section 4.4.1) as well as with the linear bounds $lslbf/lsubf$ of (4.2) and (4.6) (Section 4.4.2).
4.4. SERVER-BASED ANALYSIS OF CONTROL TASKS

4.4.1 Exact Characterization

In this section, the exact real-time analysis for a control task is derived. To derive the worst-case response time of a task $\tau$, we must consider the minimum amount of resource time available to the task, which is described by $\text{slbf}(t)$.

The worst-case response time $R^w$ of the first job of the control task (released at time 0) is equal to the first instant when the server has necessarily provided at least $c^w$ amount of time, that is

$$R^w = \min \{ t : \text{slbf}(t) \geq c^w \}.$$  \hfill (4.7)

By computing the pseudo-inverse of $\text{slbf}(t)$, such a value can be computed explicitly and it is equal to

$$R^w = D - Q + \left\lceil \frac{c^w}{Q} \right\rceil (P - Q) + c^w.$$  \hfill (4.8)

The proof is similar to [BB06].

Unfortunately, the longest response time may occur even at the later jobs, and not necessarily at the first job. This is the case since, as mentioned before, we do not enforce any task deadline, thus, response times are allowed to be longer than the sampling periods $h$. Therefore, we must evaluate the response times of all jobs within the busy period, as indicated by Lehoczky [Leh90] for the arbitrary deadline case.

The worst-case response time of the control task within a server $S = (Q, P, D)$ is obtained as follows,

$$R^w = \sup_{q \in \mathbb{N}} \left\{ D - Q + \left\lceil \frac{qc^w}{Q} \right\rceil (P - Q) + qc^w - (q - 1)h \right\}.$$  \hfill (4.9)

We remind that (for example, see the proof of Lemma 1 in [BHCNRB09]) the supremum of (4.9) has a finite solution only when

$$\alpha = \frac{Q}{P} \geq \frac{c^w}{h}.$$  \hfill (4.10)

In analogy with (4.7), the best-case response time $R^b$ is defined through the $\text{subf}$ function as follow

$$R^b = \min \{ t : \text{subf}(t) \geq c^b \},$$  \hfill (4.11)

which can also be computed explicitly, and it is equal to
$R^b = \max \left\{ 0, 2Q - D - P + \left\lceil \frac{c^b}{Q} \right\rceil (P - Q) \right\} + c^b. \quad (4.12)$

The proof is similar to the proof of Theorem 1 in [LB03].

4.4.2 Characterization with Linear Bounds

The main obstacle in using the exact response time for finding the optimal server parameters (see Section 4.6) is that Equations (4.9) and (4.12) involve ceiling functions. Hence, we propose to compute an upper bound $R^w$ to the $R^w$ and a lower bound $R^b$ of $R^b$ using, respectively, the $\text{lslbf}$ and $\text{lsubf}$ functions, rather than the exact ones, i.e., $\text{slbf}$ and $\text{subf}$.

Observe that while this approximation involves pessimism, it is safe from the stability point of view.

By replacing the $\text{slbf}$ in (4.7) with the $\text{lslbf}$ of (4.2), we can readily compute the response time upper bound, which is

$$R^w = \frac{c^w}{\alpha} + \Delta. \quad (4.13)$$

As shown in [BHCNRB09], such an upper bound to the response time is finite only if the server bandwidth is not smaller than the worst-case utilization of the control task, that is

$$\alpha = \frac{Q}{P} \geq \frac{c^w}{h}. \quad (4.14)$$

Similarly, by replacing $\text{subf}$ in (4.11) by $\text{lsubf}$ of (4.6), the lower bound to the best-case response time is given by,

$$R^b = \max \left\{ c^b, \frac{c^b}{\alpha} - \Delta \right\}. \quad (4.15)$$

4.5 Stability Constraint

In Chapter 2 it has been discussed that the latency and jitter in the execution of the control applications are decisive factors in the performance and stability of the plants associated with them. To quantify the tolerable amount of latency and jitter by a control application before the instability of the plant, or to guarantee a certain degree of performance, we use the Jitter Margin toolbox [KL04], [CLE+04],
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It provides sufficient stability conditions for a closed-loop system with a linear continuous-time plant and a linear discrete-time controller.

As discussed in Section 2.3, for a given sampling period, the stability curve can safely be approximated by a linear function of the latency and worst-case response-time jitter. In this case, the linear stability condition for a control application is of the form

$$L + aJ \leq b,$$  \hspace{1cm} (4.16)

where $a \geq 1, b \geq 0$. The latency $L$ identifies the constant part of the delay that the control application experiences, whereas the worst-case response-time jitter $J$ captures the varying part of the delay (see Figure 4.2, where $R^b$ and $R^w$ represent the best-case and worst-case response times, respectively).

In order to apply the stability analysis discussed, the values of the latency ($L$) and worst-case response-time jitter ($J$) of the control task should be computed. The two metrics are defined based on the worst-case and best-case response times as follows,

$$L = R^b,$$

$$J = R^w - R^b,$$  \hspace{1cm} (4.17)

where $R^w$ and $R^b$ denote the worst-case and best-case response times, respectively. The stability constraint, hence, can be formulated as,

$$L + aJ \leq b,$$

$$R^b + a(R^w - R^b) \leq b.$$  \hspace{1cm} (4.18)

For a given server, the stability condition (4.18), which is based on the exact best-case and worst-case response times, determines if the server, in the worst-case, can guarantee the stability of the control task associated with it (analysis problem).

In the context of the optimization problem, as will be discussed in Section 4.6, however, the presence of discontinuous operators (ceiling) in the exact expressions (4.9) and (4.12) of the worst-case and best-case response times makes them unsuitable. Hence, we use the upper/lower bound of the worst/best-case response times and redefine the latency and the worst-case response-time jitter as follows,

$$\overline{L} = \overline{R}^b,$$

$$\overline{J} = \overline{R}^w - \overline{R}^b.$$  \hspace{1cm} (4.19)
While using the linear supply bounds involves some pessimism compared to the original supply bounds, it is safe from the stability point of view. Nonetheless, the amount of introduced pessimism is discussed in Section 4.7.

The stability constraint based on the linear bounds is given in the following,

\[
\begin{align*}
    b & \geq L + aJ, \\
    b & \geq \overline{R}^b + a(\overline{R}^w - \overline{P}^b), \\
    b & \geq a\left(\frac{c^w}{\alpha} + \Delta\right) - (a - 1) \max\left\{c^b, \frac{c^b}{\alpha} - \Delta\right\}, \\
    b & = a\left(\frac{c^w}{\alpha} + \Delta\right) + (a - 1) \min\left\{-c^b, -\left(\frac{c^b}{\alpha} - \Delta\right)\right\},
\end{align*}
\]

which we rewrite as

\[
\min\left\{\frac{a(c^w - c^b)}{\alpha} + c^b + (2a - 1)\Delta - b, \right\}
\]

\[
\frac{ac^w}{\alpha} + a\Delta - (a - 1)c^b - b \leq 0. \quad (4.20)
\]

Hence, Equation (4.20) describes the constraint on the server parameters (the bandwidth \(\alpha\) and the delay \(\Delta\), see Section 4.3), which guarantees the stability of the controller running within such a server.

### 4.6 Optimal Design of Stabilizing Servers

In this section, we describe the procedure to design optimal stabilizing servers. The objective of the optimization is to minimize the utilization required in order to guarantee the stability of all control applications, that is

\[
U = \sum_{i=1}^{n} \left(\alpha_i + \frac{\epsilon}{P_i}\right), \quad (4.21)
\]

where \(\epsilon\) denotes the switching overhead for the server and is considered to be strictly positive. If no overhead is considered, then the solution would be with \(P \to 0\), making this an impractical server period.

We consider the implicit deadline server design, in which all server deadlines are set equal to the periods, \(D_i = P_i\).
Thanks to the isolation provided by the resource allocation mechanism, the stability of each control task is guaranteed through the parameters ($\alpha$ and $\Delta$) of the server running the task only (Equation (4.20)). Hence, the minimization of the total server utilization of (4.21) can be broken down into one bandwidth minimization problem for each server, rather than a more complex minimization which involves all task parameters together.

If we assume $D = P$ for all servers, we can perform the following optimization for each control application and conclude based on the obtained results,

$$\min_{\alpha, \Delta} \alpha + \frac{2\epsilon(1 - \alpha)}{\Delta}$$

s.t. $$\min \left\{ \frac{a(c^w - c^b) + c^b}{\alpha} + (2a - 1)\Delta - b, \right.$$  

$$\frac{ac^w}{\alpha} + a\Delta - (a - 1)c^b - b \leq 0. \right\} \leq 0.$$  

Notice that in the above cost the period $P$ is replaced by $\frac{\Delta}{2(1 - \alpha)}$, as it follows from (4.3)–(4.4) for $D = P$.

The solution to the above problem is the minimum bandwidth (including the overhead) required to guarantee stability of control task $\tau$.

Let us proceed with finding the global optimum of the problem (4.22), which is concerned with a single control task in isolation. The stability constraint in (4.22) can be written as

$$\min\{g_l(\alpha, \Delta), g_{II}(\alpha, \Delta)\} \leq 0,$$

which is equivalent to

$$(g_l(\alpha, \Delta) \leq 0) \lor (g_{II}(\alpha, \Delta) \leq 0),$$

with $\lor$ denoting the logical or between two propositions. Thus, the problem (4.22) can be solved by solving individually the following two problems

$$\min_{\alpha, \Delta} \alpha + \frac{2\epsilon(1 - \alpha)}{\Delta}$$

s.t. $$\frac{a(c^w - c^b) + c^b}{\alpha} + (2a - 1)\Delta - b \leq 0,$$

$$\frac{ac^w}{\alpha} + a\Delta - (a - 1)c^b - b \leq 0.$$
and,
\[
\begin{align*}
\min_{\alpha, \Delta} & \quad \alpha + \frac{2\epsilon(1 - \alpha)}{\Delta} \\
\text{s.t.} & \quad \frac{ac^w}{\alpha} + a\Delta - (a - 1)c^b - b \leq 0.
\end{align*}
\tag{4.24}
\]
and then select the best solution between the two produced by (4.23) and (4.24). Moreover, in order for the response time to be finite, the server bandwidth $\alpha$ has to satisfy $\alpha \geq \frac{c^w}{h}$, which leads to an additional constraint in each of the problems (4.23) and (4.24).

To solve problems (4.23) and (4.24), we use the KKT (Karush-Kuhn-Tucker) necessary conditions for optimality [BSS06]. According to the KKT condition, the optimum $x^*$ of the problem
\[
\begin{align*}
\min_x f(x) \\
\text{s.t.} & \quad g_i(x) \leq 0, \quad i = 1 \ldots m,
\end{align*}
\tag{4.25}
\]
must necessarily satisfy the following conditions
\[
\nabla f(x^*) + \sum_{i=1}^{m} \mu_i^* \nabla g_i(x^*) = 0,
\tag{4.26}
\]
\[
\mu_i^* g_i(x^*) = 0, \quad i = 1 \ldots m,
\]
\[
\mu_i^* \geq 0, \quad i = 1 \ldots m.
\]

For the case of our problem, it is assumed that $g_1(x)$ is associated with the stability constraints shown in problems (4.23) and (4.24), whereas $g_2(x)$ is associated with inequality (4.10).

Let us proceed with solving problem (4.23). From the KKT condition of the gradient, if we differentiate w.r.t. $\alpha$ and then $\Delta$, we find
\[
\begin{align*}
1 - \frac{2\epsilon}{\Delta} - \mu_1 \frac{a(c^w - c^b) + c^b}{\alpha^2} - \mu_2 &= 0 \tag{4.27} \\
-\frac{2\epsilon(1 - \alpha)}{\Delta^2} + \mu_1 (2a - 1) &= 0 \tag{4.28}
\end{align*}
\]
We consider two cases: $\mu_2 = 0$ and $\mu_2 > 0$.

\textbf{$\mu_2 = 0$:} Let us first assume there is no constraint on the server bandwidth $\alpha$, i.e., $\mu_2 = 0$. Since $a \geq 1$ and $\alpha < 1$, from (4.28), we immediately find the multiplier $\mu_1$, that is:
\[
\mu_1 = \frac{2\epsilon(1 - \alpha)}{\Delta^2(2a - 1)} > 0,
\]

\textbf{$\mu_2 > 0$:}
hence the constraint of (4.23) is active and must hold with the equal sign.

If we set, to have a more compact notation,

\[ x_i = a(c^w - c^b) + c^b, \quad y_i = c(2a - 1), \quad z_i = b, \]

(4.29)

then the equality constraint of (4.23) can be rewritten as

\[ \frac{x_i}{\alpha} + \frac{y_i}{\epsilon} \Delta = z_i, \]

(4.30)

from which we find

\[ \Delta = \frac{\alpha z_i - x_i}{\alpha y_i}, \]

(4.31)

and then the multiplier \( \mu_1 \) is

\[ \mu_1 = \frac{2(1 - \alpha)}{y_i} \left( \frac{\alpha y_i}{\alpha z_i - x_i} \right)^2. \]

(4.32)

By replacing (4.31) and (4.32) in the condition (4.27), we find:

\[
1 - 2 \frac{\alpha y_i}{\alpha z_i - x_i} - 2(1 - \alpha) \frac{\alpha^2 y_i^2}{(\alpha z_i - x_i)^2} \frac{x_i}{\alpha^2} = 0
\]

\[
z_i(z_i - 2y_i)\alpha^2 - 2x_i(z_i - 2y_i)\alpha + x_i(x_i - 2y_i) = 0
\]

\[
\alpha^2 - 2 \frac{x_i}{z_i} \alpha + \frac{x_i(x_i - 2y_i)}{z_i(z_i - 2y_i)} = 0
\]

\[
\alpha = \alpha_i (1 \pm \delta_i)
\]

where we set

\[ \alpha_\ell = \frac{x_\ell}{z_\ell}, \quad \delta_\ell = \sqrt{1 - \frac{z_\ell(x_\ell - 2y_\ell)}{x_\ell(z_\ell - 2y_\ell)}} \]

(4.33)

with \( \ell = 1 \). The values \( \alpha_i \) and \( \delta_i \) represent, respectively, the consumed bandwidth in absence of overhead and the increase of bandwidth needed due to overhead. Among the two solutions, the smaller one makes the corresponding value of \( \Delta \) negative. Hence, the only acceptable solution for the server bandwidth is given by \( \alpha_i (1 + \delta_i) \) and there is no need to check the second-order sufficient conditions.

The solution identified here corresponds to the case where there is no constraint on server bandwidth \( \alpha \) (i.e., \( \mu_2 = 0 \)). Therefore, if this solution satisfies constraint (4.10), i.e., \( \alpha \geq \frac{c^w}{h} \), then there is no need to consider the case where \( \mu_2 > 0 \) (because the solution in the larger
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search space is valid even considering this constraint); otherwise, this case has to be taken into account.

\( \mu_2 > 0 \): Now let us consider the case where the solution found does not satisfy constraint (4.10), i.e., \( \alpha < \frac{c^w}{h} \). From Equation (4.27), we have,

\[
\mu_2 = 1 - \frac{2\epsilon}{\Delta} - \mu_1 \left( \frac{a(c^w - c^b) + c^b}{\alpha^2} \right).
\] (4.34)

Substituting \( \mu_2 \) in the second equality of (4.26), i.e., \( \mu_2 g_2(x) = \mu_2 \left( -\alpha + \frac{c^w}{h} \right) = 0 \), we obtain,

\[
\left( 1 - \frac{2\epsilon}{\Delta} - \mu_1 \left( \frac{a(c^w - c^b) + c^b}{\alpha^2} \right) \right) \left( -\alpha + \frac{c^w}{h} \right) = 0. \] (4.35)

The above equation has at most three solutions. The solution found so far is equivalent to considering the first term to be equal to zero, i.e., \( \mu_2 = 0 \) (see Equation (4.34)). As discussed before, the solutions obtained considering the first term are invalid since they do not satisfy constraint (4.10). Therefore, the only valid solution is \( \frac{c^w}{h} \). In other words, the optimal solution \( \alpha^*_i \) is equal to \( \alpha_i(1 + \delta_i) \) except when this solution does not satisfy constraint (4.10). The final solution is then given by,

\[
\alpha^*_i = \max \left\{ \alpha_i(1 + \delta_i), \frac{c^w}{h} \right\}, \] (4.36)

in which we also account for the constraint (4.10). The corresponding optimal value of the server delay \( \Delta^*_i \) can be computed from (4.31).

To solve the second problem (4.24), we simply observe that by setting

\[
x_{ii} = ac^w, \quad y_{ii} = a\epsilon, \quad z_{ii} = b + (a - 1)c^b.
\] (4.37)

the constraint can be rewritten as in (4.30) by replacing \( x_i, y_i, \) and \( z_i \), with \( x_{ii}, y_{ii}, \) and \( z_{ii} \) of (4.37). Since the cost functions and the constraints of the two problems are the same, it follows that the solution is exactly the same as (4.36), with the corresponding replacements.

Since the two problems have to be considered in logical or, the minimal bandwidth \( \alpha^* \) and delay \( \Delta^* \) which can guarantee the stability of the control task (within the assumption of server deadline \( D \) equal
4.7. THEORETICAL GUARANTEES

to the server period $P$) is given by the better solution of the two problems, i.e.,
\[ \min \left\{ \alpha_i^* + \frac{2\epsilon(1 - \alpha_i^*)}{\Delta^*_i}, \alpha_{ii}^* + \frac{2\epsilon(1 - \alpha_{ii}^*)}{\Delta^*_{ii}} \right\} . \] (4.38)

After performing the above procedure for all servers and having found the minimum resource utilization required for stability of all control applications, we should now check if the resource demand is less than or equal to the resource supply. In the case of the implicit deadline servers running on a uniprocessor, the solution found is valid if and only if the utilization is less than or equal to one, i.e.,
\[ \sum_{i=1}^{n} \left( \alpha_i^* + \frac{2\epsilon(1 - \alpha_i^*)}{\Delta^*_i} \right) \leq 1. \] (4.39)

If condition (4.39) is not satisfied, there is no solution, with the given assumptions, that guarantees the stability of all control applications.

4.7 Theoretical Guarantees

We shall now discuss the degree of pessimism introduced in the proposed approach by using the linear bounds instead of the exact response times. Towards this, we need to define the notion of optimistic supply function. Note that the optimistic supply functions are unsafe and are only used to quantify the amount of pessimism introduced in our approach.

The optimistic supply lower bound function $\text{oslbf}(t)$ of a server is a linear upper bound on the supply lower bound function (as shown by the dotted line in Figure 4.3(a)). To obtain this, we notice that the optimistic supply functions are only $Q_P(P - Q)$ different from the linear supply bound functions, as it is shown in Figure 4.4. Since we have the linear supply lower bound function $\text{lslb}(t)$, the optimistic supply lower bound function is obtained as follows,
\[ \text{oslbf}(t) = \max \left\{ 0, \frac{Q}{P}(t - (P + D - 2Q)) + \frac{Q}{P}(P - Q) \right\} \]
\[ = \max \left\{ 0, \frac{Q}{P}(t - (D - Q)) \right\} . \]
Similarly, we define the optimistic supply upper bound function $\text{olsubf}(t)$ as follows (shown by the dotted line in Figure 4.3(b)),

$$\text{olsubf}(t) = \min\left\{ t, \frac{Q}{P}(t + (P + D - 2Q)) - \frac{Q}{P}(P - Q) \right\}$$

$$= \min\left\{ t, \frac{Q}{P}(t + (D - Q)) \right\}.$$

Computing the pseudo-inverse of these optimistic supply functions, we obtain optimistic bounds for the best-case and worst-case response times,

$$R^w = \frac{c^w}{\alpha} + \Delta,$$

$$R^b = \max\left\{ c^b, \frac{c^b}{\alpha} - \Delta \right\},$$

(4.40)

where $\Delta = D - Q$.

The next two subsections discuss the theoretical results on the amount of pessimism involved in our design method. We shall first restrict our attention to the stability of one single controller. Then, we focus on both stability and schedulability of the set of all servers.

### 4.7.1 Stability of Controllers

In this subsection, we shall focus on the stability of a single controller. The following lemma clarifies the relation between using the optimistic and exact supply functions for stability guarantees.
Lemma 4.7.1 If the stability constraint (4.20) of a control task is satisfied within a server \( S = (Q, P, D) \) with the exact supply functions, it is also satisfied within the same server, but considering the optimistic supply functions.

Proof: From the definition of the optimistic supply functions,

\[
\forall t, \quad \text{subf}(t) \geq \text{olsubf}(t), \\
\forall t, \quad \text{slbf}(t) \leq \text{olslbf}(t).
\]

This, in turn, leads to the following inequalities among the exact and optimistic response times,

\[
R^b = \min \{ t : \text{subf}(t) \geq c^b \} \leq \min \{ t : \text{olsubf}(t) \geq c^b \} = \overline{R}^b, \\
R^w = \min \{ t : \text{slbf}(t) \geq c^w \} \geq \min \{ t : \text{olslbf}(t) \geq c^w \} = \overline{R}^w.
\]

This indicates that considering the optimistic supply functions results in a lower bound for the worst-case response time \( \overline{R}^w \) and an upper bound for the best-case response time \( \overline{R}^b \). Note that since \( a \geq 1 \), \( \overline{R}^w \leq R^w, \overline{R}^b \geq R^b \), we have,

\[
L + aJ = aR^w + (1 - a)R^b \geq a\overline{R}^w + (1 - a)\overline{R}^b = \overline{L} + a\overline{J},
\]

where \( \overline{L} = \overline{R}^b \) and \( \overline{J} = R^w - \overline{R}^b \). Hence, if there exists a server with the exact supply functions that can satisfy inequality (4.18), then the stability constraint (4.18) is also satisfied considering the optimistic linear supply functions, i.e.,

\[
L + aJ \leq b \quad \overset{L + aJ \geq \overline{L} + a\overline{J}}{\Rightarrow} \quad \overline{L} + a\overline{J} \leq b.
\]

Lemma 4.7.2 If the stability constraint (4.20) of a control task is satisfied within a server \( S = (Q, P, D) \) with the linear supply functions, it is also satisfied within the same server, but considering the exact supply functions.

Proof: The following relations hold for the response times,

\[
R^b = \min \{ t : \text{subf}(t) \geq c^b \} \geq \min \{ t : \text{lsbf}(t) \geq c^b \} = \overline{R}^b, \\
R^w = \min \{ t : \text{slbf}(t) \geq c^w \} \leq \min \{ t : \text{lslbf}(t) \geq c^w \} = \overline{R}^w.
\]
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Since \( a \geq 1 \), we have the following inequalities,

\[
\begin{align*}
    aR^w + (1 - a)R^b &\leq aR^w + (1 - a)R^b, \\
    L + aJ &\leq L + aJ,
\end{align*}
\]

from which the theorem follows,

\[
L + aJ \leq b \quad \Longrightarrow \quad L + aJ \leq b.
\]

The next theorem establishes one important relation between stabilizing controllers based on the linear supply functions and the exact supply functions.

**Theorem 4.7.3** If the stability constraint (4.20) of a control task is satisfied within a server \( S = (Q, P, D) \) with the exact supply functions, it is also satisfied within a server \( S' = (Q, P, D) \) with the linear supply functions and \( k \geq 1 + \frac{P - Q}{D - Q} \).

**Proof:** Let us first prove the following inequalities,

\[
\begin{align*}
    \forall t, \quad \text{subf}(t) &\geq \text{lsubf}'(t), \\
    \forall t, \quad \text{slbf}(t) &\leq \text{lslbf}'(t).
\end{align*}
\]

To prove \( \text{subf}(t) \geq \text{lsubf}'(t) \), we derive the optimistic linear lower bound \( \text{olsubf}(t) \) on the exact supply upper bound function \( \text{subf}(t) \). If we can prove that this optimistic linear lower bound \( \text{olsubf}(t) \) is
always greater than or equal to $l_{subf}'(t)$, considering that it is a lower bound of $subf(t)$, we have $subf(t) \geq l_{subf}'(t)$. The linear lower bound on $subf(t)$ is given by (according to the definition of the optimistic supply upper bound functions),

$$o_{subf}(t) = \min \left\{ t, \frac{Q}{P}(t + (D - Q)) \right\}.$$  

Let us also derive the $l_{subf}'(t)$ for the implicit deadline server $S' = (\frac{Q}{k}, \frac{P}{k}, \frac{D}{k})$,

$$l_{subf}'(t) = \min \left\{ t, \frac{Q}{P}(t + \frac{1}{k}(P + D - 2Q)) \right\}.$$  

Our goal is to find $k$ such that the optimistic linear lower bound on the exact supply upper bound function $o_{subf}(t)$ is always above the linear upper bound $l_{subf}'(t)$. Note that, if $x \geq y$ and $x' \geq y'$, then $\min\{x, x'\} \geq \min\{y, y'\}$. Since $t \geq t$, we only need to focus on the second terms inside the min-functions in $o_{subf}(t)$ and $l_{subf}'(t)$, i.e.,

$$\frac{Q}{P}(t + (D - Q)) \geq \frac{Q}{P}(t + \frac{1}{k}(P + D - 2Q)).$$  

Re-arranging the terms, we obtain,

$$k \geq 1 + \frac{P - Q}{D - Q}.$$  

Analogously, to prove $slbf(t) \leq l_{slbf}'(t)$, we start by showing that the optimistic linear upper bound on $slbf(t)$ is given by (according to the definition of the optimistic supply lower bound functions),

$$o_{slbf}(t) = \max \left\{ 0, \frac{Q}{P}(t - (D - Q)) \right\}.$$  

The linear lower bound on server $S'$ is given by,

$$l_{slbf}'(t) = \max \left\{ 0, \frac{Q}{P}(t - \frac{1}{k}(P + D - 2Q)) \right\}.$$  

Observe that, if $x \leq y$ and $x' \leq y'$, then $\max\{x, x'\} \leq \max\{y, y'\}$. Since $0 \leq 0$, it is enough to focus on the second terms inside the max-functions. We would like to find $k$ such that the optimistic linear
upper bound on $\text{slbf}(t)$, denoted by $\text{olslbfr}(t)$, is always below $\text{lslbf}'(t)$, i.e.,
\[
\frac{Q}{P}(t-(D-Q)) \leq \frac{Q}{P}(t - \frac{1}{k}(P+D-2Q)),
\]
which simplifies to,
\[
k \geq 1 + \frac{P-Q}{D-Q},
\]
which is the same as the previous condition on $k$.

As a result of the inequalities in (4.41), the following relations hold for the response times,
\[
\begin{align*}
R^b &= \min\{t : \text{subf}(t) \geq c^b\} \leq \min\{t : \text{lsubf}(t) \geq c^b\} = R^b', \\
R^w &= \min\{t : \text{slbf}(t) \geq c^w\} \geq \min\{t : \text{lslbf}(t) \geq c^w\} = R^w'.
\end{align*}
\]
Since $a \geq 1$, we have the following inequalities,
\[
aR^w + (1-a)R^b \geq aR^w' + (1-a)R^b',
\]
\[
L + aJ \geq L' + aJ',
\]
from which the theorem follows,
\[
L + aJ \leq b \quad \text{by} \quad L' + aJ' \leq b.
\]

Note that the bound is tight when $k = 1 + \frac{P-Q}{D-Q}$ since the linear lower bound on $\text{subf}(t)$ is the same as $\text{lsubf}'(t)$ and the linear upper bound on $\text{slbf}(t)$ is the same as $\text{lslbf}'(t)$. The tightness is in the sense that, for server $S' = (\frac{Q}{k}, \frac{P}{k}, \frac{D}{k})$, decreasing $k$ by a small positive value, violates the inequalities in (4.41). □

The important message of Theorem 4.7.3 is that, if a server $S = (Q, P, D)$ (with the exact supply functions) with bandwidth $\alpha = \frac{Q}{P}$ is identified that satisfies the stability constraint (4.18) for the control task associated with it, then there exists a server $S' = (\frac{Q}{k}, \frac{P}{k}, \frac{D}{k})$ (with the linear supply functions) that can also satisfy the stability constraint (4.18) for the control task and the required bandwidth is the same, i.e., $\alpha' = \frac{Q}{k} = \frac{Q}{P}$.

The theorem also states that, in the worst-case, the server $S'$ has to be run $k$ times more frequently compared to $S$. In practice, of
course, this might be a disadvantage, if the context-switch overhead is significant.

The following corollary discusses the particular case of implicit deadline servers (i.e., \( D = P \)) and it will be used in the next section.

**Corollary 4.7.3.1** If the stability constraint \( (4.20) \) of a control task is satisfied within an implicit deadline server \( S = (Q, P) \) with the exact supply functions, it is also satisfied within an implicit deadline server \( S' = \left( \frac{Q}{2}, \frac{P}{2} \right) \) with the linear supply function.

**Proof:** The proof follows by substituting \( D = P \) in \( k \geq 1 + \frac{P - Q}{D - Q} \) in Theorem 4.7.3, i.e., \( k \geq 2 \).

For clarification see Figure 4.5. In Figure 4.5(a), the linear supply lower bound function \( lslbf' \) is both a lower bound for the exact supply lower bound function \( slbf' \) and the optimistic upper bound on \( slbf \), i.e., \( olslbf \). This implies that the amount of resource provided by \( slbf' \) in the worst case is more than or equal to the amount of resource provided by \( slbf \) in the worst case. Similarly, Figure 4.5(b) shows that the linear supply upper bound function \( lsubf' \) is both an upper bound for the exact supply upper bound function \( subf' \) and the optimistic lower bound of \( subf \), \( olsubf \).

The bound is tight in the sense that the linear supply lower bound functions \( lslbf' \) is not only the tightest linear lower bound on the exact supply lower bound function \( slbf' \), but also the tightest linear upper bound on the exact supply lower bound function \( slbf \). Similar results can be derived for the linear supply upper bound function \( lsubf' \).

### 4.7.2 Schedulability of Servers

Thus far in this section, we have limited our attention only to the stability of a single server. However, for a system to be *implementable*, not only should the stability constraint be satisfied, but also the system should be schedulable. The next theorem provides an important analytical result to bound the pessimism involved in using the linear supply functions.

Note that, in many situations, as shown in Section 2.5, the monotonicity property does not hold. This is, for example, the case with respect to task periods and priorities. The following Lemma discusses the monotonicity property with respect to processor speed.
Lemma 4.7.4 If the stability constraint (4.20) is guaranteed for a task running within a server \( S = (Q, P, D) \) on a processor and considering the linear supply functions, it is also guaranteed within the same server and on a higher speed processor.

Proof: It can be shown that if stability constraint (4.20) is satisfied, then, on a processor with speed augmented by a factor \( \lambda (\lambda \geq 1) \), the following stability constraint is also satisfied,

\[
\min \left\{ \frac{a(c^w - c^b) + c^b}{\lambda \alpha} + (2a - 1) \Delta - b, \right. \\
\frac{1}{\lambda} \left( \frac{ac^w}{\alpha} - (a - 1)c^b \right) + a\Delta - b \left\} \leq 0. \tag{4.42} \]

The above inequality holds since the terms multiplied by the factor \( \frac{1}{\lambda} \) are non-negative considering \( \alpha \leq 1 \) and \( a \geq 1 \).

Since the linear stability constraint is satisfied on a processor which is \( \lambda \) times faster, so is the exact stability condition (according to Lemma 4.7.2).

\[ \square \]

Theorem 4.7.5 If a set of controllers is guaranteed to be implemented (i.e., the system is schedulable and all the plants are guaranteed to be stable) using implicit deadline servers \( S_i = (Q_i, P_i) \) and considering the exact supply functions over a unit-speed processor, then the same set is guaranteed to be implemented using implicit deadline servers \( S'_i = (\frac{Q_i}{2}, \frac{P_i}{2}) \) considering the linear supply functions over a \( \lambda \)-speed processor with \( \lambda = \sum_{i=1}^{n} \frac{Q_i + 2\epsilon}{P_i} \), \( \epsilon \) being the switching overhead.

Proof: According to Corollary 4.7.3.1, if the stability constraint of a control application can be satisfied within an implicit deadline server \( S_i = (Q_i, P_i) \) with the exact supply functions, then it is also satisfied within an implicit deadline server \( S'_i = (\frac{Q_i}{2}, \frac{P_i}{2}) \) with the linear supply functions. Therefore, server \( S'_i \) with the linear supply functions provides guarantees from the stability point of view. However, in addition to stability, the schedulability of the controllers should also be investigated.
Note that, considering the exact supply functions, the system is schedulable if and only if,

\[ U = \sum_{i=1}^{n} \left( \alpha_i + \frac{\epsilon}{P_i} \right) = \sum_{i=1}^{n} \left( \frac{Q_i}{P_i} + \frac{\epsilon}{P_i} \right) \leq 1. \]  

(4.43)

Now, let us consider the case where the linear supply functions are used,

\[ U' = \sum_{i=1}^{n} \left( \alpha_i + \frac{\epsilon}{P_i} \right) = U + \sum_{i=1}^{n} \frac{\epsilon}{P_i}. \]  

(4.44)

The system based on the linear supply functions is schedulable if,

\[ \lambda \geq U + \sum_{i=1}^{n} \frac{\epsilon}{P_i}, \]  

(4.45)

where \( \lambda \) is the relative speed of the processor. Having considered a processor which is \( \lambda \) times faster, it is now required to discuss the impact of this choice on stability. This is addressed by Lemma 4.7.4, which states that the stability guarantees (with regard to stability constraint (4.20)) are preserved on faster processors. It can also be shown that if constraint (4.10) is satisfied on a processor (i.e., \( \frac{c^w}{\lambda} \leq \alpha \)), then it is also satisfied on a processor which is faster (i.e., \( \frac{1}{\lambda} \frac{c^w}{\lambda} \leq \frac{c^w}{\lambda} \leq \alpha \)).

This result indicates the following: if the stability of the controllers cannot be guaranteed on a processor with speed \( \lambda = U + \sum_{i=1}^{n} \frac{\epsilon}{P_i} = \sum_{i=1}^{n} \frac{Q_i+2\epsilon}{P_i} \) considering the linear supply functions, then it for sure cannot be guaranteed considering the exact supply functions on a processor with speed 1, since it implies \( U > 1 \).

\[ \square \]

Corollary 4.7.5.1 The factor \( \lambda \) in Theorem 4.7.5 is bounded from above by 2.

Proof: Let us assume the system is implementable considering the exact supply functions. This, in turn, implies that the utilization \( U \) is

\[ U = \sum_{i=1}^{n} \left( \alpha_i + \frac{\epsilon}{P_i} \right) \leq 1. \]
Since $\alpha_i \geq 0$, we obtain
\[
\sum_{i=1}^{n} \frac{\epsilon}{P_i} = U - \sum_{i=1}^{n} \alpha_i \leq U.
\]

Observe that $\lambda$ is given by,
\[
\lambda = U + \sum_{i=1}^{n} \frac{\epsilon}{P_i} \leq 2 \cdot U.
\]

Since $U \leq 1$ in an implementable system, the bound on $\lambda$ follows: $\lambda \leq 2$. \qed

4.8 Asymptotic Analysis

As discussed before, the optimal values of server parameters cannot be obtained efficiently, when the exact supply functions are used. Therefore, we consider the notion of optimistic supply functions, for which the server parameters may be computed efficiently (see Section 4.8).

In this section, we shall identify a lower bound on the minimum achievable utilization by the approach discussed in the previous sections, i.e., the implicit deadline servers. We will use this bound in our experiments (Section 4.9.2) in order to evaluate the efficiency of our optimization technique discussed in Section 4.6. To obtain a tight lower bound on the minimum utilization required for guaranteeing stability of a plant associated with an implicit deadline server, optimistic linear supply functions are considered in this section.

Let us consider the optimistic upper bound on the $slbf(t)$, denoted by $oslbf(t)$, and the optimistic lower bound on $subf(t)$, denoted by $olsubf(t)$ (see Section 4.7). Lemma 4.7.1 states that if there exists a server with the exact supply functions that can satisfy inequality (4.18), then it is also possible to find a solution using the optimistic linear supply functions that satisfies inequality (4.18).

Forming the stability constraint based on the optimistic response times, defined in Equation (4.40), we realize that the stability constraint (4.20) remains exactly the same, but assuming $\Delta$ instead of $\Delta$. Now let us focus on the special case of implicit deadline server
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\((D = P)\) that leads to \(\frac{\epsilon}{\Delta} = \frac{\epsilon(1 - \alpha)}{\Delta}\). The optimization problem then will be as follows,

\[
\min_{\alpha, \Delta} \quad \alpha + \frac{\epsilon(1 - \alpha)}{\Delta} \\
\text{s.t.} \quad \min \left\{ \frac{a(c^w - c^b) + c^b}{\alpha} + (2a - 1)\Delta - b, \quad (4.46) \right. \\
\frac{ac^w}{\alpha} + a\Delta - (a - 1)c^b - b \right\} \leq 0.
\]

Notice that this optimization problem is the same as problem (4.22), except for the factor 2 in the term that captures switching overhead \((\frac{\epsilon(1 - \alpha)}{\Delta})\) versus \(2\frac{\epsilon(1 - \alpha)}{\Delta}\). Therefore, the solution to this problem can be obtained using the approach in Section 4.6, simply by substituting the overhead \(\frac{\epsilon}{\Delta}\) instead of \(\epsilon\).

While the objective function of the above optimization problem is the same for both the exact and optimistic supply functions (i.e., \(\alpha + \frac{\epsilon}{\Delta}\)), the stability constraint uses optimistic response times instead of the exact results. However, according to Lemma 4.7.1, if there exists a solution that guarantees the stability constraint when the exact supply functions are used, then there is also a solution considering the optimistic supply functions (i.e., the search space of this problem contains the search space of the exact problem). Therefore, the total utilization found using the asymptotic approach in this section is lower than or equal to the one that could possibly be found for the implicit deadline server considering the exact supply functions.

4.9 Evaluation

We will first illustrate and evaluate our proposed approach in Section 4.9.1 by a small example and later in Section 4.9.2 by a large set of experiments.

4.9.1 Illustrative Example

In this section, the server design approach discussed in Section 4.6 will be illustrated using a small example. Further, we also compare the results to the asymptotic bound developed for the case of implicit deadline servers in Section 4.8.
Let us consider a set of three controllers whose parameters are reported in Table 4.1. In the table we report best-case and worst-case execution times ($c^b_i$ and $c^w_i$), the period ($h_i$), the coefficients of the linear stability constraint ($a_i$ and $b_i$ of the constraint in (4.18)), and the transfer function of the plant to be controlled. We assume a server switching overhead of $\epsilon = 0.3$. All time quantities are given in units of 0.01 ms throughout this section.

The server parameters obtained after optimization are reported in Table 4.2. In the first column group of the table (labelled by “Proposed Design”) we report server budgets $Q_i$, periods $P_i$, bandwidth $\alpha_i$, delay $\Delta_i$, and overhead due to switching $O_i = \epsilon P_i$ for the proposed design strategy (PD) proposed in Section 4.6. In the second column group of the table (labelled by “Asymptotic Analysis”), the corresponding results for the asymptotic analyses of the implicit deadline server (AA) in Section 4.8 are reported.

The total utilization obtained by the asymptotic analysis for the implicit deadline servers obtained by our design approach (Section 4.6) is slightly higher, i.e., $U_{PD} = 0.72$. The detailed calculation is given in the following:

$$U_{AA} = \sum_{i=1}^{3} \left( \alpha^*_i + \frac{\epsilon(1-\alpha^*_i)}{\Delta^*_i} \right) = \left( 0.100 + \frac{0.3(1-0.100)}{130} \right) + \left( 0.249 + \frac{0.3(1-0.249)}{23.6} \right) + \left( 0.345 + \frac{0.3(1-0.345)}{34.4} \right) = 0.71,$$

$$U_{PD} = \sum_{i=1}^{3} \left( \alpha^*_i + 2 \frac{\epsilon(1-\alpha^*_i)}{\Delta^*_i} \right) = \left( 0.100 + 2 \frac{0.3(1-0.100)}{130} \right) + \left( 0.253 + 2 \frac{0.3(1-0.253)}{32.8} \right) + \left( 0.347 + 2 \frac{0.3(1-0.347)}{48.3} \right) = 0.72.$$

Observe that the solution found by the asymptotic analysis for the implicit deadline servers is not guaranteed to be stable (it does not guarantee stability considering the exact stability condition). However, the solution obtained by our proposed approach is guaranteed to be stable (valid considering the exact stability condition), while
only 1\% away from the asymptotic analysis, in terms of resource utilization. This indicates that, for the discussed example, the solution obtained by our approach is less than 1\% away from the actual optimum.

### 4.9.2 Experimental Results

To further evaluate our proposed server design approach we compare against the asymptotic analysis discussed in this chapter:

- **Proposed control servers**: the stabilizing control server approach (PD) proposed in Section 4.6, which is based on the implicit deadline servers.

- **Implicit deadline asymptotic analysis**: the asymptotic analysis of implicit deadline servers (AA) is discussed in Section 4.8 and produces solutions that are not guaranteed to be stable, but their resource utilization is less than or equal to the actual optimum.

Note that the asymptotic analysis (AA) is an approach that outperforms the optimal, in terms of total bandwidth usage, if the class of implicit deadline servers is considered. In other words, the asymptotic analysis (AA) produces a lower bound on the total bandwidth usage, but does not guarantee stability. Therefore, this asymptotic analysis (AA) is considered as the baseline for the comparison in this section. We compare the proposed design approach for stabilizing control servers (PD) to the asymptotic analysis (AA), also developed in this paper. The difference captures the efficiency of the proposed approach (PD), assuming the asymptotic analysis (AA) produces solutions that are often close to the optimal.
We have generated 700 benchmarks with a number of control applications from 2 to 10. The plants considered are chosen from a database consisting of inverted pendulums, ball and beam processes, DC servos, and harmonic oscillators [ÅW97, CLE+04]. To generate a set of random control tasks for a given utilization, the UUniFast algorithm is used [BB05]. The periods are chosen based on common rules of thumb [ÅW97]. Having the period and task utilization, the worst-case execution time can be computed. The switching overhead is given by \( \epsilon = r \cdot \min_{i=1..n} \{ c_i^b \} \), where \( r \) is randomly chosen with a uniform distribution in the interval of \([0.01, 0.10]\).

The experiments are repeated for several values of total task utilization (\( \sum_{i=1}^{n} \frac{w_i}{h_i} \)) and the results are shown in Figure 4.6. The metric used for this comparison is the relative quality, defined as \( \left( \frac{N_{AA} - N_{PD}}{N_{AA}} \times 100 \right) \), where \( N_{PD} \) and \( N_{AA} \) are the number of benchmarks for which the proposed approach (PD) and asymptotic analysis (AA), respectively, could find a valid solution. Therefore, the metric states the quality of the proposed approach (PD) compared to the asymptotic analysis (AA). For each value of utilization, we evaluate the percentage of benchmarks for which the stability could not be guaranteed, and we call it “invalid solutions”.

It can be observed that the number of invalid solutions by the proposed design approach (PD) compared to the asymptotic analysis (AA) increases with the taskset utilization. It is also noteworthy that the gap between the proposed design approach (PD) and the asymptotic analysis (AA) is always less than 10%. In other words, the proposed design approach (PD) is less than 10% away from the theoretical optimum, for the benchmarks considered here.

4.10 Conclusions

Providing guarantees for stability of control applications is perhaps the most important requirement while implementing embedded control systems. The fundamental difference between the control systems and what we classically understand by hard real-time systems advocates the need for new analysis and design techniques. In this chapter, we have proposed the use of resource reservation mechanisms

\[\text{Note that, as mentioned, “valid” solutions with AA are not guaranteed to be stable, as opposed to those produced with PD.}\]
for designing embedded control systems. Exploiting the server mechanism provides not only compositionality, scalability, and isolation, but also a simple interface between the control stability and real-time scheduling aspects which facilitates the design process. Finally, we have addressed the analysis and design of stabilizing servers and demonstrated the efficiency of our proposed approaches both theoretically and experimentally.
In the previous chapters we discussed offline methodologies for designing embedded control systems. An online scheduling policy to stabilize control applications will be proposed in this chapter.

It has previously been discussed that jitter is typically an important factor for control applications. This chapter investigates whether it is possible to guarantee that the jitter will not exceed a certain amount, for a given set of applications on a shared platform. The effect of jitter on the stability of control applications and its relation with the latency will be discussed. The importance of our technique arises from the fact that it is considerably easier in controller design to manage the constant part of the delay (known as latency), while coping with the varying part of the delay (known as jitter) is more involved. The proposed solution guarantees certain jitter limits, and at the same time does not lead to overly pessimistic latency values. The results are later used in a design optimization problem to minimize resource utilization.

5.1 Introduction and Related Work

As it has been discussed in the previous chapters, over the past decade, there has been considerable amount of research on offline methodologies for the control–scheduling co-design problem [SLSS96, RS00, CLE+04, NPAG06, BC08, ZSWM08, NH09, MSZ11, GLSC12,
KGC+12, ASE+12, ABEP13]. Typically [CLE+04, ASE+12, ABEP13],
response-time analysis is used to calculate the latency and jitter in-
troduced as a result of resource sharing and, then, this information is
utilized to investigate the stability of the plants [ÅW97, Cer12].
The approach in this chapter is of another nature: given a set of
applications and the maximum amount of jitter which can be toler-
ated by each application, is it possible to schedule the system such
that all applications satisfy their jitter constraints? Here, we focus on
the notion of lag [BCPV96], i.e., the difference between the amount
of time allocated to a task on a shared processor and a dedicated
processor with speed equal to the task utilization. Towards this, we
model the schedule as a system where the state of the system is the
lag of all tasks. To bound the jitter of a task, the lag should be kept
within a specified limit, which is obtained by considering the relation
between the jitter and lag. It will be shown that it is possible
to limit the lags for a set of applications with a total utilization not
exceeding one, for arbitrary positive lag limits. In order to limit the
lags, and in turn the jitters, we propose a simple online scheduling
policy. In other words, our task is to design a scheduling policy to
guarantee the required lag limits. The complexity and the context
switch overhead of the proposed scheduling policy will be discussed.
In particular, it is shown that, in the worst case, the number of pre-
emptions by our proposed policy is at most three times the number
of preemptions by the optimal policy. Finally, the bound on the jitter
for control applications is translated into stability guarantees. It will
also be demonstrated how to assign processor shares and select lag
limits in designing such systems in order to guarantee stability for a
set of control applications.

An important feature of the algorithm is that it requires very
little information about the taskset at design time. An engineering
solution to avoid jitter is to buffer the last part of the task execution
until before the worst-case response time of the tasks [VZF91], which
requires considerably more information at design time. Moreover,
such a technique would unnecessarily extend the latency towards the
worst-case response time.
The Pfair algorithm [BCPV96] addresses the problem of propor-
tional progress for tasks execution. In other words, it guarantees
that the difference between the amount of time allocated to each task
and the corresponding value in the fluid model of execution does not exceed one time unit of execution. The schedule may, however, experience preemption every time unit. As opposed to Pfair, in the proposed approach, the constraint on the lag limits for each application could be individually and arbitrarily selected. The concept of regularity, similar to the lag concept, is discussed in [MF01]. The authors also discuss the schedulability conditions when the concept of regularity is considered. A closely related technique is the server-based resource reservation mechanism and the use of the $(\alpha, \Delta)$ model [FM02] to design servers to bound the output jitter.

In [BBGL99], Baruah et al. develop two algorithms to minimize the output jitter, as opposed to limiting the jitter. Di Natale and Stankovic [NS00] propose a framework based on simulated annealing to synthesize static schedules with minimum output jitter for non-preemptive tasks and messages, in distributed systems. In [WBSS11a], Westmijze et al. study the effectiveness of a number of scheduling heuristics intended to reduce the latency and jitter taking into account the execution times of tasks as well as dependencies between the tasks, the data structures accessed by the tasks, and the memory hierarchy. However, the complexity of the model considered in [WBSS11b] renders it impossible to provide any kind of guarantees. As opposed to our approach, the jitter minimization requires the complete information about the tasks parameters during the design phase [BBGL99, NS00, WBSS11b].

Hong et al., in [HHL10], propose a heuristic based on elastic scheduling to reduce the jitter through adaptive deadline adjustment. In [PL13], Phan et al. propose to reduce the output jitter of the task for fixed-priority policy using shapers. Essentially the authors propose to delay the already released job for a certain amount of time to bound the resource demands. However, the solutions proposed in [HHL10] and [PL13] are similar to the buffering mechanism discussed previously. Mochocki et al. [MHRE05] address the problem of guaranteeing jitter constraints, but using the dynamic voltage scaling (DVS) technique.

The fairness concept is defined by [BCPV96]. A policy is considered fair if tasks progress roughly proportional to their allocated resource share. However, as discussed before, the algorithm can only guarantee equal lag limits. As opposed to Pfair, our proposed algo-
rithm provides guarantees on the independent amount of *jitter* an application can tolerate and therefore the algorithm is referred to as *Jfair*. Note that fairness does not necessarily translate into equality as applications may tolerate different amount of variations in the response time in order to remain stable.

The interplay between the latency and jitter of online scheduling policies and the connection to the stability of control applications has not been discussed in the literature. The most important results presented in this chapter are the following:

- We prove that it is possible to guarantee any (positive) jitter limits for tasks as long as the utilization is not exceeding one.

- The proof is constructive, i.e., a scheduling policy is proposed to synthesize such a schedule.

- It is also proved that the number of preemptions needed by the proposed scheduling policy will be at most three times that of any other valid (feasible) scheduling policy, including the optimal one.

- We address the analysis problem to select the lag limits, given the constraints on the latency and jitter required to guarantee stability.

- Based on the proposed online scheduling policy, a design optimization problem is formulated to minimize the resource utilized to guarantee the stability of the control applications. The design parameters are the lag limits and processor shares.

5.2 System Model and Background

We are given \( n \) independent periodic tasks, each of which denoted by \( \tau_i \) with computation time (execution time) \( c_i \) and period \( h_i \). Each task \( \tau_i \) has a utilization, denoted by \( u_i = \frac{c_i}{h_i} \), which is defined as the portion of resource allocated to this task. The \( j \)-th instance of \( \tau_i \) is referred to as job and is denoted by \( \tau_{i,j} \). The *Jfair* algorithm divides each job \( \tau_{i,j} \) into several subjobs. The \( k \)-th subjob of \( \tau_{i,j} \) is denoted by \( \tau_{i,j,k} \).
We denote by \( r_{i,j} \) and \( f_{i,j} \) the release and finishing time instants of the \( j \)-th job of \( \tau_i \), respectively. The jitter \( J_i \) of \( \tau_i \) is defined as
\[
J_i = \max_j \{f_{i,j} - r_{i,j}\} - \min_j \{f_{i,j} - r_{i,j}\}. \tag{5.1}
\]
Such a quantity is also called output jitter, as it measures the variation in the response time of a task.

Let us define the execution function \( e_i(t) \),
\[
e_i(t) = \begin{cases} 
1 & \text{if } \tau_i \text{ is executing at time } t, \\
0 & \text{otherwise.}
\end{cases}
\]
For a given task schedule, the lag of task \( \tau_i \) is defined [BCPV96] as,
\[
\delta_i(t) = u_i \cdot t - \int_0^t e_i(x) \, dx. \tag{5.2}
\]
The definition captures the difference between the amount of time that should have been allocated to task \( \tau_i \) until time \( t \) according to its utilization \( u_i \) (i.e., \( u_i \cdot t \)) and the amount that is actually allocated (i.e., \( \int_0^t e_i(x) \, dx \)).

The lag at any instant \( t_2 \) may also be written as a function of the lag at any previous instant \( t_1 \) \((t_1 \leq t_2)\), as follows
\[
\delta_i(t_2) = u_i \cdot t_2 - \int_0^{t_2} e_i(x) \, dx \\
= u_i \cdot t_1 + u_i \cdot (t_2 - t_1) - \int_0^{t_1} e_i(x) \, dx - \int_{t_1}^{t_2} e_i(x) \, dx \tag{5.3}
\]
\[
= \delta_i(t_1) + u_i \cdot (t_2 - t_1) - \int_{t_1}^{t_2} e_i(x) \, dx.
\]
The lag limit is defined as the maximum allowed deviation in the absolute value of the lag for task \( \tau_i \), and is denoted by \( \delta_i \). A schedule is feasible if the lag limits are satisfied. That is, a feasible schedule guarantees that,
\[
|\delta_i(t)| \leq \delta_i, \quad \forall t \geq 0, \quad i = 1, \ldots, n.
\]
The relation between the jitter and the lag will be clarified in the following. Assuming that lag \( \delta_i(t_2) \) for task \( \tau_i \) is within the lag limits
at time $t_2$ we obtain,

$$|\delta_i(t_2)| \leq \bar{\delta}_i,$$

$$|\delta_i(t_1) + u_i \cdot (t_2 - t_1) - k \cdot c_i| \leq \bar{\delta}_i,$$

$$\frac{k \cdot c_i - \delta_i(t_1) - \bar{\delta}_i}{u_i} \leq t_2 - t_1 \leq \frac{k \cdot c_i - \delta_i(t_1) + \bar{\delta}_i}{u_i},$$

$$t_1 + \frac{k \cdot c_i - \delta_i(t_1) - \bar{\delta}_i}{u_i} \leq t_2 \leq t_1 + \frac{k \cdot c_i - \delta_i(t_1) + \bar{\delta}_i}{u_i},$$

where $t_2$ is the instant at which the $k$-th job of task $\tau_i$ may finish its execution and $t_1$ is the release time of the 1-st job of task $\tau_i$. Therefore, we have $\int_{t_1}^{t_2} e_i(x) \, dx = k \cdot c_i$. The second inequality is obtained using Equation (5.3). Therefore, the output jitter $J_i$, that is equivalent to the variation in $t_2$, is bounded as follows,

$$J_i \leq 2 \cdot \frac{\bar{\delta}_i}{u_i}. \quad (5.4)$$

This indicates that the limit on the output jitter for task $\tau_i$ translates into a constraint on lag,

$$|\delta_i(t)| \leq \bar{\delta}_i = \frac{J_i}{2} \cdot u_i, \quad (5.5)$$

assuming $J_i$ is the maximum amount of jitter a task $\tau_i$ can tolerate (i.e., jitter margin).

We shall also define the notion of pending work $\sigma_i(t)$ for a periodic task $\tau_i$ at $t$,

$$\sigma_i(t) = \left\lfloor \frac{t}{h_i} + 1 \right\rfloor c_i - \int_{0}^{t} e_i(x) \, dx. \quad (5.6)$$

By definition, the pending work may not be negative at any time. Clearly, a task $\tau_i$ may not execute when $\sigma_i(t) = 0$.

### 5.3 Motivational Example

In this section, we shall motivate the need for the scheduling policy proposed. Let us consider a set of three tasks $T = \{\tau_1, \tau_2, \tau_3\}$. The execution times of all tasks are $c_i = 5$. The sampling period of task $\tau_1$ is $h_1 = 10$, while for tasks $\tau_2$ and $\tau_3$ the periods are $h_2 = h_3 = 20$. 
Figure 5.1: Example: three tasks with execution times $c_i = 5$, periods $h_1 = 10$, $h_2 = h_3 = 20$, lag limits $\delta_i = 1$. 
Figure 5.1 illustrates the task schedule under several scheduling policies: the Pfair algorithm [BCPV96], a server-based algorithm [AEP15], and our proposed Jfair algorithm. To compare our proposed approach against the Pfair algorithm, we set the lag limits $|\delta_i(t)| \leq \bar{\delta}_i = 1$, although our policy does not require such a condition. The results are summarized in Table 5.1. The preemption density for a taskset $T = \{\tau_i \mid i = 1 \ldots n\}$ is defined as,

$$\rho = \sum_{i=1}^{n} \frac{m_i}{h_i},$$

where $m_i$ is the number of preemptions of task $\tau_i$ in one period $h_i$.

The three tasks $\tau_1$, $\tau_2$, and $\tau_3$ are depicted in green, red, and blue, respectively. The x-axis is the time axis and the lags are shown on the y-axis. The upward arrows indicate the release time of the corresponding jobs. The lags are also depicted with the piecewise linear lines in the same color as the task. However, for the sake of illustration, the lags are displaced such that $|\delta_i(t) - i| \leq 1$. For example, the lag for the red task $\tau_2$ is drawn by red and lag $\delta_2(t) = 0$ at time $t$ if it intersects with line $y = 2$. Therefore, the lags are valid as long as $\delta_2(t)$ is between $y = 1$ and $y = 3$, i.e., $|\delta_2(t) - 2| \leq 1$.

Figure 5.1(a) shows the schedule by the Pfair algorithm [BCPV96]. In every time unit, the task executing is preempted, which leads to 20 preemptions in total.

The schedule by the server-based approach (resource reservation mechanism) is shown in Figure 5.1(b). As in the previous case, the servers (or shapers) are designed to guarantee the lag limits of $|\delta_i(t)| \leq 1$ (a more detailed discussion will be presented in Section 5.4). It can be seen that the number of preemptions is 24, i.e., more than the Pfair algorithm, for this particular example.

The proposed Jfair algorithm (discussed in Section 5.4) is shown in Figure 5.1(c). Notice that while the lag limits are still respected, the number of preemptions is reduced to 14. As it will be discussed later, the number of preemptions by the optimal algorithm, for this example, is bounded from below by 8.

This example demonstrates that the schedule generated by the Jfair policy, while respecting the lag limits, will lead to a fewer number of preemptions, when compared to Pfair or servers.

In the next section, our goal is to design a scheduling policy to guarantee the lag limits for all tasks.
Table 5.1: Summary of the characteristics of the schedule.

<table>
<thead>
<tr>
<th>Policy</th>
<th>Preemption Density $\rho$</th>
<th>Lag Limit $\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pfair</td>
<td>1.0</td>
<td>1</td>
</tr>
<tr>
<td>Server</td>
<td>1.2</td>
<td>1</td>
</tr>
<tr>
<td>Jfair</td>
<td>0.7</td>
<td>1</td>
</tr>
</tbody>
</table>

### 5.4 Jfair Scheduling Policy

In this section, we discuss the Jfair scheduling policy and the theoretical guarantees provided by the proposed approach. Without loss of generality, we assume that the resource is fully utilized, i.e., $\sum_{i=1}^{n} u_i = 1$. This is simply possible by introducing an extra task with utilization $u_0 = 1 - \sum_{i=1}^{n} u_i$ and implicit deadline. For instance, by choosing the period and deadline equal to the hyper period and the execution time in such a way that the task utilization is equal to $u_0$.

#### 5.4.1 Scheduling Policy

Our proposed algorithm divides each job $\tau_{i,j}$ of task $\tau_i$ into several smaller subjobs $\tau_{i,j,k}$, for each of which the execution time and artificial deadline are denoted by $c_{i,j,k}$ and $d_{i,j,k}$, respectively. In fact, our objective is to assign the execution times $c_{i,j,k}$ and deadlines $d_{i,j,k}$ in such a way that the lag limits are not violated.

The scheduling policy is as follows:

- The scheduler is an EDF-based scheduler, i.e., the subjob with the earliest deadline has the highest priority.
- The deadline $d_{i,j,k}$ of a subjob is set as follows,

$$d_{i,j,k} = \frac{\delta_i}{u_i \cdot (1 - u_i)}.$$  \hspace{1cm} (5.8)

In the case where $\sigma_i(t) < d_{i,j,k} \cdot u_i$, where $t$ is deadline of the previous subjob $\tau_{i,j,k-1}$, the deadline is modified to

$$d_{i,j,k} = \frac{\sigma_i(t)}{u_i}.$$  \hspace{1cm} (5.9)
• The subjob’s execution time at time $t$ is assigned according to

$$c_{i,j,k} = d_{i,j,k} \cdot u_i.$$  \hfill (5.10)

To have a better understanding of the algorithm, let us first have a closer look at how our simple scheduling policy works. Intuitively, the scheduler breaks a job into several subjobs.

Starting with $\delta_i(0) = 0$, the deadline and execution-time are $d_{i,j,1} = \frac{\tau_i}{u_i(1-u_i)}$ and $c_{i,j,1} = \frac{\tau_i}{1-u_i}$, respectively. At time $t = d_{i,j,1}$, the lag $\delta_i(t) = 0$ and the relative deadline and execution-time are $d_{i,j,2} = \frac{\tau_i}{u_i(1-u_i)}$ and $c_{i,j,2} = \frac{\tau_i}{1-u_i}$, respectively. Therefore, the schedule is similar to a quasi-periodic task $\tau_i'$ with period and deadline $h_i' = d_i' = \frac{\tau_i}{u_i(1-u_i)}$ and execution-time $c_i' = \frac{\tau_i}{1-u_i}$. The last subjob of each job might have shorter deadline and execution time. However, note that the utilization for the quasi-periodic task is kept the same as the original task $u_i' = c_i' / h_i' = u_i$.

An example is shown in Figure 5.1(c). Let us consider task $\tau_1$ shown in green. At time $t = 0$, the first subjob is assigned $d_{1,1,1} = \frac{\tau_1}{u_1(1-u_1)} = 0.5(1-0.5) = 4$ and $c_{1,1,1} = d_{1}(0) \cdot u_1 = 2$. At time $t = 4 + d_{1,1,1} = 8$, the next subjob is assigned $d_{1,1,2} = \frac{1}{0.5(1-0.5)} = 4$ and $c_{1,1,2} = d_{1,1,2} \cdot u_1 = 2$, but since the subjob of task $\tau_3$ has shorter deadline, this subjob may not execute immediately. At time $t = 4 + d_{1,1,2} = 8$, only 1 unit of the job execution is left and therefore the subjob has $d_{1,1,3} = \frac{\sigma_i(t)}{u_i} = 2$ and $c_{1,1,3} = d_{1,1,3} \cdot u_1 = 1$.

### 5.4.2 Theoretical Guarantees

We shall now show that the system could be scheduled by our algorithm with any positive lag limits, as long as the utilization of the taskset is not exceeding one.

#### 5.4.2.1 Non-Violation of Upper Lag Limit

In order to avoid violating the upper lag limits, the concept of deadline is introduced and the scheduler should allocate the proper amount of resource share before the deadline of the subjob is expired.

Before formally defining the deadline for each subjob, let us define the time instant $t + y(t)$ (where $y(t)$ is relative to time $t$ and is
calculated at time $t$) for a subjob as the time before (or at) which the task must execute in order to respect the lag constraint defined in Equation (5.5).

The relative deadline $d_{i,j,k}$ for a subjob $\tau_{i,j,k}$ (which is relative to time $t$) is the point in time after $t + y(t)$, at which the lag $\delta_i(t + d_{i,j,k})$ becomes zero, assuming contiguous execution after instant $t + y(t)$. The deadline defined as such guarantees that the resource allocated in the interval of $[0, t + d_{i,j,k}]$ is $u_i \cdot (t + d_{i,j,k})$. Figure 5.2 illustrates the concept of deadline.

Note that starting with $\delta_i(0) = 0$, the lag $\delta_i(t)$ will always be zero at the assigned deadlines. This is an important property which we will use throughout this section.

Let us assume that we would like to find the deadline at time $t$, with lag $\delta_i(t) = 0$. Therefore, the objective is to find the time instant $t'$ at which lag $\delta_i(t')$ is at the upper lag limit $\overline{\delta}_i$, if the task does not execute in the interval of $[t, t']$ (i.e., $\int_t^{t'} e_i(x) \, dx = 0$),

$$
\delta_i(t') = \delta_i(t) + u_i \cdot (t' - t) - \int_t^{t'} e_i(x) \, dx,
$$

$$
\overline{\delta}_i = 0 + u_i \cdot (t' - t) + 0.
$$

Note that $y(t) = t' - t$, which means $y(t)$ at time $t$ is given by,

$$
y(t) = \frac{\overline{\delta}_i}{u_i}.
$$
Of significant importance, the instant \( t + y(t) \) identifies the time at which the lag limits will be violated if the subjob does not execute (at all) before or at that instant. Then, the relative deadline \( d_{i,j,k} \) is defined as follows,

\[
d_{i,j,k} = \frac{\delta_i}{u_i} + \frac{\delta_i}{1 - u_i} = \frac{\delta_i}{u_i \cdot (1 - u_i)},
\]

where the execution time to reach to the zero lag is given by \( c_{i,j,k} = \frac{\delta_i}{1 - u_i} \).

If the subjobs of a task do not violate their deadlines \( d_{i,j,k} \), the lag constraint \( \delta_i(t) \leq \delta_i \) will not be violated. In other words, as long as the deadlines are met, the lag will not exceed the upper limit, i.e., \( \delta_i(t) \leq \bar{\delta}_i \).

### 5.4.2.2 Non-Violation of Lower Lag Limit

To avoid violating the lower lag limits \(-\bar{\delta}_i\), the scheduling policy should limit the execution times of subjobs. Assuming at time \( t \) a task \( \tau_i \) has a lag \( \delta_i(t) = 0 \), as discussed in the previous section, the maximum execution time before hitting the lower lag limit \(-\bar{\delta}_i\), is given by,

\[
-\bar{\delta}_i \leq \delta_i(t) + u_i \cdot c_{i,j,k} - c_{i,j,k},
-\bar{\delta}_i \leq 0 + c_{i,j,k} \cdot (u_i - 1).
\]

This indicates that the lower lag limit will not be violated, as long as

\[
c_{i,j,k} \leq \frac{\delta_i}{1 - u_i}.
\]

### 5.4.2.3 Scheduling Properties

It should now be clear that the lag limits will not be violated as long as the subjob execution-time does not exceed the limit we discussed in the previous section and the deadlines are met. The next theorem guarantees that all lag limits will be respected, provided \( \sum_{i=1}^{n} u_i \leq 1 \).

**Theorem 5.4.1** Given a periodic taskset and the positive and independent lag limits for each task, there exists a scheduling policy that satisfies the lag limits, if the utilization of the taskset does not exceed 100%. The Jfair algorithm is an instance of such a scheduling policy.
Proof: We shall first focus on the sufficient part. It has been shown that the lag constraints are satisfied as long as all subtasks scheduled satisfy Equation (5.14) and all deadlines are met. It has been shown, in the previous subsection, that the former property is satisfied implicitly under Jfair scheduling. The latter is proved by contradiction in the following, for the proposed policy.

The proof is similar to the earliest-deadline-first (EDF) scheduling. Let us assume that we have the first deadline miss at time $t_1$, while $\sum_{i=1}^{n} u_i \leq 1$. Let us further consider the longest contiguous busy interval before time $t_1$ where all the subjobs executed in the interval of $[t_0, t_1]$ should have their release times (or activation times) and deadlines in this interval. Let us denote the start time of this interval by $t_0$ and its length by $l = t_1 - t_0$. Since we considered the longest contiguous busy interval ending at $t_1$, just before time $t_0$, the resource is not processing subjobs with deadlines less than or equal to $t_1$. This means that $t_0$ should be the release time (or activation time) of a subjob with deadline before $t_1$. Since the assigned execution times in Jfair are computed based on $c_{i,j,k} = d_{i,j,k} \cdot u_i$, the demand of each task $\tau_i$ in this interval, denoted by $x_i$, is less than or equal to $l \cdot u_i$, i.e., $l \cdot u_i \geq x_i$. Taking all tasks (with both activation and deadline in this interval) into consideration, we obtain $\sum_{i} l \cdot u_i \geq \sum_{i} x_i$. Having a deadline miss at time $t_1$ indicates that $\sum_{i} x_i > l$. From $\sum_{i} l \cdot u_i \geq \sum_{i} x_i$ and $\sum_{i} x_i > l$, we conclude $\sum_{i} l \cdot u_i > l$. This indicates that $\sum_{i=1}^{n} u_i > 1$, which is a contradiction.

The necessary part is simply because no taskset with utilization above one is schedulable (the deadlines will be violated). □

The next theorem discusses the number of preemptions when using the Jfair algorithm, compared to the optimal scheduling policy. We consider the finishing of a job execution as one preemption.

**Theorem 5.4.2** The number of preemptions by the proposed scheduling policy is at most three times the number of preemptions by any feasible schedule under the given lag limits.

Proof: First, we shall find a lower bound on the number of preemptions experienced by task $\tau_i$ in one period $h_i$, considering any feasible scheduling policy. Note that the set of feasible scheduling policies includes also the optimal scheduling policy, where the optimality is defined in terms of number of preemptions.
The proof is based on the observation that an upper bound on the maximum possible contiguous execution time, denoted by \( x \), for each task can be computed. The upper bound is obtained in the following scenario: the task has lag \( \delta_i(t) = \delta_i \) and it executes without preemption until the lag is \( \delta_i(t + x) = -\delta_i \),

\[
-\delta_i = \delta_i + u_i \cdot x - x \quad \Rightarrow \quad x = \frac{2 \cdot \delta_i}{1 - u_i}.
\] (5.16)

From this, it is clear that the optimal number of preemptions for a task may not be less than \( \lceil \frac{c_i}{x} \rceil = \left\lceil \frac{c_i \cdot (1 - u_i)}{2 \cdot \delta_i} \right\rceil \) in a period \( h_i \). This is a lower bound on the minimum number of preemptions for task \( \tau_i \) in one period \( h_i \).

Secondly, let us compute the number of preemptions caused by task \( \tau_i \) in one period \( h_i \). The proof is based on the fact that the number of preemptions in a scheduling policy based on EDF is not more than the number of jobs. In short, this is due to the fact that a task is only preempted when a job of another task is released.

We shall now discuss the number of subjobs generated by our proposed policy for task \( \tau_i \) in one period \( h_i \). Considering the quasi-periodic pattern of execution, the number of subjobs in one period \( h_i \) will be \( \left\lceil \frac{c_i \cdot (1 - u_i)}{\delta_i} \right\rceil \). This is an upper bound on the maximum number of preemptions caused by task \( \tau_i \) in one period \( h_i \), when Jfair is used. Further, we shall consider one extra preemption when the job finishes its execution, i.e., \( \left\lceil \frac{c_i \cdot (1 - u_i)}{\delta_i} \right\rceil + 1 \).

Finally, observe that the following inequality holds for a lower bound on the minimum number of preemptions of task \( \tau_i \) by any algorithm (including the optimal one) and an upper bound on the maximum number of preemptions caused by task \( \tau_i \) in our Jfair algorithm, in one period \( h_i \),

\[
\left\lceil \frac{c_i \cdot (1 - u_i)}{\delta_i} \right\rceil + 1 \leq 3.
\] (5.17)

Therefore, the number of preemptions by our algorithm may not be more than three times that of the optimal policy, where optimality is defined in terms of number of preemptions.

\[ \square \]
5.5 Stability, Analysis, and Design

As it has been discussed previously, the latency and jitter in the execution of the control tasks can lead to poor performance and may even jeopardize the stability of the control applications. As discussed in Chapter 2, to quantify the impact of the latency and jitter on the stability of the plant, we use the Jitter Margin toolbox, which provides sufficient stability conditions for a closed-loop system with a linear continuous-time plant and a linear discrete-time controller.

Given a sampling period, the stability curve can safely and efficiently be approximated by a linear function of the latency and worst-case response-time jitter. The linear stability condition for a control application is of the form,

\[ L_i + a_i \cdot J_i \leq b_i, \]

where \( a_i \geq 1, b_i \geq 0 \). The latency \( L_i \) is the constant part of the delay that the control application experiences, whereas the worst-case response-time jitter \( J_i \) captures the varying part of the delay.

5.5.1 Control Stability and Jfair

In order to use the stability condition introduced above, the values of the latency \( (L_i) \) and worst-case response-time jitter \( (J_i) \) of the control task should be computed. As mentioned before, the stability constraint is formulated as,

\[ L_i + a_i \cdot J_i \leq b_i. \]  \hspace{1cm} (5.18)

The latency and jitter are given by (see Equation (5.4)),

\[ L_i = \frac{c_i - J_i}{u_i} = \frac{c_i - \delta_i}{u_i}, \]

\[ J_i = \frac{2 \cdot \delta_i}{u_i}. \]  \hspace{1cm} (5.19)

Given the control and real-time parameters of an application, the
lag limit is constrained by

\[ L_i + a_i \cdot J_i \leq b_i, \]
\[ \frac{c_i - \delta_i}{u_i} + a_i \cdot \frac{2 \cdot \delta_i}{u_i} \leq b_i, \]
\[ \delta_i \leq \frac{b_i \cdot u_i - c_i}{2 \cdot a_i - 1}, \]

and the control task should be scheduled for this lag limit in order to guarantee the stability of the plant.

It is worth noting that reducing the lag limit \( \delta_i \) of an already stable task leads to an increase in the latency \( L_i \), but a decrease in the jitter \( J_i \) (see Equation (5.19)). This does not lead to instability as shown in the following,

\[ L_i + a_i \cdot J_i \leq b_i, \]
\[ \frac{c_i - \delta_i}{u_i} + a_i \cdot \frac{2 \cdot \delta_i}{u_i} \leq b_i, \]
\[ \frac{c_i}{u_i} + \frac{(2 \cdot a_i - 1)}{u_i} \cdot \delta_i \leq b_i, \]

since the coefficient of the lag limit \( \delta_i \), i.e., \( \frac{(2 \cdot a_i - 1)}{u_i} \), is positive.

### 5.5.2 Design for Stability and Jfair

In this section, we shall formulate the design for stability problem in the context of Jfair. Given a set of control tasks with the execution times \( c_i \) and periods \( h_i \), we would like to guarantee stability of the plants associated with the control tasks, using the minimum amount of resource. We do this by achieving an optimal combination of latency and jitter for each controller.

The latency and jitter experienced by each task \( \tau_i \) when scheduled by Jfair are connected to \( u_i \) and \( \delta_i \) for the task. In order to formulate the optimization problem, we introduce the processor share inflation factors \( s_i \) for each task \( \tau_i \). The Jfair policy takes the inflated utilization \( u_i \cdot s_i \) into account to schedule the tasks. Our optimization problem finds the optimal values of the processor share inflation factors \( s_i \) and lag limits \( \delta_i \) for all applications. The stability constraint
considering the inflation factor \( s_i \) is

\[
L_i + a_i \cdot J_i \leq b_i,
\]

\[
c_i - \delta_i + a_i \cdot \frac{2 \cdot \delta_i}{u_i \cdot s_i} \leq b_i, \tag{5.22}
\]

\[
c_i + (2 \cdot a_i - 1) \cdot \delta_i - b_i \cdot u_i \cdot s_i \leq 0.
\]

There are numerous optimization objectives that could be discussed. One common objective is to minimize the processor utilization required to guarantee the stability of the plants. This could simply be formulated as follows for the proposed scheduling policy,

\[
\min_{s_1, \ldots, s_n, \delta_1, \ldots, \delta_n} \sum_{i=1}^n u_i \cdot s_i + \epsilon \cdot \frac{c_i \cdot (1 - u_i \cdot s_i)}{\delta_i}
\]

s.t. \( c_i + (2 \cdot a_i - 1) \cdot \delta_i - b_i \cdot u_i \cdot s_i \leq 0, \quad i = 1 \ldots n, \)

where \( \epsilon \) is the switching overhead. We assume that the overhead is proportional to \( \frac{c_i}{\delta_i} = \frac{c_i \cdot (1 - u_i)}{\delta_i} \) (see Section 5.4), i.e., the execution time of each subjob.

The problem could then be reformulated as \( n \) smaller problems for each task \( \tau_i \),

\[
\min_{s_i, \delta_i} u_i \cdot s_i + \epsilon \cdot \frac{c_i \cdot (1 - u_i \cdot s_i)}{\delta_i}
\]

s.t. \( c_i + (2 \cdot a_i - 1) \cdot \delta_i - b_i \cdot u_i \cdot s_i \leq 0. \)

Since the focus is on task \( \tau_i \), for the sake of presentation, we drop the index \( i \) in the following.

To solve each problem, the KKT (Karush-Kuhn-Tucker) necessary conditions for optimality [BSS06] are considered. The optimum solution, denoted by \( x^* \), of the problem

\[
\min_{x} f(x)
\]

s.t. \( g(x) \leq 0, \tag{5.23} \)

must necessarily satisfy the following conditions

\[
\nabla f(x^*) + \mu^* \nabla g(x^*) = 0, \quad \mu^* g(x^*) = 0, \tag{5.24}
\]

\[
\mu^* \geq 0.
\]
The following equalities are obtained based on the KKT conditions,

\[ u - \frac{\epsilon \cdot c \cdot u}{\delta} - \mu \cdot b \cdot u = 0 \]  \hspace{1cm} (5.25)

\[ -\frac{\epsilon \cdot c \cdot (1 - u \cdot s)}{\delta^2} + \mu \cdot (2 \cdot a - 1) = 0 \]  \hspace{1cm} (5.26)

\[ \mu \cdot \left( c + (2 \cdot a - 1) \cdot \bar{\delta} - b \cdot u \cdot s \right) = 0 \]  \hspace{1cm} (5.27)

Considering Equation (5.26), if \( \mu = 0 \), then \( u \cdot s = 1 \) which is not a valid solution when the platform is shared. Therefore, without loss of generality, we consider \( \mu > 0 \), which leads to,

\[ c + (2 \cdot a - 1) \cdot \bar{\delta} - b \cdot u \cdot s = 0, \]  \hspace{1cm} (5.28)

if we consider Equation (5.27). This leads to

\[ s = \frac{c + (2 \cdot a - 1) \cdot \bar{\delta}}{b \cdot u}. \]  \hspace{1cm} (5.29)

From Equation (5.25), we find \( \mu \),

\[ \mu = \frac{\delta - \epsilon \cdot c}{b \cdot \delta}. \]  \hspace{1cm} (5.30)

Substituting \( \mu \) and \( s \) in Equation (5.26), we obtain a quadratic equation with its positive root as the optimal value of \( \delta \),

\[ \delta^* = \sqrt{\frac{\epsilon \cdot c \cdot (b - c)}{2 \cdot a - 1}}. \]  \hspace{1cm} (5.31)

Substituting \( \delta^* \) in Equation (5.29), we obtain the optimal value of \( s \),

\[ s^* = \frac{c}{b \cdot u} + \frac{(2 \cdot a - 1)}{b \cdot u} \sqrt{\frac{\epsilon \cdot c \cdot (b - c)}{2 \cdot a - 1}}. \]  \hspace{1cm} (5.32)

Finally, the taskset is schedulable and all plants are guaranteed to be stable on a uniprocessor platform if

\[ \sum_{i=1}^{n} u_i \cdot s_i^* + \epsilon \cdot \frac{c_i \cdot (1 - u_i \cdot s_i^*)}{\delta_i^*} \leq 1. \]  \hspace{1cm} (5.33)
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5.6 Experimental Results

In this section, we present experimental results to demonstrate the efficiency of the proposed algorithm. In particular, the comparison between the Jfair algorithm and a server-based approach is performed.

To evaluate our proposed algorithm experimentally, we have generated 500 benchmarks with a number of control applications from 2 to 10. The plants considered are chosen from a database consisting of inverted pendulums, ball and beam processes, DC servos, and harmonic oscillators [ÅW97], [CLE+04]. The UUniFast algorithm [BB05] is used to generate a set of random tasks for a given utilization. The switching overhead is $\epsilon = r \cdot \min_{i=1,...,n}\{c_i\}$, where $r$ is a random variable uniformly distributed in the interval of $[0.01, 0.10]$.

We compare our proposed approach against a server-based approach based on ($\alpha, \Delta$) model [FM02], which maximizes the period of the server to reduce the number of preemptions. However, the approach based on the resource reservation mechanism essentially minimizes the bandwidth required for guaranteeing the stability of control applications. The experiments are repeated for several values of total task utilization ($\sum_{i=1}^{n} u_i$) and the results are shown in Figure 5.3. The metric used for this comparison is the relative quality, defined as $(\frac{N_{\text{Jfair}} - N_{\text{Server}}}{N_{\text{Jfair}}} \times 100)$, where $N_X$ is the number of benchmarks for which the approach $X$ could find a valid solution, i.e., a solution for which all control applications are stable and the system is schedulable.

For the low task utilization, our approach outperforms the server-
based approach only in 10% of the benchmarks, in terms of number of valid solutions. This percentage increases to 59% for high task utilization, indicating that in 59% of the benchmarks, our proposed Jfair approach guarantees a stable and schedulable solution, while the approach based on the resource reservation mechanism fails to do so. The trend is also clearly visible, i.e., increasing the task utilization leads to an increase in the number of invalid solutions for the server-based approach, compared to Jfair.

5.7 Conclusions

It is well known that temporal behavior of the control tasks affects the control quality and stability of the plants. In particular, the latency and jitter are two decisive factors in analyzing and designing embedded control systems or cyber-physical systems. We have proposed an online scheduling policy to limit the variation in the response time of the tasks, while considering also the latency. The correctness of the algorithms is formally proved and the efficiency of the algorithms is evaluated both theoretically and experimentally. Finally, the results are used in a design optimization problem in order to guarantee the stability of the control applications, while minimizing the resource usage.
Chapter 6

Self-Triggered Controllers and Hard Real-Time Guarantees

In the previous chapters, we focused on the widely-used periodic control paradigm. In this chapter, we extend the scope of the thesis and discuss the implementation issues of the novel self-triggered control scheme, i.e., whether any guarantees can be provided when the platform is shared with self-triggered controllers.

It is well known that event-triggered and self-triggered controllers implemented on dedicated platforms can provide the same performance as the traditional periodic controllers, while consuming considerably less bandwidth. However, since the majority of controllers are implemented by software tasks on shared platforms, on one hand, it might no longer be possible to grant access to the event-triggered controller upon request. On the other hand, due to the seemingly irregular requests from self-triggered controllers, other applications, while in reality schedulable, may be declared unschedulable, if not carefully analyzed. The schedulability and response-time analysis in the presence of self-triggered controllers is still an open problem and the topic of this chapter.

6.1 Introduction and Related Work

Self-triggered and event-triggered controllers are being actively considered as substitutes of traditional periodic controllers. As opposed to the traditional controllers where sampling is periodic in the time
domain, typically, the event-triggered and self-triggered controllers execute when the expected performance is about to be violated. This, in turn, leads to less resource usage compared to the traditional periodic controllers since the controllers execute only if it is necessary in order to guarantee the expected performance.

Today, many control applications are implemented on shared platforms, alongside other hard real-time applications. There has been considerable amount of research on event-triggered and self-triggered control mechanisms [ÅB99, Årz99, VFM03, HJC08, HSB08, MAT09, WL09, BMS13, VMB15]. In the case of self-triggered controllers, however, the lack of clear execution patterns has been the main obstacle in efficiently implementing such applications alongside hard real-time applications on shared platforms. Due to the seemingly irregular requests from self-triggered controllers, current practice often leads to under-utilized resources and over-provisioned designs, which defeats the purpose of the self-triggered control, i.e., less resource usage.

In this chapter, we discuss the fact that self-triggered controllers actually exhibit certain execution patterns when carefully examined. Note that the next triggering instant for the self-triggered controllers depends on the state of the plant. The core idea here is to capture the dependency between the states of the plant at each triggering point. This means that, for each initial state, the following states are not arbitrary, and exploiting this fact results in a less pessimistic analysis. This, in particular, is important from the schedulability point of view.

A naive approach to schedulability analysis is to consider the least inter-execution time with respect to all initial states the plant can be in. To perform schedulability analysis, then it is safe to consider the self-triggered controller as a periodic task with the least inter-execution time. However, this is an overly pessimistic analysis since in every step it considers the worst-case possible state for the plant (with respect to inter-execution time). In this case, the calculated interference from the self-triggered controller is considerably larger than what occurs in reality, since always the worst-case scenario is considered, eliminating the potential advantage of self-triggered controllers versus the periodic controllers. And, essentially, this leads to a pessimistic analysis method.

Over the last few years, schedulability analysis of self-triggered controllers has gained attention. Velasco et al. [VMB08] consid-
erred this problem under both fixed-priority and earliest-deadline-first scheduling policies. However, the problem of finding the worst-case triggering pattern was left open. Lemmon et al. [LCHZ07] considered online scheduling of self-triggered controllers using elastic scheduling, but no stability guarantees were provided. Anta and Tabuada [AT09] discussed the benefits of relaxing periodicity constraint over communication networks. However, to provide schedulability guarantees, the authors considered the minimum inter-arrival time for all possible initial states, which is extremely pessimistic and defeats the purpose of the self-triggered control scheme. Antunes and Heemels [AH14] found the optimal sampling instants and control inputs in a given interval with respect to quadratic cost functions. However, they did not attempt to address the schedulability and response-time analysis problem. Finally, it has been shown that in certain self-triggered schemes no positive minimum inter-event time can be guaranteed [BH14].

In this chapter, we focus on the self-triggered approach proposed by Donkers et al. [DTH14], adapted for real-time analysis. We address the response-time and schedulability analysis for a mixed set of periodic hard real-time tasks and self-triggered control tasks. The basic idea is to make use of the fact that there actually exist certain patterns in the execution of self-triggered controllers. To our knowledge, this is the first attempt to perform offline schedulability analysis in the presence of self-triggered control tasks that allows to leverage the potential advantages of self-triggered control compared to periodic control.

6.2 System Model

6.2.1 Task Model

Given is an independent taskset, where each task is denoted by $\tau_i$. The computation time (execution time) and priority of task $\tau_i$ are denoted by $c_i$ and $\rho_i$, respectively. Task $\tau_i$ has higher priority than task $\tau_j$ iff $\rho_i > \rho_j$. The set of higher priority tasks for task $\tau_i$ is denoted by $hp(\tau_i)$.

The $j^{th}$ instance (job) of task $\tau_i$ is denoted by $\tau_{i,j}$. The inter-arrival time (or inter-execution) between the two instances $\tau_{i,j}$ and $\tau_{i,j+1}$ is denoted by $h_{i,j}$. It is clear that for a periodic task $\tau_i$, $h_{i,j} = h_{i,k}, \forall j, k$, which means that the inter-arrival time is constant for the
periodic tasks. Therefore, for the periodic task \( \tau_i \), we drop the index \( j \) for the period \( h_{i,j} \) when convenient and denote the period by \( h_i \).

The worst-case interference (in terms of the number of instances) caused by a task \( \tau_i \) in an interval of length \( t \) is denoted by \( I_i(t) \).

### 6.2.2 Plant Model

The plant associated with a self-triggered control task \( \tau_i \) is modeled by a continuous-time system of differential equations [ÅW97],

\[
\dot{x}_i = A_i x_i + B_i u_i,
\]

(6.1)

where \( x_i \) and \( u_i \) are the plant state and the control signal, respectively.

### 6.2.3 Self-Triggered Controller

In event-based control, the plant is constantly monitored and a new control input is applied only if the performance requirements of the plant are about to be violated. This is as opposed to the periodic scheme, where the plant is controlled uniformly in the time domain. The self-triggered control was first introduced in [VFM03]. In self-triggered control, as opposed to constant monitoring of the plant, at each execution instant, in addition to computing the control input, the controller also computes the latest instant at which a new control input should be applied in order to guarantee the required control performance. And, this is the next execution instant for the self-triggered controller.

The inter-execution time for a self-triggered controller depends on the current state of the plant, the dynamics of the plant, and the performance metrics used.

### 6.3 Problem Formulation

Given a mixed set of self-triggered control tasks and periodic hard real-time tasks, we would like to find out if all hard real-time tasks meet their deadlines and all plants associated with the self-triggered controllers are guaranteed to be stable, under the fixed-priority scheduling policy.
The main step towards schedulability analysis is to find the worst-case scenario of triggering of a single self-triggered controller. The worst-case scenario, in this context, refers to the triggering scenario of the controller that produces the maximum interference on other tasks.

6.4 The Self-Triggered Controller

In this section, we shall briefly discuss how our self-triggered scheme works. The approach comprises of an offline design time step which is prior to the actual execution of self-triggered control task, and an online step, where the next execution instant and the control input are determined at runtime.

6.4.1 Offline Step

At design time, the state space of the plant is partitioned into several convex polytopes. For each polytope, we shall calculate the maximum time that the plant could run in open-loop before instability (i.e., violating the expected performance), considering that the initial state could be anywhere in the polytope. Moreover, we shall find the polytopes in which the plant state could end up after it runs in open-loop for this amount of time. This information will be encoded in the form of a transition graph, where each node corresponds to one polytope. The transitions among the polytopes are captured by edges and the weight associated with each edge is the maximum time the plant could run in open-loop, assuming the initial state is within the source polytope of the edge. For instance, an edge from node $p$ to node $q$ with weight $h$ indicates that: if the initial state of the plant is in polytope $p$, the plant can run in open-loop for $h$ time units and the final state of the plant after $h$ time units could be in polytope $q$. We discuss these techniques further in Sections 6.5 and 6.6.

6.4.2 Online Step

At runtime, the current state $x(0)$ is known. Every time the self-triggered controller is executed, there are two procedures to be performed: (1) to compute the next time the self-triggered controller
needs to execute, and (2) to compute the constant control input until the next execution.

To this end, we shall first find the polytope to which the current state $x(0)$ belongs. Note that there exist efficient algorithms to determine if a point is inside a convex polytope.

The corresponding control input and the next time the controller needs to execute for an initial state inside the polytope are obtained based on a slightly modified version of the self-triggered controller approach in [DTH14]. From the transition graph, we know that if the initial state is in a particular polytope, the trajectory can only end up in a subset of polytopes. Then, we shall solve the minimum attention control problem [DTH14], but enforcing extra constraints such that the final state of the plant after running in open-loop is guaranteed to be within this subset of polytopes. The problem remains a linear feasibility problem and, therefore, is of the same complexity order as the proposed approach in [DTH14].

It is of significant importance to observe that the maximum time $h$ the plant can run in open-loop, which is calculated at runtime, may be longer or equal to what is indicated in the transition graph. That is, the actual interference of the self-triggered controller at runtime may not be larger than the interference found in the offline step, and hence the safety of our offline real-time analysis is preserved.

6.5 The Big Picture

Under fixed-priority preemptive scheduling, assuming constrained deadlines (deadlines less than or equal to the period) and an independent taskset with periodic tasks, the exact worst-case response time of a task $\tau_i$, denoted by $R^w_i$, is computed by the following equation [JP86],

$$R^w_i = c^w_i + \sum_{\tau_j \in hp(\tau_i)} \left[ \frac{R^w_i}{h_j} \right] c^w_j,$$

(6.2)

where $hp(\tau_i)$ denotes the set of higher priority tasks for task $\tau_i$. Since Equation (6.2) cannot be solved analytically, it has to be solved by fixed-point iteration (starting with, e.g., $R^w_i = c^w_i$) and has pseudo-polynomial complexity. The above can be extended to periodic tasks with arbitrary deadlines [Leh90].
In Equation (6.2), since only periodic tasks are considered, we have $I_j(R^w_i) = \left\lceil \frac{R^w_i}{T_j} \right\rceil$. To consider the self-triggered tasks as well, Equation (6.2) can be rewritten as follows,

$$R^w_i = c^w_i + \sum_{\tau \in \text{hp}(\tau_i)} I_j(R^w_i) \cdot c^w_j,$$

where $I_j(t)$ is the maximum interference of the higher priority task $\tau_j$ in an interval of length $t$.

It should now be clear that the schedulability problem is reduced to finding the worst-case interference scenario in an interval of length $t$ for a single self-triggered task $\tau_i$, i.e., $I_i(t)$. In other words, we would like to find the request-bound function for each self-triggered controller. For the sake of presentation, in the next section, we shall only consider one single self-triggered task and, therefore, we can drop the index identifying the task.\footnote{Note that there are no limiting assumptions on the number of self-triggered controllers or the priorities assigned to them.}

### 6.6 Finding Request-Bound Function

In this section, we shall discuss the design time procedure to find the request-bound function for a single self-triggered control task. Towards this, first we shall divide the state space into several subregions. Then, it is determined if at runtime a transition from one subregion to another subregion is possible, and this information is modeled as a graph (see Section 6.6.1). The second step is to use dynamic programming in order to find the shortest interval of time with at least $k$ triggering events, from which we compute the request-bound function (see Section 6.6.2).

#### 6.6.1 Extraction of the Transition Graph

To find the transition graph, we shall take three steps described in the following subsections:
6.6. FINDING REQUEST-BOUND FUNCTION

6.6.1.1 Partitioning the State Space

In this step, we shall partition the state space of the plant into \( m \) convex polytopes. The main idea is to partition the state space such that each component of the state space has the same sign in the entire polytope and the dominating (maximum in terms of absolute value) component of the state space remains the same. For example, for the two-dimensional state space we have,

\[
y = \begin{bmatrix} y_1 \\ y_2 \end{bmatrix} = \begin{bmatrix} P_{11} & P_{12} \\ P_{21} & P_{22} \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = Px.
\]

The polytopes are identified by the following lines:

- \( y_1 = 0 \Rightarrow P_{11}x_1 + P_{12}x_2 = 0 \),
- \( y_2 = 0 \Rightarrow P_{21}x_1 + P_{22}x_2 = 0 \),
- \( y_1 = y_2 \Rightarrow (P_{11} - P_{21})x_1 + (P_{12} - P_{22})x_2 = 0 \),
- \( y_1 = -y_2 \Rightarrow (P_{11} + P_{21})x_1 + (P_{12} + P_{22})x_2 = 0 \).

The first two lines make sure that the sign of each component of vector \( y \) remains the same in each polytope, whereas the next two lines partition the state space such that in each polytope, the infinity norm of \( \|y\|_\infty \) always depends on one component of vector \( y \). The vertices of the polytopes are the origin and where the lines cross the boundary of the state space (see also Section 6.8 for an example). The generalization of the above partitioning technique to higher dimensions is trivial.

Although it is possible to partition the state space even further [SW13, AGDLB14], for the simplicity of presentation, we shall only consider this partitioning throughout this paper.

6.6.1.2 Calculation of the Maximum Time \( h \) for Each Polytope

For each polytope, we shall calculate the maximum time \( h \) that the plant could run in open-loop before instability (i.e., violating the expected control performance), considering that the initial state could be anywhere in the polytope. This is done based on a slightly modified version of the proposed approach in [DTH14].
The plant is guaranteed to be stable after running in open-loop for $h$ time units if,
\[ V(x(h)) - e^{-\alpha h} V(x(0)) \leq 0, \]  
where $V(\cdot)$ denotes the Lyapunov function. Similar to [DTH14], here, we consider the Lyapunov function $V(x) = \|Px\|_\infty$,
\[ \|Px(h)\|_\infty - e^{-\alpha h}\|Px(0)\|_\infty \leq 0. \]  
The plant state $x$ at time $h$ is as follows, assuming constant control input $u$ in the interval $[0, h)$,
\[ x(h) = e^{Ah}x(0) + \int_0^h e^{A(h-t)}dt Bu, \]
\[ = \Phi(h)x(0) + \Gamma(h)u. \]
where
\[ \Phi(h) = e^{Ah}, \]
\[ \Gamma(h) = \int_0^h e^{A(h-t)}dt B. \]

To find the maximum time $h$ where the plant could run in open-loop, for a given initial state $x(0)$, $h$ is increased iteratively until there does not exist any control input to satisfy inequality (6.5).

Let us assume for two vertices of the polytopes, namely $x(0)$ and $\bar{x}(0)$, constraint (6.5) is satisfied if the system runs in open-loop for $h$ time units,
\[ \|P(\Phi x(0) + \Gamma u)\|_\infty - \sigma\|Px(0)\|_\infty \leq 0, \]
\[ \|P(\Phi \bar{x}(0) + \Gamma u)\|_\infty - \sigma\|P\bar{x}(0)\|_\infty \leq 0, \]  
with constant $\sigma(h) = e^{-\alpha h}$.

Now we should show that for $x(0) = \lambda x(0) + (1 - \lambda)\bar{x}(0)$, with $0 \leq \lambda \leq 1$, constraint (6.5) is satisfied, i.e.,
\[ \|P(\Phi x(0) + \Gamma u)\|_\infty - \sigma\|Px(0)\|_\infty \leq 0. \]  
Note that, in general, the above inequality does not hold. However, within each polytope, thanks to the careful partitioning in the first step, we have,
\[ \|Px(0)\|_\infty = \|P(\lambda x(0) + (1 - \lambda)\bar{x}(0))\|_\infty \]
\[ = \lambda\|P\bar{x}(0)\|_\infty + (1 - \lambda)\|P\bar{x}(0)\|_\infty. \]
Let us assume that the control input is given by \( u = \lambda u + (1 - \lambda)\overline{u} \). Using the triangular property of norms and Equation (6.9), we can show that inequality (6.8) is satisfied,

\[
\| P(\Phi x(0) + \Gamma u) \|_{\infty} - \sigma \| P x(0) \|_{\infty} \leq \\
\lambda (\| P(\Phi x(0) + \Gamma u) \|_{\infty} - \sigma \| P x(0) \|_{\infty}) + \\
(1 - \lambda) (\| P(\Phi x(0) + \Gamma u) \|_{\infty} - \sigma \| P x(0) \|_{\infty}) \leq 0.
\]

This implies that if the system can run in open-loop for \( h \) time units considering the initial state to be any of the vertices of the convex polytope, then for any initial state within the convex polytope also the system can run in open-loop for \( h \) time units.

### 6.6.1.3 Construction of the Transition Graph

In this step, we shall construct the graph \( G \) corresponding to the transitions between the polytopes. Since the systems considered in this paper are linear, the convex polytopes after the system runs in open-loop will be mapped to new convex polytopes.

These new polytopes are easily found by considering the dynamics of the system (6.6) for the vertices of the initial convex polytopes [BV04]. Note that the transition graph \( G(p, q) = h \), if the \( p \)th polytope after \( h \) time unit, which was found in the previous step, has overlap with the \( q \)th polytope. And \( G(p, q) = +\infty \), if there can be no transition from the \( p \)th polytope to the \( q \)th polytope.

### 6.6.2 Extraction of the Worst-Case Request Pattern

Having the transition graph, it is now possible to find the worst-case request-bound function. To this end, we shall use dynamic programming. Note that the length of the shortest interval of time with \( k \) triggers inside, denoted by \( s(k) \), is obtained as follows:

\[
s(k, p) = \min_{q=1 \ldots m} \{ s(k - 1, q) + G(q, p) \},
\]

\[
s(k) = \min_{p=1 \ldots m} \{ s(k, p) \}, \quad (6.10)
\]

where \( s(k, p) \) is the shortest path with \( k \) nodes, which ends in the \( p \)th node of the graph. Equivalently, \( s(k, p) \) is the shortest interval of time with \( k \) triggers, which ends in the \( p \)th polytope. From the structure of
Algorithm 2 Worst-Case Response-Time Analysis $R^w_i$

1: Initialization: $R^w_i = c^w_i; \ t = 0$
2: Initialization: $k_j = 1; \ s_j(1, p) = 0, \forall p, j$
3: while $t < R^w_i$ do
4: \quad $t = R^w_i$
5: \quad $R^w_i = c^w_i$
6: \quad for all $\tau_j \in hp(\tau_i)$ do
7: \quad \quad if $\tau_j$ is periodic then
8: \quad \quad \quad $I_j = \lceil \frac{t}{\tau_j} \rceil$
9: \quad \quad else
10: \quad \quad \quad while $s_j(k_j) \le t$ do
11: \quad \quad \quad \quad $k_j = k_j + 1$
12: \quad \quad \quad \quad $s_j(k_j, p) = \min\{s_j(k_j - 1, q) + G_j(q, p)\}$
13: \quad \quad \quad \quad $s_j(k_j) = \min\{s(k_j, p)\}$
14: \quad \quad \quad end while
15: \quad \quad \quad $I_j = k_j - 1$
16: \quad \quad end if
17: \quad \quad $R^w_i = R^w_i + I_j \cdot c^w_j$
18: \quad end for
19: end while
20: return $R^w_i$

Equation (6.10), it can be observed that this problem could be solved using dynamic programming.

The request-bound function $I(t)$ has to be calculated by computing the pseudo-inverse of $s(k)$,

$$I(t) = s^{-1}(t), \quad (6.11)$$

where $I(t)$ is the maximum number of requests in any interval of length $t$.

6.7 Schedulability Analysis

In this section, we shall perform schedulability analysis for the self-triggered controllers. Having found the request-bound function $I_i(t)$ for each self-triggered task $\tau_i$, we shall now introduce Algorithm 2 to compute the worst-case response-time of a task. If all tasks have
Table 6.1: Example: taskset data

<table>
<thead>
<tr>
<th>i</th>
<th>$\rho_i$</th>
<th>$c_i^w$</th>
<th>$h_i$</th>
<th>$d_i$</th>
<th>self-triggered/hard real-time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>0.3</td>
<td>–</td>
<td>0.8</td>
<td>self-triggered</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1.0</td>
<td>2.0</td>
<td>2.0</td>
<td>hard real-time</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1.0</td>
<td>6.0</td>
<td>6.0</td>
<td>hard real-time</td>
</tr>
</tbody>
</table>

For each hard real-time task $\tau_i$, execution time $c_i$, period $h_i$, deadline $d_i$, and the set of higher priority tasks $hp(\tau_i)$ are known. However, for each self-triggered control task $\tau_i$, only execution time $c_i$, deadline $d_i$, and the set of higher priority tasks $hp(\tau_i)$ are known. The deadline $d_i$ for a self-triggered task $\tau_i$ can be obtained as follows,

$$d_i = \min \limits_{\forall p,q} \{ G_i(p,q) \}.$$  \hspace{1cm} (6.12)

This is based on the fact that each self-triggered job should complete its execution before the next triggering instant, and in the worst-case scenario, we should consider the minimum among all. Observe that there is no pessimism introduced by our approach in computing this deadline.

The worst-case response-time of task $\tau_i$ is computed as follows,

$$R_i^w = c_i^w + \sum_{\tau_j \in hp(\tau_i)} I_j(R_i^w) \cdot c_j^w.$$  \hspace{1cm} (6.13)

For a periodic hard real-time task $\tau_j$, the worst-case interference function is $I_j(t) = \left\lceil \frac{t}{h_j} \right\rceil$. For a self-triggered control task, $I_j(t)$ is calculated based on Equation (6.10) and Equation (6.11).

The difference between the proposed algorithm and the traditional response-time analysis algorithm for periodic tasks under fixed-priority analysis is in Lines 10–15, where we compute the number of triggers of the self-triggered controller (interference in terms of number of events) in an interval of length $t$. Basically, we increase the number of triggers, $k$, iteratively, until the length of the shortest interval including $k$ triggers is larger than $t$. Note that Algorithm 2 has the dynamic programming problem in Equation (6.10) embedded in Lines 12–13 of Algorithm 2.
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Figure 6.1: The state space partitioning (on the left) and the corresponding transition graph (on the right).

The algorithm has pseudo-polynomial complexity, similar to response-time analysis for periodic tasks under fixed-priority policy.

6.8 Illustrative Example

Let us consider a taskset consisting of three tasks $T = \{\tau_1, \tau_2, \tau_3\}$. Task $\tau_1$ is a self-triggered control task, has the highest priority and worst-case execution-time $c_1^w = 0.3$. Task $\tau_2$ is a hard-real time task with period $h_2 = 2.0$ and worst-case execution-time $c_2^w = 1.0$. Task $\tau_3$ is also a hard real-time task with period $h_3 = 6.0$ and worst-case execution-time $c_3^w = 1.0$, and has the lowest priority. This information is summarized in Table 6.1. While we consider only one self-triggered task for the simplicity of presentation, the approach is by no means limited to a single self-triggered task.

In this example, we would like to find the response-time of task $\tau_3$, i.e., to check if it is schedulable.

Towards this, we need to find the request-bound function for the self-triggered task $\tau_1$. The plant associated with the self-triggered controller is identified by the following matrices (see Equation (6.1)),

$$A = \begin{bmatrix} 1 & 5 \\ 0 & 2 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 1 \end{bmatrix}. $$

Note that the eigenvalues of this plant are not in the left half of the complex plane and, therefore, the plant is unstable. Finally, we assume that the state space is bounded, i.e., $\|x\|_\infty \leq 1$. 
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As discussed in Section 6.6.1, first we partition the space into convex polytopes, as shown in Figure 6.1. Secondly, for each polytope, we shall find the maximum time the plant could run in open-loop before instability. Thirdly, from this information, we can construct the transition graph. It turns out that the transition graph is as follows,

\[
G = \begin{bmatrix}
+\infty & 1.1 & +\infty & +\infty \\
+\infty & 1.1 & +\infty & +\infty \\
0.8 & 0.8 & +\infty & +\infty \\
0.9 & 0.9 & +\infty & +\infty 
\end{bmatrix}.
\]

The graph corresponding to the above transition matrix is shown in Figure 6.1. For example, for node 3 (corresponding to polytope 3) of the graph, it can be observed that the plant, in the worst-case, could only run in open-loop for 0.8 time units and after that the trajectory will end up in node 1 (corresponding to polytope 1) or node 2 (corresponding to polytope 2).

Now, using the dynamic programming algorithm discussed in Section 6.6.2, we can find the worst-case request pattern. The worst-case request-bound function (or trigger pattern) is shown in Figure 6.2. Already at this stage, it is obvious that considering the worst-case scenario with respect to all initial states is in fact very conservative. To clarify this, note that in the worst-case scenario, the minimum inter-arrival time is 0.8 time units. However, from the transition graph, it is clear that this worst-case scenario can only occur once.
Let us now compute the worst-case response time of task $\tau_3$:

$$
R_{w}^{0} = c_{w}^{3} = 1;
$$

$$
R_{w}^{1} = c_{w}^{3} + \sum_{\tau_j \in h_{p}(\tau_i)} I_j(R_{w}^{0}) \cdot c_j^w = 1 + 2 \cdot 0.3 + 1 \cdot 1 = 2.6,
$$

$$
R_{w}^{2} = c_{w}^{3} + \sum_{\tau_j \in h_{p}(\tau_i)} I_j(R_{w}^{1}) \cdot c_j^w = 1 + 3 \cdot 0.3 + 2 \cdot 1 = 3.9,
$$

$$
R_{w}^{3} = c_{w}^{3} + \sum_{\tau_j \in h_{p}(\tau_i)} I_j(R_{w}^{2}) \cdot c_j^w = 1 + 4 \cdot 0.3 + 2 \cdot 1 = 4.2,
$$

$$
R_{w}^{4} = c_{w}^{3} + \sum_{\tau_j \in h_{p}(\tau_i)} I_j(R_{w}^{3}) \cdot c_j^w = 1 + 5 \cdot 0.3 + 3 \cdot 1 = 5.5,
$$

$$
R_{w}^{5} = c_{w}^{3} + \sum_{\tau_j \in h_{p}(\tau_i)} I_j(R_{w}^{4}) \cdot c_j^w = 1 + 6 \cdot 0.3 + 3 \cdot 1 = 5.8,
$$

$$
R_{w}^{6} = c_{w}^{3} + \sum_{\tau_j \in h_{p}(\tau_i)} I_j(R_{w}^{5}) \cdot c_j^w = 1 + 6 \cdot 0.3 + 3 \cdot 1 = 5.8.
$$

The worst-case response-time of task $\tau_3$ is $R_{w}^{w} = 5.8$ and, therefore, the task meets its deadline $d_3 = 6.0$. This scenario is shown in Figure 6.3. The green task is the self-triggered task $\tau_1$, the red task is periodic hard real-time task $\tau_2$, and the blue task is $\tau_3$ for which we would like to find the worst-case response-time.

Lastly, let us also consider the state of the art approach which considers the worst-case inter-arrival time with respect to all initial states in every step, i.e., to ignore the dependency between states. In this approach, the self-triggered task is modeled as a periodic task with period $h_1 = \min_{p,q} \{G(p,q)\} = 0.8$. Based on the real-time schedulability analysis for periodic tasks, in this case, the worst-case response-time of task $\tau_3$ is not finite, i.e., it misses its deadline $d_3 = 6.0$ and the system is deemed unschedulable. The system designer in such situations either needs to, unnecessarily, remove some of the tasks to guarantee schedulability or, again unnecessarily, to use a processor which is faster. Either way, this leads to an over-provisioned design and under-utilized resource.

This example demonstrates the importance of performing tight schedulability analysis in the presence of self-triggered controllers and the efficiency of our proposed approach. Note that even though we considered a single self-triggered control task at the highest priority level, our approach is by no means limited to this case and there is
no restricting assumption on the number of self-triggered controllers or the priorities assigned to these controllers.

In the original self-triggered schemes, it is often assumed that the computation of the control input and the next activation instant is instantaneous. However, this is different from what occurs in practice. To account for the delay experienced by each self-triggered task, at each execution, the self-triggered task computes the plant state at the next triggering instant based on the dynamics of the systems and current control input. Then, based on the plant state at the next triggering instant, the control input after the next triggering instant and the amount of time the plant could run in open-loop after the next triggering instant are calculated.

6.9 Conclusions

The lack of efficient schedulability analysis of real-time systems in the presence of self-triggered controllers has been an obstacle in implementing such applications alongside hard real-time applications on shared platforms. In this paper, we have proposed an approach for response-time analysis in the presence of self-triggered control tasks, under the fixed-priority scheduling policy. The proposed approach can be extended to other scheduling policies (e.g., earliest-deadline-first) and task models (e.g., digraph or arbitrary deadlines) [Leh90, SGY14].
In this chapter, we shall summarize the research contributions of this thesis and discuss possible future research directions.

7.1 Conclusions

The thesis explains the intricate relation between the control theory and real-time scheduling areas and assists engineers in high quality, stable, compositional, and safe implementation of embedded control systems. In particular, the thesis proposes systematic offline design methodologies for embedded control systems as well as an online scheduling algorithm. Our main conclusion is that systematic control–scheduling co-design techniques will improve the design of embedded control and cyber-physical systems.

Chapter 2 illustrates the challenges of correct implementation of embedded control systems. More specifically, the guarantees provided at design time might not be preserved for the final implementation, if the implementation impacts are not considered at the design stage.

Offline design methodologies are discussed in Chapters 3, 4, and 6, while Chapter 5 proposes an online stabilizing scheduling algorithm.

In Chapter 3, we discuss that the design should be driven by the expected performance, while the worst-case stability guarantees are also considered. Ignoring the worst-case scenario results in instability of the plant, while a design mainly based on the worst-case performance leads to either a poor expected control performance or resource under-utilization.
In Chapter 4, we discuss that a design methodology based on the virtualization idea enjoys compositionality and isolation and facilitates systematic design and optimization. Note that this is orthogonal to Chapter 3, i.e., the ideas can be combined in one single design methodology.

In Chapter 6, we extend the scope of the thesis to the scenario where the platform is shared with self-triggered controllers, in addition to periodic controllers and hard real-time tasks.

In Chapter 5, we go beyond offline design methodologies and propose an online scheduling policy, to stabilize control applications, with limited scheduling overheads.

7.2 Future Research Directions

The material presented in this thesis can be the basis for several future research directions:

- The extension of the proposed approaches to multiprocessor and distributed platforms is an interesting research direction, since many automotive applications are implemented on distributed platforms.

- As opposed to the traditional embedded systems, cyber-physical systems are often tightly interacting with secondary networks and components, which makes it easier for an adversary to compromise the safety of the system. On the other hand, many such systems comprise several critical physical components, e.g., in automotive systems, adaptive cruise control or engine control allow deep intervention in the driving of a vehicle. Therefore, ignoring the security aspects in cyber-physical systems will have severe consequences. This advocates the need for new methodologies to ensure the security of such systems.

By the interconnection of the physical systems to the cyber (processing) elements, the notion of physical time is introduced in today’s embedded systems. This opens the door for a new class of attacks, which we refer to as temporal attacks. In temporal attacks, the correct behavior of the system is targeted through manipulation of its temporal properties. In the case of control applications, such attacks may lead to a larger jitter
and instability of the physical plants. Extending results from the control–scheduling co-design area could lead to efficient resource allocation techniques to counteract temporal attacks on control applications.

Another fundamental aspect of cyber-physical systems is the existence of a mathematical model of the physical process. Using this model of the physical plant in cyber-physical systems, the intrusion detection can be done rather systematically. In short, any major discrepancy between the observed behavior and the expected behavior (according to the mathematical model) is an indication of intrusion. In addition to detection, it is also possible to propose a response mechanism, again in a systematic fashion, by allocating more resources to the task under intrusion. In the response mechanism, a careful resource allocation mechanism can be used to mitigate the effect of an attack. The intuition is that allocating more bandwidth to a control task, e.g., by using a shorter sampling period, often leads to a better control performance and stability margins.

Finally, the overhead introduced by encryption and decryption for the packets sent over the network has a direct impact on the delay experienced by control applications. Hence the trade-off between the security level and quality of control. Note that in real-time systems, the delay is not important as long as it does not exceed a certain threshold (often known as deadline), while in control applications the actual value of the delay has a significant impact on control quality and stability.

- In Chapter 6, the proposed approach in [DTH14] is considered. Further investigation is needed to find out a wider class of self-triggered controllers for which the proposed analysis can be applied.

In Chapter 6, the proposed approach in [DTH14] is minimally modified to support offline schedulability analysis. However, new self-triggered control schemes can be proposed to support the offline schedulability analysis in this thesis. For instance, in Chapter 6, the self-triggered control co-design is modeled as a feasibility problem, while in practice a convex objective function could also be considered in the optimization, without
introducing additional complexity.

Finally, towards a more efficient schedulability analysis technique, it is possible to consider the trajectory of a polytope after several steps. In Chapter 6, we only consider the trajectory after one step.
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