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The local conditions for the Pauli potential that are necessary in order to yield self-consistent electron densities from orbital-free calculations are investigated for approximations that are expressed with the help of a local position variable. It is shown that those local conditions also apply when the Pauli potential is given in terms of the electron density. An explicit formula for the Ne atom is given, preserving the local conditions during the iterative procedure. The resulting orbital-free electron density exhibits proper shell structure behavior and is in close agreement with the Kohn-Sham electron density. This study demonstrates that it is possible to obtain self-consistent orbital-free electron densities with proper atomic shell structure from simple one-point approximations for the Pauli potential at local density level. © 2016 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4940035]

INTRODUCTION

The main challenge in orbital-free density functional theory (OF-DFT)1–5 is to find sufficiently accurate kinetic energy density functionals, leading to a reliable physical description of the system. Well known approximations for the kinetic energy as given by Thomas and Fermi,6,7 the von Weizsäcker functional,8 or the gradient expansion9,10 do not yield satisfactory results when applied with the Hohenberg-Kohn variational principle.11 Therefore, much effort has been undertaken in the direction of generalized gradient expansions,12–16 modified conjoint functionals (mc-GGA) satisfying additional constraints,4,5 information-theory motivated functionals,17–19 and two-point functionals, usually based on response theory.1,20 However, progress seems to be hampered2 due to a lack of a systematic approach how to include the effect of the Pauli exclusion principle in an orbital-free calculation.21 The problem how to obtain self-consistent electron densities exhibiting proper atomic shell structure has been an issue of long debate5,12,22 and is inevitably related to the problem how to impose proper N-representability conditions on the functional23,24 in order to prevent a “variational catastrophe” in orbital-free implementations.23 The relationship between the Pauli potential and the atomic shell structure has already been studied a few years ago,25–27 still preserving interest in recent work on orbital-free density functional theory.28–30

Recently, a new group of so-called shell structure based functionals (SSB) has been proposed,31,32 SSB functionals approximate the Pauli kinetic energy based on the assumption that a proper representation of the atomic shell structure in real space33–43 is mandatory for the performance of the functional itself. It has been shown that imposing conditions for proper atomic shell structure behavior on the Pauli potential directly leads to approximations that are able to produce self-consistent electron densities exhibiting proper atomic shell structure32 for the radial density. Those conditions have been imposed with the help of a local position coordinate. This study deepens the investigations how to impose local constraints on the Pauli potential in order to yield proper self-consistent electron densities and additionally presents a route how to fulfill those local conditions for the Pauli potential in terms of the electron density.

THEORY

The main challenge in orbital-free DFT is to solve the Euler equation

\[ 0 = \frac{\delta E}{\delta \rho} - \mu \]  (1)

under the constraint, \( 0 = \mu (\int \rho(\mathbf{r}) \, d\mathbf{r} - N) \), that the electron density \( \rho \) stays normalized to the number of electrons \( N \) in the system. Neglecting correlation effects, the electronic energy \( E \) for a closed shell atom of nuclear charge \( Z \) is given by

\[ E[\rho] = T_W[\rho] + T_P[\rho] + E_Z[\rho] + E_H[\rho] + E_X[\rho]. \]  (2)

In the above equation, the kinetic energy \( T = T_W + T_P \) has been divided into the von Weizsäcker term

\[ T_W[\rho] = \int \frac{1}{8} \left( \frac{\nabla \rho(\mathbf{r})}{\rho(\mathbf{r})} \right)^2 \, d\mathbf{r}, \]  (3)

and the Pauli term \( T_P \), which is defined as the remainder21,44 between the kinetic energy of the system and the energy of a bosonic system in its ground state, having the same density like the fermionic system. In terms of orbitals, the Pauli kinetic energy is expressed as

\[ T_P = \int \left[ \frac{1}{2} \sum_{i} (\nabla \phi_i(\mathbf{r}))^2 - \frac{1}{8} \left( \frac{\nabla \rho(\mathbf{r})}{\rho(\mathbf{r})} \right)^2 \right] d\mathbf{r}, \]  (4)

whereby the sum runs over all occupied spin orbitals. The Coulomb part \( V \) of the total energy \( (E = T + V) \), cf. Eq. (2),

\[ E = T + V, \]  (5)

where \( V \) is the Coulomb potential and \( T \) is the kinetic energy of the system.
is given as the sum of the electron-nuclear attraction

$$E_Z[\rho] = -Z \int \frac{\rho(\vec{r})}{r} \, d\vec{r},$$  \hspace{1cm} (5)$$

the Hartree term, accounting for the electron-electron repulsion

$$E_H[\rho] = \frac{1}{2} \int \int \frac{\rho(\vec{r})\rho(\vec{r}')}{|\vec{r} - \vec{r}'|} \, d\vec{r} \, d\vec{r'},$$  \hspace{1cm} (6)$$

and the exchange term

$$E_X[\rho] = -C_X \int \rho^{3/2}(\vec{r}) \, d\vec{r},$$  \hspace{1cm} (7)$$

whereby $C_X = \frac{3}{8\pi}(3\pi^2)^{1/3}$.

With the transformation $y = r \sqrt{\rho}$ the Euler equation, cf. Eq. (1), for a spherical system finally results in

$$0 = -\frac{\partial^2 y}{\partial r^2} + q(r) \, y$$  \hspace{1cm} (8)$$

with

$$q(r) = 2\nu_p - 2 \frac{Z}{r} - \frac{2\mu}{r} + 2 \left[ \frac{N}{r} - \frac{1}{4\pi} \int_0^\infty y(r')^2 \, dr' + 4\pi \int_r^\infty \frac{y(r')^2}{r'} \, dr' \right] - 2 \left( \frac{3}{\pi} \right)^{1/3} \left( \frac{\mu}{\rho} \right)^{2/3},$$  \hspace{1cm} (9)$$

whereby the Pauli potential

$$\nu_p = \frac{\delta T_p}{\delta \rho}$$  \hspace{1cm} (10)$$

remains the only term which is needed to be approximated in terms of the electron density.

**COMPUTATIONAL DETAILS**

In order to assure convergence of the iterative process, the so-called $\lambda$-method\textsuperscript{32} is chosen for approximately solving the integro-differential equation, cf. Eq. (8). Adding $\lambda$ times the requirement $y = y$ to the original equation, the new differential equation to solve is

$$\lambda = -\frac{\partial^2 y}{\partial r^2} + \left[ q(r) + \frac{\lambda}{y} \right] y,$$  \hspace{1cm} (11)$$

whereby the terms in square brackets are evaluated from the solution of the previous run, noted by $\tilde{y}$. In the above equation, the differential is approximated by a finite difference and the corresponding set of algebraic equations is solved via Gaussian elimination. A detailed description of the method can be found elsewhere.\textsuperscript{32}

For a fully converged cycle $\tilde{y} = y$, so that the additional terms in Eq. (11) cancel, and $y$ is also the solution to the original differential equation, cf. Eq. (8). In practice, convergence will be reached up to a certain threshold and the results of two consecutive runs will slightly differ from each other. This implies that the solution obtained from Eq. (11) is only an approximation to the solution of the original Euler equation (8), whereby the difference between the two functions manifests especially in the tail region, where $\tilde{y}$ is small and increases with increasing $\lambda$, cf. Eq. (11). The quality of the approximative solution $y$ can be monitored by tightening the convergence criterion

$$d_2(\tilde{y}, y) = \sqrt{\int (\tilde{y} - y)^2 \, d\vec{r}}$$  \hspace{1cm} (12)$$

between two consecutive runs. The present calculations have been obtained with $d_2(\tilde{y}, y) = 10^{-3}$ a.u. and $\lambda = 15$ for all examined Ansätze of the Pauli potential. Calculations have been performed on an equidistant grid of $10^{-4}$ a.u. step size. The Lagrange multiplier $\mu$ was chosen such that

$$\int \rho(\mu; \vec{r}) \, d\vec{r} - N \leq 0.001$$  \hspace{1cm} (13)$$

in order to keep the solutions normalized. The orbital-free results are compared with Kohn-Sham (KS) calculations performed with the ADF program\textsuperscript{15} using pure LDA exchange (Xonly).

**LOCAL CONDITIONS FOR THE PAULI POTENTIAL IN TERMS OF A LOCAL POSITION VARIABLE**

A simple approximation for the Pauli potential yielding self-consistent electron densities exhibiting proper atomic shell structure was given in Ref. 32. For atomic systems in their ground state, the so-called SSB-step potential is a stepwise function, whereby the number of steps equals the row of the element in the periodic table and the height of the steps correlates with the difference between the square of the effective nuclear charges\textsuperscript{46,47} for two successive atomic shells.

The SSB-step potential for the Ne atom as well as the corresponding radial density (scaled by factor 4 for better visibility) are schematically drawn in Fig. 1, immediately revealing the local conditions for the Pauli potential that are necessary in order to yield electron densities with proper atomic shell structure. As can be seen from the figure, $\nu_p(r)$ must be constructed in such a way that the resulting $q(r)$, cf. Eq. (8), is positive in the region where the function $y(r)$ shall exhibit a minimum.

![FIG. 1. Schematic draft of the influence of the Pauli potential $\nu_p$ on the atomic shell structure of the radial density. The function $q$ is given by Eq. (8) and $q_{\text{m}} = q - 2\nu_p$.](image)
The remaining bosonic like term \( q_B = q - 2v_p \) is negative for a large region around the atomic nucleus. Positive values for \( q_B \) are only found at large distances. Since \( q_B \) exhibits only one root, the corresponding \( y_B \), originating from the solution of Eq. (8) with \( v_p = 0 \), will display only one maximum. In order to display the characteristics of the atomic shell structure, meaning that the number of maxima \( n \) of the radial density equals the row of the periodic table for this element, the function \( q(r) \) has to exhibit \((2n - 1)\) roots. To achieve this, \( v_p \) has to be greater than \( q_B \) for position values \( r \) lying between an odd and an even root of \( q \). Those roots \( z \), if they exist will of course be the turning points of the function \( y \). Those local conditions apply to all atoms in the periodic table, and are likely to be extendable to molecules and solids. However, the local conditions are non-universal in the sense that they cannot be applied to non-atomistic model systems like the homogeneous electron gas.

The above mentioned local conditions have to be fulfilled in each step of the iterative process for the self-consistent electron densities. Fig. 2 displays the SSB-step potential (multiplied by factor 2) for the Ne atom as well as the function \(-q_B\) for each iteration cycle. Remember that \( v_p \) is kept fixed during the self-consistent iteration procedure.\(^{32}\) As can be seen from the data, \( 2v_p > q_B \) for \( r = |z_0, z_1| \) during the complete iteration process. This is the reason why the atomic shell structure is introduced (the starting point is a single exponential function) and maintained during the variational process.

On the other side, it seems worthy to investigate further approximations to the Pauli potential which are locally closer with positive \( a, b, c, \alpha, \beta \), and \( \beta > \alpha \) yields a good description of the Pauli potential for second row elements. In the above expression, the parameter \( b \) correlates with the energy difference between the first and the second shell. Since energy eigenvalues are not part of an orbital-free approach, an additional model for the \( b \) value is needed. As a first estimate, \( b \) can be evaluated from the energy eigenvalues of the one-electron hydrogen like Schrödinger-equation. Next, \( a \) and \( c \) shall be chosen such that the maximum of the Pauli potential equals the ideal shell boundary \( r_1^{35} \) between first and second atomic shell. With \( a = \kappa c \), the \( c \) value for which the maximum of \( v_p \) lies at \( r_1 \) is given by

\[
c = \frac{b\beta}{r_1^\alpha(\alpha - \beta)} - \frac{\alpha}{r_1^\beta(\alpha - \beta)}.
\]

(15)

For \( \beta > \alpha \), the \( c \) value is positive if \( \kappa \) is chosen above \( \kappa_0 \).

\[
\kappa_0 = \frac{r_1^{B-\alpha}b\beta}{\alpha}.
\]

(16)

The value for the first shell boundary for all elements from Li to Xe is in good approximation given by \( r_1 \approx \ln(Z/(Z - 2)). \)

A detailed investigation of the ideal atomic shell structure and its application in the design of kinetic energy density functionals is given elsewhere.\(^{38}\)

Table 1 compiles the chosen parameter values for the investigated approximations according to Eq. (14). The first group consists of functions with \( \alpha = 2 \) and \( \beta = 4 \). The corresponding potentials are drawn in Fig. 3. The Pauli potential calculated from KS orbitals as well as the SSB-step potential are given for comparison. In \( \text{Ansatz} \) 1–4, the value for \( b = 37.5 \) has been calculated from the difference between

**TABLE I. Parameter values for the different \( \text{Ansätze} \) according to Eq. (14).**

<table>
<thead>
<tr>
<th>Ansatz</th>
<th>( \text{Ansatz} )</th>
<th>( r_{\text{max}}/\text{a.u.} )</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \kappa/\text{a.u.} )</th>
<th>( a/\text{a.u.} )</th>
<th>( b/\text{a.u.} )</th>
<th>( c/\text{a.u.} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.223 2 4 3.8</td>
<td>26.43</td>
<td>37.5</td>
<td>6.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.223 2 4 4.0</td>
<td>107.09</td>
<td>37.5</td>
<td>26.77</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.223 2 4 4.5</td>
<td>308.76</td>
<td>37.5</td>
<td>68.61</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.223 2 4 5.0</td>
<td>510.43</td>
<td>37.5</td>
<td>102.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.223 2 4 4.0</td>
<td>207.51</td>
<td>35.0</td>
<td>51.88</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.223 2 4 4.0</td>
<td>406.34</td>
<td>30.0</td>
<td>102.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.223 2 4 4.0</td>
<td>448.51</td>
<td>29.0</td>
<td>112.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.223 2 4 4.0</td>
<td>609.17</td>
<td>25.0</td>
<td>152.29</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.223 4 6 3.0</td>
<td>13 511.12</td>
<td>29.0</td>
<td>4 503.71</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.223 4 6 2.5</td>
<td>5 410.95</td>
<td>29.0</td>
<td>2 614.38</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.223 4 8 0.25</td>
<td>17 275.91</td>
<td>29.0</td>
<td>69 103.66</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.223 4 8 0.20</td>
<td>9 142.08</td>
<td>29.0</td>
<td>45 710.40</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**FIG. 2.** SSB-step potential and \( q_B \) for the Ne atom during the self-consistent iteration process.

**FIG. 3.** Pauli potential as given by Eq. (14) for parameter values given in Table I.
the first and the second energy eigenvalue of the one-electron Schrödinger equation with \( Z = 10 \), yielding a rough estimate for the Pauli potential close to the nucleus. For the subsequent \textit{Ansätze}, the \( b \) values have been successively decreased in order to obtain a better agreement with the KS Pauli potential. All approximate Pauli potentials have been chosen in such a way that the maximal value corresponds to the shell boundary \( r_1 = 0.223 \) a.u. Fig. 3 also contains the function \(-1/2v_{\text{ff}}\) for the KS calculation as well as for \textit{Ansatz} 1 (the most widespread \textit{Ansatz}), revealing that all resulting radial electron densities will display the proper number of maxima, since \( 2v_\beta > v_{\text{ff}} \) for \( r = |z_0, z_1| \). The data for the resulting self-consistent electron densities are shown in Fig. 4. All \textit{Ansätze} yield the proper number of extrema for the radial electron density. However, the overall correspondence between those densities and the KS density is unsatisfactory. This is due to the wrong decaying behavior of the \textit{Ansätze} in the second shell. For all \textit{Ansätze} with \( \alpha = 2, \beta = 4 \), the decay in the second shell is much too slow. Consequently, the second maximum of the radial density is shifted outwards, whereby the shift is most pronounced for \textit{Ansatz} 1 having the largest Pauli potential in the second shell region. Remark that decreasing the Pauli potential in the second shell does also lower the electronic population in the first shell, compare, e.g., the data of \textit{Ansatz} 1 shown in light blue with the data for \textit{Ansatz} 2 shown in dark blue. In general, lower values for the Pauli potential in the corresponding shell region lead to higher values of the radial density for this shell, compare especially the data for \textit{Ansätze} 5–8.

Interestingly, the radial density stemming from the SSB-step potential is in best agreement with the KS density. Thus, an underestimation of the Pauli potential in the second shell seems to affect the position of the second shell maximum much less than an overestimate. Although, in case of the SSB-step potential the maximum of the corresponding radial density is too high compared to the KS data, due to that underestimation.

The above analyses of the electron densities obtained with the \textit{Ansätze} 1–8 for the Pauli potential show that a sufficiently rapid decay of the Pauli potential in the second shell is mandatory in order to yield electron densities from the variational procedure that are reasonably close to the KS density. A rapid decay of the Pauli potential given by Eq. (14) can be enforced by choosing \( \beta > 4 \). The examined \textit{Ansätze} 9–12 are shown in Fig. 5 and the corresponding parameters are listed in Table I.

Compared to the Pauli potential from KS orbitals the decay of \textit{Ansätze} 9 and 10 is still not sufficiently steep. Consequently, the maximum for the second shell in the resulting radial electron densities, shown in Fig. 6, is still shifted towards higher radial values. Note that the height of the maximal value of the Pauli potential has a significant influence on the atomic shell structure of the resulting electron density. Approximations to the Pauli potential, for which the kink at the first shell boundary is not sufficiently pronounced, will fail to produce electron densities with proper atomic shell structure, compare the results for \textit{Ansätze} 9 and 10. By choosing \( \alpha = 4, \beta = 8 \) the rapid decay of the Pauli potential in the second shell region can be reproduced sufficiently well, see \textit{Ansätze} 11 and 12 in Fig. 5. Those \textit{Ansätze} yield the best overall agreement between the orbital-free electron density and the KS electron density. Notice that an overestimate of the maximal value of the Pauli potential at the shell boundary leads to smaller electron density values in the first shell region compared to the KS solution.
Finally, the local conditions for the Pauli potential in order to yield self-consistent electron densities exhibiting proper atomic shell structure can be stated as: It is mandatory that the resulting function \( q(r) \) exhibits \((2n - 1)\) roots. For Pauli potentials expressed with the help of a local position variable this requirement can be achieved by functions displaying \( n \) sharp maxima at the ideal shell boundaries. It is further desirable that those functions have a sufficiently rapid decay in the outermost shell region.

**LOCAL CONDITIONS FOR THE PAULI POTENTIAL IN TERMS OF THE ELECTRON DENSITY**

In the section titled “Local conditions for the Pauli potential in terms of a local position variable,” it was shown how to design an approximate Pauli potential leading to radial electron densities exhibiting proper atomic shell structure with the help of a local position variable. This section deals with the problem how to approximate the Pauli potential in terms of the electron density still preserving the local conditions from the section titled “Local conditions for the Pauli potential in terms of a local position variable.”

Taking the SSB-step potential as an illustrative example, the Pauli potential as well as the function \(-1/2q_{\text{B}}\) have been plotted as a function of the electron density during the iterative process. The data are shown in Fig. 7. Since in Eq. (8) the term \( q \) can be either seen as a function of \( r \) or as a function of \( \rho \), the local conditions for the Pauli potential (expressed in terms of \( \rho \)) yielding electron density with proper atomic shell structure are the same as in the section titled “Local conditions for the Pauli potential in terms of a local position variable.”

The function \( q(\rho) \) must exhibit \((2n - 1)\) roots with \( n \) being the row of the element in the periodic table. The region of interest leading to the minimum in the radial distribution function for the Ne atom is located around \( \rho = 10 \text{ a.u.} \), see Fig. 7. For the SSB-step potential \( v_p(\rho) > -1/2q_{\text{B}}(\rho) \) for \( \rho = [z_0, z_1] \) in each step during the iterative process. The challenge is to find such an Ansatz for the Pauli potential in terms of the electron density that displays the proper number of roots for \( q \) for all reasonable electron densities during the variational

![FIG. 7. SSB-step potential during iterative process as a function of the electron density.](image)

procedure. Of course one can always imagine *Gedanken densities*\(^{49}\) that will not lead to the desired behavior of \( q \). For this reason, a given approximation for the Pauli potential based on the assumption of the necessity to reveal the atomic shell structure is expected to be restricted to applications on atomistic systems, like atoms, molecules, and solids see also the discussion in the section titled “Local conditions for the Pauli potential in terms of a local position variable.”

In order to find a suitable approximation for the Pauli potential, the most promising Ansätze from the section titled “Local conditions for the Pauli potential in terms of a local position variable” are investigated in terms of the electron density. The data are compiled in Fig. 8, showing Ansätze 7, 9, and 12 as well as the Pauli potential evaluated from KS orbitals. The function \(-1/2q_{\text{B}}\) for the KS calculation is also given for a rough estimate of the roots of \( q \) for the examined Ansätze. The region located around \( \rho \approx 10 \text{ a.u.} \), where \( v_p(\rho) > -1/2q_{\text{B}}(\rho) \), is the region where the radial electron density exhibits its minimum. Ansätze 7 and 9 exhibit proper behavior for electron densities close to zero, since \( \beta - \alpha = 2 \). However, with \( \beta - \alpha = 2 \) the rapid decay of the Pauli potential in the second shell cannot be modeled satisfactorily. Instead, with \( \beta - \alpha = 4 \), see data for Ansatz 12, the overall correspondence with the KS Pauli potential is much better. Note that the SSB-step potential which is zero in the second shell also yields electron densities in close agreement with the KS electron density. Therefore, the aim is to construct such an approximation to the Pauli potential in terms of \( \rho \) with sufficiently small values for low electron densities and the proper limiting value at the nucleus (high density limit). The maximum of \( v_p(\rho) \) shall be located at the electron density for the ideal shell boundary between first and second shell.

Reasonable approximations for the Pauli potential in terms of the electron density can be generated by the following Ansatz:

\[
v_p(\rho) = \frac{k\rho^\gamma - l}{mp^\epsilon + 1} + l
\]  

(17)

with positive \( k, l, m, \gamma, \epsilon \) and \( \epsilon > \gamma \). By comparison with Eq. (14), the parameter \( l \) can be identified as \( b \), since it
Self-consistent electron density obtained from orbital-free calculations with the chosen atom. The second issue is that the proposed approximation for the Pauli potential and the corresponding kinetic energy functional are non-universal, and that its parameterization depends on the potential and the corresponding electron density at the ideal shell boundary. With \( k = \eta m \), the \( m \) value for which the maximum of the Pauli potential lies at \( \rho_1 \) is given by

\[
m = \frac{-\epsilon l}{\rho_1^2 \eta (\gamma - \epsilon)} - \frac{\gamma}{\rho_1^2 (\gamma - \epsilon)},
\]

whereby \( \rho_1 \) is the electron density at the first shell boundary. For the Ne atom that value is \( \rho_1 \approx 10 \text{ a.u.} \) (for the KS electron density). Filling up the above mentioned requirements, a suitable approximation for the Pauli potential of the Ne atom is obtained from Eq. (17) by choosing \( \gamma = 2, \epsilon = 3, k = 1.27 \text{ a.u.}, l = 29.0 \text{ a.u.}, m = 0.006 \text{ a.u.} \), shown by the dashed-dotted orange line in Fig. 8.

With that explicit expression for the Pauli potential given in terms of \( \rho \) the Euler equation has been solved for the Ne atom. The resulting orbital-free self-consistent electron density is shown in Fig. 9. As can be seen the orbital-free radial electron density displays the proper number of maxima. Additionally, the values themselves are in close agreement with the corresponding results from KS calculation, compare also the logarithmic plot of the electron densities shown in the inset of Fig. 9. This example demonstrates that it is possible to obtain self-consistent electron densities with proper atomic shell structure from orbital-free calculations with an explicit expression for the Pauli potential given in terms of the electron density.

**DISCUSSION**

The reader might have noticed two issues that are inherently related to the current approach. The first point is that the potential and the corresponding kinetic energy functional are non-universal, and that its parameterization depends on the chosen atom. The second issue is that the proposed approximation for the Pauli potential and the corresponding kinetic energy density do not obey proper scaling rules and consequently the virial theorem will be violated, leading to conceptual problems if one wishes to work within a consistent theoretical framework of density functional theory.

**FIG. 10.** Conventional approach for the design of kinetic energy density functionals. Usually, one starts constructing the kinetic energy in the form \( T = \int t(\rho, \ldots) \, d\vec{r} \), searching for such expressions that yield the KS energy if the KS density is inserted in the expression for the kinetic energy density. The fact that the kinetic energy is given as an integral over the kinetic energy density provides a straightforward route for obtaining the potential \( v = \delta T[\rho]/\delta \rho \) as an analytic expression in terms of the density. Finally, this expression for the potential shall yield the right electron density by variational procedure. This is a closed and fully consistent circle within the framework of density functional theory, albeit the fact that the analytic expression for \( T \) and \( v \) is unknown. In practice, however, a consistent closed circle for atomistic systems with arbitrary number of electrons has not been found with a given functional expression for the kinetic energy in terms of the corresponding energy density despite huge efforts undertaken. Analytic expressions starting \( \rho \rightarrow t(\rho) \rightarrow v(\rho) \) fail yielding back the proper density \( v(\rho) \rightarrow \rho \).

On the other hand, the current study and previous work on shell-structure-based approaches show that it is possible to obtain variational densities exhibiting proper atom shell structure. Therefore, it seems possible to construct a potential that yields the exact electron density (or at least a reasonable approximation to it), see the sketch in Fig. 11. Moreover, from that electron density the proper kinetic energy of the system can be obtained, since the potential energy is known in terms of the density (at least in good approximation). By using the virial theorem, the kinetic and the total energy can be evaluated from the potential part, respectively. However, this procedure does not provide a closed and consistent circle within the framework of density functional theory. In case that the kinetic energy is obtained via the virial theorem, the potential can no more be considered to be the functional.

**FIG. 11.** Current approach approximating the potential.
derivative of the energy, due to the break-down of the scaling rules. One can of course take the viewpoint of a closed circle and construct the corresponding $t(\rho)$ for the given potential Ansatz. Due to the wrong scaling behavior, the virial theorem will not be fulfilled and the resulting kinetic energy might be far away from the exact energy. In this viewpoint, the closure of the circle is maintained for the price of obtaining a bad energy estimate and the violation of the scaling rules. The requirement of a closed circle is of course a reasonable standpoint, since the exact Hohenberg-Kohn functional\cite{HohenbergKohn} provides a closed and consistent circle. On the other hand, one can also adopt the viewpoint of a broken circle, meaning that one accepts to work with a non-consistent theoretical framework. In that case, one considers the analytic form for the potential $v$ as a given expression that yields the right electron density but is not the functional derivative of the kinetic energy at least not in the form $T = \int t(\rho, \ldots) \, d\vec{r}$. Accepting that viewpoint the analytic expression for $v$ does not have to obey any scaling rule. This does not mean that $v$ itself does not respect the scaling rules, if one could find the “perfect” description, the scaling rules will of course be fulfilled since the KS counterparts obey those rules. But the chosen analytic approximation for $v$ is free of such requirements by taking such a viewpoint. This broken, non-consistent framework allows to treat the potential by a simple analytical expression. Moreover, that potential approximation yields an electron density with proper atomic shell structure by variational procedure. From that electron density a good estimate for the energy can be obtained by exploring the virial theorem.

Of course it would be desirable to obtain the above results within a consistent closed framework, but up to the authors knowledge no such expression is available for isolated systems.

Second, the issue of non-universality shall be addressed here. All SSB approaches\cite{ParrYang,Singh2} are non-universal in the sense that they cannot be applied to model systems like the homogeneous electron gas. This is due to the fact that all SSB approaches live from the assumption that the atomic shell structure shall be incorporated in the functional expression (or the potential), which is an effect that is inherently related to the Coulombic nature of the system. However, the local conditions for the Pauli potential that have been worked out in this study are universal in the sense that they apply to all atoms in their ground state. In order to display the correct shell structure behavior of the electron density, the Pauli potential must be constructed in such a way that the resulting term $q$, cf., Eq. (9), exhibits $(2n-1)$ roots, with $n$ being the row of the periodic table of the corresponding element. Of course the number of roots changes for elements standing in different rows, but the requirement stays the same. In that sense the local requirement is universal for all atoms. The same applies to the form of the Pauli potential. All second row elements (or ions with the corresponding electron number) can be described by the analytic form of the Pauli potential given by Eq. (14) or (17), since (like the local conditions for $q$) the form of the Pauli potential changes only if $n$ changes, see, e.g., Pauli potentials in Refs. 25 and 54.

Nevertheless, the proposed approximation for the Pauli potential is considered to be non-universal even for atoms with respect to the parameters that are used in the analytic expression (what makes a straightforward application to molecules or solids difficult), unless a unified description for those parameters can be found. Therefore, the aim is to search for a model that expresses the dependence of the parameters as a function of the nuclear charge in order to avoid a tedious parameterization for each atom separately. The author is not aware of any such model for the parameters used in Eq. (17), since such a model should provide the value of the electron density at the ideal shell positions.\cite{Pauli} In that case the only possibility at current time is to take the values from the Ne potential, if one wishes to avoid reparametrization. Self-consistent electron densities for Na$^+$ and F$^-$ using the Ne potential are depicted in Figs. 12 and 13, respectively. The energetic data for a few selected ions from the isoelectronic series of Ne are compiled in Table II. As can be seen from the data the relative errors for the kinetic energy rapidly increase, by changing $Z$ while keeping the parameter values for the Pauli potential unchanged, cf., Eq. (17).

In contrast, the parameterization of Eq. (14) is straightforward. The best description of the Pauli potential

![FIG. 12. Self-consistent electron densities for Na$^+$ obtained from orbital-free calculation with the Pauli potential according to Eqs. (14) and (17), respectively, in comparison with the KS electron density.](image1)

![FIG. 13. Self-consistent electron densities for F$^-$ obtained from orbital-free calculation with the Pauli potential according to Eqs. (14) and (17), respectively, in comparison with the KS electron density.](image2)
TABLE II. Potential and kinetic energies for the isoelectronic series of Ne. In case of KS calculations, $T$ has been evaluated as integral over the positive kinetic energy density and $V$ by using the virial theorem. In case of the OF DFT calculations, $V$ and $T_W$ have been evaluated directly by integrating the corresponding energy densities, respectively. The total kinetic energy $T$ has been obtained by applying the virial theorem. Orbital-free calculations have been obtained with $\Delta \equiv 20$. All values are given in atomic units.53

<table>
<thead>
<tr>
<th>$Z$</th>
<th>Method</th>
<th>$\mu$</th>
<th>$V$</th>
<th>$T$</th>
<th>$T_W$</th>
<th>$T_P$</th>
<th>$\Delta T_{\text{rel}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>KS</td>
<td>+0.12</td>
<td>−197.3</td>
<td>98.6</td>
<td>71.7</td>
<td>27.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\nu_p(\rho)$</td>
<td>−0.11</td>
<td>−122.6</td>
<td>61.3</td>
<td>26.9</td>
<td>34.4</td>
<td>38%</td>
</tr>
<tr>
<td></td>
<td>$\nu_p(r)$</td>
<td>+0.01</td>
<td>−199.5</td>
<td>99.7</td>
<td>70.9</td>
<td>28.8</td>
<td>1%</td>
</tr>
<tr>
<td>10</td>
<td>KS</td>
<td>−0.44</td>
<td>−255.0</td>
<td>127.5</td>
<td>89.4</td>
<td>38.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\nu_p(\rho)$</td>
<td>−0.75</td>
<td>−251.9</td>
<td>126.0</td>
<td>89.7</td>
<td>36.3</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td>$\nu_p(r)$</td>
<td>−0.89</td>
<td>−270.9</td>
<td>135.4</td>
<td>95.8</td>
<td>39.7</td>
<td>6%</td>
</tr>
<tr>
<td>11</td>
<td>KS</td>
<td>−1.28</td>
<td>−320.9</td>
<td>160.5</td>
<td>109.2</td>
<td>51.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\nu_p(\rho)$</td>
<td>−1.59</td>
<td>−446.3</td>
<td>223.1</td>
<td>192.1</td>
<td>31.1</td>
<td>39%</td>
</tr>
<tr>
<td></td>
<td>$\nu_p(r)$</td>
<td>−2.10</td>
<td>−353.3</td>
<td>176.6</td>
<td>124.8</td>
<td>51.8</td>
<td>21%</td>
</tr>
<tr>
<td>12</td>
<td>KS</td>
<td>−2.39</td>
<td>−395.0</td>
<td>197.5</td>
<td>131.2</td>
<td>66.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\nu_p(\rho)$</td>
<td>−2.63</td>
<td>−675.8</td>
<td>337.9</td>
<td>311.8</td>
<td>26.1</td>
<td>71%</td>
</tr>
<tr>
<td></td>
<td>$\nu_p(r)$</td>
<td>−3.51</td>
<td>−450.9</td>
<td>225.4</td>
<td>159.7</td>
<td>65.7</td>
<td>14%</td>
</tr>
<tr>
<td>13</td>
<td>KS</td>
<td>−3.75</td>
<td>−475.0</td>
<td>237.5</td>
<td>154.4</td>
<td>82.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\nu_p(r)$</td>
<td>−5.23</td>
<td>−562.9</td>
<td>281.5</td>
<td>200.4</td>
<td>81.1</td>
<td>19%</td>
</tr>
<tr>
<td>14</td>
<td>KS</td>
<td>−5.38</td>
<td>−567.1</td>
<td>283.5</td>
<td>181.8</td>
<td>101.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\nu_p(r)$</td>
<td>−7.25</td>
<td>−690.1</td>
<td>345.0</td>
<td>247.1</td>
<td>97.9</td>
<td>22%</td>
</tr>
</tbody>
</table>

has been obtained with $\alpha = 4$, $\beta = 8$. Therefore, the values for the exponents are kept fixed for all atoms. The parameter $b$ correlates with the eigenvalue difference between the first and the second shell. Obtaining this eigenvalue difference from the one-electron Schrödinger equation gives a rough estimate for that value. Since this model neglects electron-electron repulsion completely, the $b$ value was rescaled by $c_b = 0.7733$ in case of the Ne atom. Although this scaling factor is slightly $Z$ dependent, it can be considered fixed in first approximation. This method yields the parameter $b = c_b \times 3/8 \times Z^2$ as a function of $Z$ for all atoms. The $b$ values have been calculated for the isoelectronic series of the Ne atom. The data are depicted by colored dots at the position $r = 0$ bohr in Fig. 14 together with the Pauli potential obtained from KS orbitals, shown in the same color code. Next, $a$ and $c$ have to be determined. Since the maximum of the Pauli potential shall be located at the shell boundary, this results in determining $r_1$ and $\kappa$. The shell boundary $r_1$ is in good approximation known as a function of $Z$, namely, $r_1 = \ln(Z/(Z - 2)).$48 Those values are shown as colored squares ($r_1, y$) in Fig. 14, whereby the $y$ value has been chosen to approximately match the maximum of the potential for pictorial convenience ($y$ value is not needed in the calculation of the parameters). Given that $r_1$ is determined, $\kappa_0$ can be calculated. Recall that $\kappa_0$ is the minimum value in order to maintain the desired form of the potential. As long as $\kappa$ is chosen above $\kappa_0$, the form of the potential is not significantly influenced by $\kappa$. Therefore, $\kappa = 1.4\kappa_0$ is a good estimate that is kept fixed for all atoms.

Fig. 14 depicts the resulting approximations for the Pauli potential for the isoelectronic series of Ne, with the above mentioned $Z$ dependence. The resulting self-consistent electron densities for Na$^+$ and F$^-$ are shown in Figs. 12 and 13, respectively. The corresponding energetic data are compiled in Table II. As can be seen from the results, the analytic form of the Pauli potential as given by Eq. (14) or (17) is transferable within an isoelectronic series. The resulting self-consistent electron densities will all exhibit the proper atomic shell structure. This fact can be deduced from Fig. 14, where the various potential approximations are plotted for the isoelectronic series of Ne together with $-1/2q_h$ for the Ne atom. The latter serves as a rough estimate for the corresponding function for different $Z$, showing that the number of roots for $q$ is preserved in all cases. The quality of the orbital-free electron density with respect to the values does of course decrease by changing the nuclear charge if the potential is taken from the Ne example, but a reparametrization of Eq. (14) is straightforward, significantly ameliorating the results, see also data in Table II.

CONCLUSIONS

In the present study, the local conditions for the Pauli potential necessary in order to yield self-consistent electron densities from orbital-free calculations were determined for potentials given in terms of a local position variable and additionally, for approximations which are given in terms of the electron density. For atoms in their ground state, the Pauli potential must be constructed in such a way that the resulting function $q$, determining the radial electron density, exhibits $(2n - 1)$ roots, whereby $n$ is the row of the corresponding element in the periodic table. All approximations for the Pauli potential respecting this local requirement yield self-consistent electron densities with proper shell structure, due to the fact that the number of roots for $q$ is preserved in each iteration step.

Based on those findings, an explicit formula for the Pauli potential in terms of $\rho$ was proposed for the Ne atom. This explicit expression preserves the local requirements for the Pauli potential during each iteration step, and consequently, the resulting electron density displays the proper atomic shell structure for the Ne atom. Therefore, this study demonstrates that it is possible to find simple local one-point approximations...
for the Pauli potential given in terms of the electron density, that are able to yield self-consistent electron densities with proper atomic shell structure via Hohenberg-Kohn variational principle.
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