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Abstract—In this paper we present the CORDIC II algorithm. Like previous CORDIC algorithms, the CORDIC II calculates rotations by breaking down the rotation angle into a series of micro-rotations. However, the CORDIC II algorithm uses a novel angle set, different from the angles used in previous CORDIC algorithms. The new angle set provides a faster convergence that reduces number of adders with respect to previous approaches.

Index Terms—CORDIC, rotation, friend angles, USR CORDIC, nano-rotation

I. INTRODUCTION

The CORDIC algorithm [1] is the algorithm par excellence to calculate rotations in digital systems. Its main principle is simple: It breaks down the rotation angle in a sum of angles, and carries out the rotation by a series of the so called micro-rotation by these angles. The benefit of the CORDIC algorithm is that the micro-rotations are calculated by simple shift-and-add operations, which is very efficient in hardware.

Many variations of the CORDIC algorithm have been proposed in the literature. In this paper we are interested in those approaches that are used to calculate general rotations. This means that they rotate by any angle provided as an input of the rotator. Constant rotators used for specific sets of rotation angles are not considered in this paper, but are studied in [2].

Among general rotators we find numerous versions of the CORDIC algorithm. Some works combine several micro-rotation stages into a single stage [3], [4] in order to reduce the number of iterations of the CORDIC. The work in [5] is based on skipping and/or repeating micro-rotations. Some approaches focus on representing the micro-rotation using a Taylor series approximation [6]–[8]. Other approaches divide the micro-rotations into a coarse and a fine part [9]. Some works focus on reducing the rotation memory [9]–[11]. Scaling-free CORDIC approaches pursue to compensate the scale factor of the CORDIC [6], [7]. Reviews of CORDIC techniques can be found in [12], [13].

In this paper we pursue a pipelined CORDIC design with the minimum number of adders. We call it the CORDIC II algorithm. It differs from previous approaches in the used set of micro-rotations, called angle set in the following. The new set of micro-rotations provides a fast convergence of the rotation angle. This leads to a reduced latency and a smaller number of adders than in previous CORDIC algorithms.

II. BACKGROUND

A. Rotations in Digital Systems

This section reviews key concepts related to rotations in digital systems. Further information can be found in [2], [14].

In a digital system, a rotation by an angle \( \alpha \) can be described as a multiplication by a complex coefficient \( P = C + jS \),

\[
\begin{bmatrix}
X_D \\
Y_D
\end{bmatrix} =
\begin{bmatrix}
C & -S \\
S & C
\end{bmatrix}
\begin{bmatrix}
x \\
y
\end{bmatrix},
\]

where \( x + jy \) is the input and \( X_D + jY_D \) is the result of the rotation. \( C \) and \( S \) are \( b \)-bit integer numbers in 2’s complement in the range \([-2^{b-1}, 2^{b-1} - 1]\). They are obtained from the rotation angle as [14]

\[
\begin{align*}
C &= R \cdot (\cos \alpha + \epsilon_c) \\
S &= R \cdot (\sin \alpha + \epsilon_s),
\end{align*}
\]

where \( \epsilon_c \) and \( \epsilon_s \) are the quantization errors of the cosine and sine components, respectively, and \( R \) is the scaling factor. The output \( X_D + jY_D \) is also scaled by \( R \).

The rotation error \( \epsilon = \sqrt{\epsilon_c^2 + \epsilon_s^2} \) is the distance between the exact rotation and the actual rotation due to quantization. If the rotator has multiple rotation angles \( \alpha_i, i = 1, \ldots, M \), with their corresponding coefficients \( P_i = C_i + jS_i \), the rotation error [14] is calculated as

\[
\epsilon = \max_i (\epsilon(i)) = \max_i \left( \sqrt{\epsilon_c^2(i) + \epsilon_s^2(i)} \right).
\]

Finally, the effective word length is the number of bits of the output that are guaranteed to be accurate [2] and is calculated from the rotation error as

\[
WL_E = -\log_2 \frac{\epsilon}{2\sqrt{2}} = -\log_2 \epsilon + \frac{3}{2}.
\]

B. The CORDIC Algorithm

The CORDIC algorithm considers the coefficients \( P = C + jS = 2^k + j\delta_k \), where \( \delta_k \in \{-1, 1\} \) and \( k = 0, \ldots, M \) is the micro-rotation stage. The corresponding angles are \( \alpha_k = \tan^{-1}(S/C) = \delta_k \tan^{-1}(2^{-k}) \). This is shown in Fig. 1(a).
The CORDIC algorithm breaks down the rotation angle \( \theta \) into a sum of micro-rotations by the angles \( \alpha_k \), i.e.,

\[
\theta = \sum_{k=0}^{M} \alpha_k + \epsilon_{\phi}
\]

where \( \epsilon_{\phi} \) is the remaining phase error.

Each micro-rotation stage calculates

\[
\begin{bmatrix}
X_D \\
Y_D
\end{bmatrix} = \begin{bmatrix}
2^k & -\delta_k \\
\delta_k & 2^k
\end{bmatrix} \begin{bmatrix}
x \\
y
\end{bmatrix},
\]

where \( \delta_k \) determines the direction of the rotation, and the scaling factor of the stage is \( R(k) = \sqrt{2^{2k}+1} \).

The rotation error at each micro-rotation stage is \( \epsilon = 0 \) and the word length is \( WL_E = \infty \). This means that the coefficient \( P_k \) rotates exactly \( \alpha_k \) degrees and the scaling factor for both angles in each micro-rotation is the same. The latter is always true, as the coefficients are conjugated.

C. Redundant CORDIC Algorithm

The redundant CORDIC [15] algorithm uses the same set of coefficients \( P_1 = C_1 + jS_1 \) as the CORDIC algorithm, with the particularity that \( \delta_k \in \{-1, 0, 1\} \). This adds a rotation \( P_0 = 2^k \) by \( 0^\circ \) in the kernel, as shown in Fig. 1(b). This increases the set of alternative angles per stage, which implies a faster convergence to the rotation angle. However, it has the drawback that the scaling of the angles of the kernel is different. Therefore, redundant CORDIC algorithms need special stages to compensate the scaling and, thus, reduce the rotation error.

III. BASIC ANGLE SETS

There are three new types of angle sets proposed for CORDIC II, which are described in the following.

A. Friend Angles

We define friend angles as a set of angles \( \alpha_i \) for which there exists a set of coefficients \( P_i = C_i + jS_i \) with angles \( \alpha_i \), i.e., \( \alpha_i = \tan^{-1}(S_i/C_i) \), whose magnitude is the same, i.e., \( \forall i,j, |P_i| = |P_j| \). As all the coefficients have the same magnitude, a kernel composed by friend angles \( \alpha_i \) does not have any rotation error. This is equivalent to say that \( WL_E = \infty \).

The angles \( \alpha_1 = 8.13^\circ \) and \( \alpha_2 = 45^\circ \) are an example of friend angles. For these angles there exist the coefficients \( P_1 = 7 + j \) and \( P_2 = 5 + j5 \) whose angles are \( \alpha_1 \) and \( \alpha_2 \), respectively, and \( |P_1| = |P_2| = \sqrt{50} \). This example is shown in Fig. 2.

<table>
<thead>
<tr>
<th>k</th>
<th>( P_0 )</th>
<th>( P_1 )</th>
<th>( P_2 )</th>
<th>( R )</th>
<th>( WL_E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3 ( 0 )</td>
<td>2 ( 1 )</td>
<td>45 ( 0 )</td>
<td>2.91 ( 0 )</td>
<td>6.59 ( 0 )</td>
</tr>
<tr>
<td>2</td>
<td>9 ( 0 )</td>
<td>8 ( 4 )</td>
<td>26.56 ( 51 )</td>
<td>8.97 ( 0 )</td>
<td>9.83 ( 0 )</td>
</tr>
<tr>
<td>3</td>
<td>33 ( 0 )</td>
<td>32 ( 8 )</td>
<td>14.03 ( 62 )</td>
<td>32.99 ( 0 )</td>
<td>13.59 ( 0 )</td>
</tr>
<tr>
<td>4</td>
<td>129 ( 0 )</td>
<td>128 ( 16 )</td>
<td>7.12 ( 5 )</td>
<td>128.99 ( 0 )</td>
<td>17.52 ( 0 )</td>
</tr>
<tr>
<td>5</td>
<td>513 ( 0 )</td>
<td>512 ( 32 )</td>
<td>3.57 ( 63 )</td>
<td>512.99 ( 0 )</td>
<td>21.51 ( 0 )</td>
</tr>
<tr>
<td>6</td>
<td>2049 ( 0 )</td>
<td>2048 ( 64 )</td>
<td>1.78 ( 99 )</td>
<td>2048.99 ( 0 )</td>
<td>25.50 ( 0 )</td>
</tr>
<tr>
<td>7</td>
<td>8193 ( 0 )</td>
<td>8192 ( 128 )</td>
<td>0.89 ( 57 )</td>
<td>8193.00 ( 0 )</td>
<td>28.50 ( 0 )</td>
</tr>
<tr>
<td>8</td>
<td>32769 ( 0 )</td>
<td>32768 ( 256 )</td>
<td>0.44 ( 76 )</td>
<td>32769.00 ( 0 )</td>
<td>32.50 ( 0 )</td>
</tr>
</tbody>
</table>

A property that can be extracted from the definition of friend angles is that any angle \( \alpha \) is friend to itself and also to \( -\alpha + n\pi/2 \) and \( \alpha + n\pi/2 \) for any value of \( n \). According to this property, the angles used in the CORDIC for each micro-rotation stage are friend angles. This happens because each micro-rotation only considers the pair of angles \( \pm \alpha_k \).

B. Uniformly-Scaled Redundant CORDIC

The uniformly-scaled redundant (USR) CORDIC rotations use the same rotation angles as the redundant CORDIC. However, all the angles have similar scaling. The coefficients for the USR CORDIC are

\[
P_0 = 2^{2k-1} + 1 \\
P_1 = 2^{2k} + j2^k
\]

and the graphical representation of the USR CORDIC is shown in Fig. 3(a). It can be observed that the magnitude of \( P_0 \) and \( P_1 \) is almost the same: From (7) we obtain \( |P_0|^2 = |P_1|^2 + 1 \).

The angles of the USR CORDIC are

\[
\alpha_0 = 0 \\
\alpha_1 = \tan^{-1}(\frac{2^{2k}}{2^{2k-1}}) = \tan^{-1}(2^{-k+1})
\]

Table I shows a list of USR CORDIC rotators for different values of \( k \). The table shows the coefficients \( P_0 \) and \( P_1 \) with their corresponding angles, the radius and \( WL_E \), calculated as explained in [2], [14]. It can be observed that the first kernels have small \( WL_E \). However, for large \( k \), \( WL_E \) is large enough to use them as rotation stages.

The hardware implementation of the USR CORDIC rotator is shown in Fig. 3(b). The figure shows that the USR CORDIC rotators are implemented using only 2 adders, like the conventional CORDIC rotations.

C. Nano-Rotations

Nano-rotations refer to the kernel formed by the coefficient set

\[
P_k = C + jk, \quad k = 0, \ldots, N,
\]
where $C$ is constant and the corresponding angles are

$$\alpha_k = \tan^{-1}\left(\frac{k}{C}\right).$$

In (9), $N$ is considered to be much smaller than $C$. This makes $\alpha_k$ small and fulfills $\alpha_k \approx k/C$, which is a kernel with equally distributed angles. The fact that $N \ll C$ also makes the scaling of the coefficients very similar.

Finally, the constant $C$ is obtained from (11).

Note that $W_L$ only depends on $\alpha_N$ independently of the number of angles, $N$. Figure 5 shows that $W_L$ larger than 15 bits is achieved for angles smaller than $\alpha_N = 1^\circ$. Thus, nano-rotations will be used when $\alpha_N \leq 1^\circ$.

To design the rotator, the angle $\alpha_N$ must be selected first, according to the range of input angles. Then, $N$ is selected. Finally, the constant $C$ is obtained from (11).

IV. CONNECTING ROTATION STAGES

The CORDIC II algorithm consists of several rotation stages connected in series. Each rotation stage can be characterized by an input range $[-\alpha_{in}, \alpha_{in}]$, and an output range $[-\alpha_{out}, \alpha_{out}]$. For instance, the input angle for the CORDIC micro-rotation by $7.125^\circ$ is in the range $[-14.25^\circ, 14.25^\circ]$ and the output angle is in the range $[-7.125^\circ, 7.125^\circ]$.

In general, a rotation stage may include any number of rotation angles. Each input is rotated by one of these angles. We define an $N$-rotator as a rotator with $N$ different angles to choose from.

If $N$ is even, the rotator includes $N/2$ coefficients and their conjugates. Figure 6(a) shows this case. The values of $\delta_i$ are defined as

$$\delta_1 = \alpha_1$$

$$\delta_i = (\alpha_i - \alpha_{i-1})/2 \quad i = 2, \ldots, N/2$$

According to this, the input and output angles are

$$\alpha_{out} = \max_i (\delta_i) \quad i = 1, \ldots, N/2$$

$$\delta_{N/2+1} = \alpha_{out}$$

The best case happens when all the values of $\delta_i$ are equal, i.e., $\delta_i = \phi$, where $\phi$ is a constant. This minimizes the remaining angle to the next stage, $\alpha_{out}$. Under this conditions, $\alpha_{out} = \phi = \alpha_{in}/N$, and the rotation angles are $\alpha_i = (2i-1)\phi/\alpha_{in}/N$.

If $N$ is odd, the rotator includes $(N - 1)/2$ coefficients with their conjugates plus the coefficient for $\alpha = 0^\circ$. Fig. 6(b) shows this case. The values of $\delta_i$ are defined as

$$\delta_i = (\alpha_i - \alpha_{i-1})/2 \quad i = 1, \ldots, (N-1)/2$$

According to this, the input and output angles are

$$\alpha_{out} = \max_i (\delta_i) \quad i = 1, \ldots, (N-1)/2$$

$$\delta_{(N+1)/2} = \alpha_{out}$$

The best case also happens when all the values of $\delta_i$ are equal, leading to $\alpha_{out} = \phi = \alpha_{in}/N$. In this case, the rotation angles are $\alpha_i = 2i\phi/\alpha_{in}/N$.

From this analysis we can draw several conclusions. First, in the best cases when the rotation angles are selected carefully, an $N$-rotator reduces the input range a factor $N$, because $\alpha_{out} = \phi = \alpha_{in}/N$. This fact justifies the efficiency of the CORDIC rotator, where many of the micro-rotations halve the rotation angle using a 2-rotator. Second, in order to design efficient rotators, we have to aim to rotators for which $\alpha_{out} \approx \phi = \alpha_{in}/N$. Finally, in order to connect stages in series, for each stage $\alpha_{in}$ must be larger than $\alpha_{out}$ of the previous stage. This guarantees the convergence of the rotation angle.

V. THE CORDIC II ALGORITHM

Figure 7 shows the architecture of the CORDIC II rotator, and Table II includes detailed information about each rotation stage. The CORDIC II algorithm consists of six rotation stages in pipeline that use the angle sets describes in previous sections.

Stage 1: The first stage calculates trivial rotations by $\pm 180^\circ$ and $\pm 90^\circ$ to set the remaining angle in the range of $\pm 45^\circ$. The hardware architecture for the trivial rotator is shown in Fig. 8.
The scale factor for all the coefficients is $R$. The second stage of the CORDIC II algorithm uses Stage 2: half an adder each, and four 2:1 multiplexers. It uses two negators, which are approximately equivalent to half an adder each, and four 2:1 multiplexers.

Stage 2: The second stage of the CORDIC II algorithm uses friend angles. It consists of the kernel $[25, 24 + j7, 20 + j15]$. The scale factor for all the coefficients is $R = 25$, as $625 = 25^2 = 24^2 + 7^2 = 20^2 + 15^2$. Thus, there is no rotation error and $WL_E = \infty$. The friend angles that correspond to the coefficients are $0^\circ, 16.260^\circ, 36.870^\circ$, with normalized scaling $R_{\text{norm}} = 1.563$, according to

$$R_{\text{norm}} = \frac{R}{2^{\lfloor \log_2 R \rfloor}}. \quad (20)$$

The hardware architecture for the friend angle stage is shown in Fig. 9. It consists of five adders and seven 2:1 multiplexers, and can calculate all the rotations of the kernel depending on the configuration of the multiplexers. In Table II, two additional (+2) multiplexers are needed between stages in order to rotate the entire kernel (positive and negative rotations), as in [11].

Stage 3: The third stage of the CORDIC II algorithm uses the USR CORDIC. It consists of the kernel $[129, 128 + j16]$, already shown in Table I. This stage reduces the remaining angle to $\pm3.563^\circ$. The hardware architecture for the USR CORDIC stage is as shown in Fig. 3(b) for $k = 4$. It consists of two adders and two 2:1 multiplexers.

Stage 4 and 5: The forth and fifth stages of the CORDIC II use conventional CORDIC rotations by $1.790^\circ$ and $0.895^\circ$.

Stage 6: The sixth stage uses nano-rotations. The kernel used is $P_k = 512 + jk$, $k = 0, \ldots, 8$. The rotation angles of the kernel are $\alpha_k = k \cdot 0.112^\circ$. The remaining angle of the CORDIC II is $\pm0.056^\circ$. The hardware circuit for the nano-rotation stage is shown in Fig. 10. Figure 10(a) shows the nano rotator and Fig. 10(b) shows how the multiplication by $k$ is implemented. The decoder in Fig. 10(b) consists of a few logic gates.

Stages 6 bis and 7 bis: An alternative to the sixth stage of the CORDIC II is to add one more CORDIC rotation (stage 6 bis) followed by a nano-rotator (stage 7 bis), as shown in Table II. This increases the $WL_E$ of the nano-rotator and reduces the remaining angle of the CORDIC II bis to $\pm0.028^\circ$. 

![Fig. 7. Architecture of the CORDIC II rotator.](image)

![Fig. 8. Architecture of the trivial rotation (Stage 1).](image)

![Fig. 9. Architecture of the friend angles (Stage 2).](image)
CORDIC II with respect to the conventional CORDIC. The angle in the range \([0, 1]\] the first three bits determine the trivial rotations, stages 2 and 3 use comparators, and the control for the rest of stages is obtained directly by representing the angle proportionally to the minimum rotation angle.

VI. COMPARISON

Figure 11 compares the number of adders as a function of the remaining angle for the CORDIC, memoryless CORDIC [11], enhanced scaling-free CORDIC [7], hybrid CORDIC [4], CORDIC II and CORDIC II bis. For a precision of \(\pm 0.050\)°, the CORDIC II uses 16 adders. This represents a saving of 30.4% with respect to the CORDIC algorithm and 23.8% with respect to the memoryless CORDIC. For a precision of \(\pm 0.028\)° the savings of the CORDIC II bis with respect to the CORDIC are 28%.

Figure 12 shows the latency in terms of rotation stages. The proposed approaches reduce the latency of the CORDIC close to 50%, and are only beaten by the hybrid CORDIC [4] at the cost of larger number of adders, as shown in Fig. 11.

Finally, we have obtained synthesis results for 65 nm ASIC technology. For a word length of 16 bits and aiming for \(T_{\text{clk}} = 4\) ns, the CORDIC II occupies 7816 \(\mu m^2\) at 261 MHz. For the same constraints the CORDIC algorithm occupies 8599 \(\mu m^2\) at 259 MHz. This represents savings of 10% in area of the CORDIC II with respect to the conventional CORDIC.

VII. CONCLUSIONS

The CORDIC II is a new algorithm that substitutes the CORDIC micro-rotation by a new angle set. This involves three new types of rotators: friend angles, USR CORDIC and nano-rotations. By using the proposed micro-rotations, the CORDIC II requires the minimum number of adders among CORDIC algorithms so far.
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