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Abstract—This paper analyzes the limits of FFT performance on FPGAs. For this purpose, a FFT generation tool has been developed. This tool is highly parameterizable and allows for generating FFTs with different FFT sizes and amount of parallelization. Experimental results for FFT sizes from 16 to 65536, and 4 to 64 parallel samples have been obtained. They show that even the largest FFT architectures fit well in today’s FPGAs, achieving throughput rates from several GSamples/s to tens of GSamples/s.

I. INTRODUCTION

In order to meet the high performance demands of current signal processing applications, multi-core systems [1], [2] have become very popular in the last years. They can carry out very fast computations of large amounts of data. This opens new possibilities for advanced algorithms in many fields. However, the current trend of increasing the number of cores also has drawbacks: A large number of processing units leads to higher power consumption and to a higher cost of the system.

In the current era, energy efficiency and sustainable development are critical variables to take into account. Thus, it must be studied when multi-core systems are actually needed and when we can indeed do the calculations in a single device, leading to savings in energy, money and natural resources.

With this perspective in mind, this paper analyzes which is the computational power that can be expected nowadays on a single field programmable gate array (FPGA). For this purpose, the paper studies the case of the fast Fourier transform (FFT), which is one of the most relevant algorithms for signal processing. It is used in countless applications in a wide range of fields, from communication systems, to medical applications and image processing.

In order to do the analysis, we have developed a tool that generates high-throughput FFT implementations on FPGAs. The tool allows for configuring multiple parameters such as FFT size, amount of parallelization, word length, radix, use of BRAM memories, etc. By varying these parameters, the tool generates FFT IP cores with various performance capabilities. These FFT IP cores are of the type feedforward or multi-path delay commutator (MDC) [3]–[6]. This has been shown to be the most efficient approach for high-throughput implementations [3].

The experimental results of this paper serve to identify the limits of the FFT performance on FPGAs. They give an estimation on when it is possible to do the calculations in a single device and when it is needed to think of multi-core systems. The experimental results are compared to those provided by other high-throughput FFT architectures in the literature [7]–[9].

The paper is organized as follows. Section II gives an introduction to the FFT algorithm and architectures. Section III describes the tool that we have used for generating the FFT IP cores. Section IV presents the experimental results and analyzes the limits of the FFT performance on FPGAs. Finally, Section V summarizes the main conclusions of the paper.

II. BACKGROUND ON THE FFT

A. The FFT Algorithm

The N-point DFT of an input sequence \(x[n]\) is defined as:

\[
X[k] = \sum_{n=0}^{N-1} x[n] W_N^{nk}, \quad k = 0, 1, \ldots, N - 1
\]

where \(W_N^{nk} = e^{-j \frac{2\pi}{N} nk}\).

The DFT is mostly calculated by the FFT algorithm. The Cooley-Tukey version of the FFT [10] reduces the number of operations of the DFT from \(O(N^2)\) to \(O(N \log_2 N)\). Although other FFT sizes are possible, most implementations consider FFT sizes, \(N\), that are powers of two.
TABLE I
Configuration Parameters for the FFT Generation Tool

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFT Length ((N))</td>
<td>Any power of two</td>
</tr>
<tr>
<td>Parallel inputs / outputs ((P))</td>
<td>Any power of two</td>
</tr>
<tr>
<td>Radix</td>
<td>Radix-2 or Radix-2(^2)</td>
</tr>
<tr>
<td>Data Word Length ((WL))</td>
<td>Any integer</td>
</tr>
<tr>
<td>Number Representation</td>
<td>Constant or Incremental</td>
</tr>
<tr>
<td>Rotators</td>
<td>Distributed Logic or DSP Blocks</td>
</tr>
<tr>
<td>Coefficient Word Length</td>
<td>Any integer</td>
</tr>
<tr>
<td>Internal Memory</td>
<td>Distributed Logic or BRAM</td>
</tr>
<tr>
<td>External Memory</td>
<td>Not needed</td>
</tr>
<tr>
<td>I/O Data Order</td>
<td>Natural or Bit-reversed</td>
</tr>
</tbody>
</table>

Figure 1 shows the flow graphs of a 16-point FFTs, decomposed using decimation in frequency (DIF) [11]. The FFT is calculated in a series of \(n = \log_\rho N\) stages, where \(\rho\) is the base of the radix, \(r\), of the FFT, i.e., \(r = \rho^s\). The example in Fig. 1 corresponds to radix-2\(^2\) and, therefore, consists of \(n = \log_2 N = \log_2 16 = 4\) stages. At each stage of the graphs, \(s \in \{1, \ldots, n\}\), butterflies and rotations are calculated. The butterflies calculate additions in the upper edge and subtractions in the lower one. The rotations are indicated by the numbers \(\phi\) in between the stages, and correspond to the twiddle factors \(W_N^\phi = e^{-j \frac{2\pi \phi}{N}}\). Rotations corresponding to \(\phi \in [0, N/4, N/2, 3N/4]\) represent complex multiplications by 1, \(-j\), \(-1\), and \(j\), respectively. They are considered trivial rotations, because they can be performed by interchanging the real and imaginary components and/or changing the sign of the data.

B. The FFT Hardware Architectures

FFT hardware architectures are classified into three main groups: Memory-based, pipelined and direct implementation. Memory-based architectures [12], [13] calculate the FFT iteratively on data stored in a memory. Pipelined architectures [3]–[9], [14], [15] calculate the FFT in a continuous flow. Finally, a direct implementation maps each addition/multiplication in the FFT flow graph to an adder/multiplier in hardware.

The highest performance is achieved by parallel pipelined FFT architectures [3]–[9] and direct implementations. Parallel pipelined FFTs are classified into multi-path delay commutator (MDC) [3]–[6] and multi-path delay feedback (MDF) [7], [8]. In both cases, high performance is achieved by increasing the degree of parallelization, \(P\), which corresponds to the number of parallel inputs and outputs of the FFT. The direct implementation of the FFT can be considered as a parallel pipelined FFT where the degree of parallelization reaches the FFT size, i.e., \(P = N\).

III. FFT Generation Tool

A. Overview of the Tool and Parameters

In order to obtain high throughput MDC FFT architectures, we have developed a computer tool to generate them. The tool is based on parameterizable VHDL code. The parameters and their different configurations are shown in Table I. The tool supports any FFT size, \(N\), and parallelization, \(P\), that are powers of two. This allows for arbitrarily long FFTs and selectable throughput based on the parallelization. The tool supports radix-2 and radix-2\(^2\), while other radices are expected for further versions. The tool allows to select any data word length, \(WL\), with the possibility of maintaining this word length in all the stages or increasing the word length at every butterfly calculation in order to avoid rounding and truncation effects.

Rotators can be implemented using distributed logic or DSP Blocks. Likewise, either distributed logic or BRAM can be selected for the data memory. This provides flexibility to the implementation, which is particularly useful when the FFT is a part of a bigger system implemented on the FPGA or when it must be allocated in a small FPGA. The proposed architectures also have the advantage that they do not require any external memory, which could limit the performance.

B. Building Blocks and Programming Hierarchy

Figure 2 shows an example of MDC FFT architecture and highlights its building blocks. This example corresponds to \(N = 16, P = 4\) and \(r = 2^2\). As can be observed, the FFT consists of three main building blocks: butterflies, rotators and shuffling circuits that carry out data permutations. Further examples and description of MDC FFT architectures are found in [3]. They vary in terms of FFT size, radix, parallelization, etc., but they are similar in the sense that they always consist of the same building blocks.

The programming hierarchy for the tool to generate MDC FFT architectures is shown in Fig. 3. This hierarchy is related to the building blocks of the MDC FFT. FFT_Top includes the entire architecture, which consists of various Stages. Thus, FFT_Top generates the different stages, and provides the interface between them. It also translates the FFT parameters in Table I to the specific parameters for each of the stages. For instance, \(P\) will be the same for all the stages, whereas the type of memory at each stage may differ depending on the configuration. Each Stage generates the corresponding
building blocks and creates the connections among them. These building blocks are Permutation_Top, Butterfly_Top and Rotator_Top. As FFT_Top, they are highlighted in darker gray in Fig. 3 to show that they may consist of various instances of the same element. For example, Butterfly_Top generates all the butterflies in a stage, whereas Butterfly is the instance of a single butterfly. This can be noted in Fig. 2, where each stage includes two butterflies in parallel. The same idea applies to the rotations. Note also that the type of FPGA resources used to implement the rotators can be selected among distributed logic or DSP blocks. Finally, Permutation_Top generates the components for the data shuffling circuits. Some FFT stages only require Interconnections, such as the first FFT stage in Fig. 2, while others include Buffers and Multiplexers. For the Buffers, different types of memories can be selected. Furthermore, the tool has the advantage of combining different buffers of the parallel structure in a single memory. This is shown in Fig. 4: Fig 4(a) shows a circuit for parallel permutation and Fig 4(b) shows the integration of P/2 buffers of length L and word length WL into a single buffer or memory of size L and word length WL × P/2. This makes the design more compact, leading to more efficient resource allocation.

IV. EXPERIMENTAL RESULTS

The tool described in Section III has been used to generate multiple FFT architectures. This Section presents and analyzes the experimental results that have been obtained. The FFT parameters used for the experiment are shown in Table II.

![Circuit Diagrams](image)

Fig. 4. Circuits for parallel data shuffling. (a) General structure. (b) Combining multiple buffers to a single memory.

### TABLE II

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFT Length (N)</td>
<td>16, 64, 256, 1024, 4096, 16384, 65536</td>
</tr>
<tr>
<td>Parallel inputs / outputs (P)</td>
<td>4, 8, 16, 32, 64</td>
</tr>
<tr>
<td>Radix</td>
<td>Radix-2²</td>
</tr>
<tr>
<td>Data Word Length (W.L.)</td>
<td>16 (Constant)</td>
</tr>
<tr>
<td>Number Representation</td>
<td>Fixed point, Truncation</td>
</tr>
<tr>
<td>Rotators</td>
<td>DSP Blocks</td>
</tr>
<tr>
<td>Coefficient Word Length</td>
<td>16</td>
</tr>
<tr>
<td>Internal Memory</td>
<td>Decided by the synthesis tool</td>
</tr>
<tr>
<td>I/O Data Order</td>
<td>Bit-reversed</td>
</tr>
</tbody>
</table>

Table III shows experimental results for the different configurations on a Virtex-6 XC6C SX475T-1 FF1156 FPGA. The area and frequency figures in Table III are based on post place and route results where the default parameters for voltage and temperature were used. It is also assumed that no jitter is present on the system clock. The table includes sub-tables for the different FFT sizes, N. For all of them, the first column shows the degree of parallelization, P. Columns two to four show the area usage in terms of Slices, BRAM and DSP48E1. Column five shows the FPGA resource utilization, U. This is calculated by averaging the percentage of use of Slices, BRAMs and DSP blocks in the FPGA, i.e.,

\[
U_{\text{FPGA}}(\%) = \frac{\text{Slices}(\%)+\text{BRAM}(\%)+\text{DSP}(\%)}{3}
\]  

(2)

where the percentage of use is calculated from the total shown in the last row of the table. It can be observed that the DSP
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Fig. 5. Comparison of throughput vs FFT size.

Fig. 6. Throughput vs FPGA utilization on Virtex-6 XC6CSX475T.

Slices sets the limit of resources in the most demanding case of 64-parallel 65536-point FFT. Larger parallelization would not fit in the FPGA due to an excess of DSPs.

Column six shows the maximum clock frequency supported by the architecture, \( f_{\text{CLK}} \). Column seven shows the latency of the FFT, which is equal to:

\[
\text{Lat} = \frac{(N/P)}{f_{\text{CLK}}} + \text{Pipeline time}
\]

Finally, column eight shows the throughput in gigasamples per second (GSamples/s), which is calculated as:

\[
\text{Th} = P \cdot f_{\text{CLK}}
\]

From the results in Table III, it can be observed that the designs achieve very high throughput. Most of them are in the range of GSamples/s or even tens of GSamples/s. Fig. 5 compares the throughput versus \( N \), for different \( P \). The figure shows that the throughput mainly dependent on \( P \), and presents a certain decay with \( N \), specially for the largest FFTs. The figure also includes results from other high-throughput FFTs on Virtex-6 [9], [16] and ASIC technology [7], [8].

Fig. 6 compares the throughput versus the FPGA utilization, \( U(\%) \), for different \( N \). The figure shows a proportionality between the throughput and the resource utilization. It is noticeable that all the designs, even the largest ones, fit well in the FPGA. Thus, not only high-throughput FFTs can be implemented in a single FPGA, but also they provide room for implementing a bigger system. This highlights the feasibility of current FPGA technologies to implement complex and high-performance signal processing systems in a single chip.

Finally, the processing time of the proposed FPGA designs is from 10 to 100 faster than FFT implementations multi-core systems [1], where the fastest 2048-point FFT on 8 cores is calculated in 32 µs. This confirms the advantage of FPGAs when aiming for high performance, low power and low cost.

V. CONCLUSIONS

This paper has analyzed the performance limits of FFT on current FPGAs. Experimental results show that even as large as 65536-point FFTs can be calculated at GSamples/s. Furthermore, even large and high-throughput FFTs can be allocated in a single FPGA, leaving enough room for implementing other algorithms. Finally, compared to multi-core systems, the use of a single FPGA not only reduces the number of chips, but also increases the performance.
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