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Abstract—Filtering additive white Gaussian noise in images using the best linear unbiased estimator (BLUE) is technically sound in a sense that it is an optimal average filter derived from the statistical estimation theory. The BLUE filter mask has the theoretical advantage in that its shape and its size are formulated in terms of the image signals and associated noise components. However, like many other noise filtering problems, prior knowledge about the additive noise needs to be available, which is often obtained using training data. This paper presents the sequential Gaussian simulation in geostatistics for measuring signal and noise variances in images without the need of training data for the BLUE filter implementation. The simulated signal variance and the BLUE average can be further used as parameters of the adaptive Wiener filter for image restoration.

Index Terms—Image restoration, best linear unbiased estimator, optimal average filter, adaptive Wiener filter, sequential Gaussian simulation, kriging.

I. BACKGROUND

Image restoration is the process of recovering the original image from its degraded version, which is subject to the corruption of noise. The reduction of various types of noise in images has been an active area of research in image processing and computer vision. In particular, additive Gaussian noise is the most common noise source, as its behavior and effects are resembled by many random processes that occur in nature. In addition, Gaussian noise models have been frequently used and addressed in various applications, because of its mathematical tractability in both spatial and frequency domains [1].

While there are many methods developed for the removal of additive random noise in images, which are selectively found in [2]-[9], this paper focuses on the estimation of the parameters for the optimal best linear unbiased estimator (BLUE) average and adaptive Wiener filters. In fact, the Wiener filter and its modified versions have been found useful to the processing of advanced biological and medical image signals [10], [11]. Thus, a brief background about the degradation model as well as the popular adaptive Wiener filter are presented first as follows.

A digital image degraded with additive random noise can be modeled as [12]

\[ y_j = f_j + v_j, \quad (1) \]

where \( y_j \) is the degraded digital image, \( f_j \) is the original digital image, and \( v_j \) represents the signal-independent additive random noise.

Furthermore, if \( v_j \) is zero mean and white with variance \( \sigma_v^2 \), and \( f_j \) is assumed to be stationary and within a small local region, then \( f_j \) can be modeled as [13], [14]

\[ f_j = m_f + \sigma_f b_j, \quad (2) \]

where \( m_f \) and \( \sigma_f \) are the local mean and standard deviation of \( f_j \), respectively; and \( b_j \) is the zero-mean white noise variable with unit variance. The above equation models \( f_j \) as a sum of a space-variant local mean \( m_f \) and white noise with space-variant local variance \( \sigma_f^2 \).

The Wiener filter provides the restored image \( f_j^W \) within the local region by [12]

\[ f_j^W = m_f + \frac{\sigma_f^2}{\sigma_f^2 + \sigma_v^2} [y_j - m_f], \quad (3) \]

The adaptive Wiener filter attempts to suppress noise in a digital image using \( m_f \) and \( \sigma_f^2 \) that are updated at each pixel \( j \) as follows [12]:

\[ f_j^W = m_f(j) + \frac{\sigma_f^2(j)}{\sigma_f^2(j) + \sigma_v^2} [y_j - m_f(j)], \quad (4) \]

in which if the noise variance is not known, the adaptive Wiener filter calculates \( \sigma_f^2 \) as the average of all the estimated local variances.

The next section presents the derivation of an optimal average image filter using the BLUE.

II. BLUE-BASED IMAGE FILTER

Based on the noise model outlined earlier, Equation (2) can be rewritten as

\[ f_j = m_f + v_j, \quad j = 1, \ldots, J, \quad (5) \]

where \( v_j = \sigma_f b_j \), and \( J \) are the number of local pixels.

An optimal estimate of \( m_f \), denoted as \( \tilde{m}_f \), can be formulated as a weighted linear combination of the local pixels:

\[ \tilde{m}_f = \sum_{j=1}^{J} w_j f_j, \quad (6) \]
Assuming that the expected values of the $v_j$ are $E(v_j) = 0$, and the $v_j$ are uncorrelated, giving $E(v_j v_k) = 0$, for $j \neq k$, and the variances of the $v_j$ are $E(v_j^2) = \sigma_j^2 > 0$. The estimate $\hat{m}_f$ is unbiased if $E(\hat{m}_f) = m_f$, resulting in $\sum_{j=1}^J w_j E(m_f) = E(m_f)$, which restricts $\sum_{j=1}^J w_j = 1$ \cite{15, 16}. Furthermore, the best linear unbiased estimator (BLUE) means that $E[(\hat{m}_f - m_f)^2]$ is to be minimized, or the $w_j$ must minimize

$$E\left( \sum_{j=1}^J \sum_{k=1}^J w_j w_k v_j v_k \right) = \sum_{j=1}^J w_j^2 \sigma_j^2,$$

subject to

$$\sum_{j=1}^J w_j = 1. \tag{7}$$

By rewriting Equation (8) as

$$1 = \sum_{j=1}^J w_j = \sum_{j=1}^J (w_j \sigma_j) \frac{1}{\sigma_j}. \tag{9}$$

This minimization problem can be solved without calculus by using the Cauchy’s Inequality \cite{15} that gives

$$1 \leq \left( \sum_{j=1}^J w_j^2 \sigma_j^2 \right)^{1/2} \left( \sum_{j=1}^J \frac{1}{\sigma_j} \right)^{1/2}, \tag{10}$$

with equality if and only if

$$w_j \sigma_j = \beta \frac{1}{\sigma_j}, \tag{11}$$

where $\beta$ is a constant. Thus,

$$w_j = \beta \frac{1}{\sigma_j}. \tag{12}$$

Summing on both sides of Equation (12) and using Equation (8) gives

$$\beta = \left( \sum_{j=1}^J \frac{1}{\sigma_j} \right)^{-1}. \tag{13}$$

The BLUE for $f_i$ can now be obtained as

$$\hat{m}_f = \beta \sum_{j=1}^J \frac{f_j}{\sigma_j^2}. \tag{14}$$

If all the $\sigma_j^2$ are the same, the BLUE for $m_f$ becomes the arithmetic mean of all $f_j$. Equation (14) yields the same filter mask $\hat{\beta}$ using the Bayesian BLUE as described in \cite{17}.

The next section presents the notion of sequential Gaussian simulation in geostatistics, which can be applied to estimate $\sigma_j^2$ required for the calculation of $\hat{m}_f$ expressed in Equation (14). In turn, the noise variance $\sigma_n^2$ specified in Equation (4) can be computed as the average of all the simulated local variances $\sigma_j^2$. Thus, two pixel-wise updated parameters $m_f(j)$ and $\sigma_f^2(j)$, and the constant noise variance $\sigma_n^2$ can be estimated for the performance of the adaptive Wiener filter.

### III. Estimating Filter Parameters with Sequential Gaussian Simulation

Sequential Gaussian simulation (SGS) is a stochastic method for generating partial realizations using multivariate normal random functions, and kriging estimator in geostatistics \cite{18}. The basic notion of SGS is established on the following theorem that proves the equivalence between drawing from a multivariate distribution and from a sequence of univariate distributions conditional to univariate realizations. Let $Z(x)$ be a subset of $N$ variables of a random function, and $z(x)$ is a sampling of size $n$. The conditional cumulative frequency distribution function $F(x_1, x_2, \ldots, x_N; t_1, t_2, \ldots, t_N|n)$ is given by

$$F(x_1, x_2, \ldots, x_N; t_1, t_2, \ldots, t_N|n) = F(x_1; t_1|n) F(x_2; t_2|n+1) \ldots F(x_n; t_n|n+N-1), \tag{15}$$

whose proof can be constructed using Bayes’ theorem, and provided in \cite{18}.

Another important theorem for SGS states that if a kriging error for the kriged estimate $Z^K(x_i)$ of the sample at location $i$ is normally distributed with zero mean and variance: $N(0, \sigma^2(x_i))$, then the probability distribution for the true value is $N(\hat{z}(x_i), \sigma^2(x_i))$ (also see \cite{18} for its proof).

The procedure of SGS starts with the concept of kriging \cite{18, 16, 19}. The kriging estimate of $f_i$, denoted as $f^K_i$, is computed as

$$f^K_i = \sum_{j=1}^n a_j f_j, \tag{16}$$

where $f_j$ is the known intensity value of the pixel at location $j$, $n$ is the number of neighbors of the pixel whose value is to be estimated, and $a_j$ are the kriging weights to be determined by solving the following ordinary kriging system \cite{16}:

$$\sum_{j=1}^n a_j \gamma(kj) - \lambda = \gamma(0) \quad \forall k = 1, \ldots, n \tag{17}$$

where $k_j = |k - j| = h$, and

$$\sum_{j=1}^n a_j = 1. \tag{18}$$

The variance of the kriging estimation error is given by \cite{16}

$$\sigma^K_2(f_i) = \sum_{j=1}^n a_j \gamma(ji) + \lambda. \tag{19}$$

The semi-variogram, $\gamma(h)$, of an image is defined as the half of the average squared difference between the paired pixel intensities $(k|i)$ of which distance is separated by a lag or Euclidean distance $h$ \cite{16}:

$$\gamma(h) = \frac{1}{2N(h)} \sum_{(ki), |k-i|=h} (f_k - f_i)^2, \tag{20}$$
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where $N(h)$ is the number of pairs of $f_k$ and $f_i$ that are separated by lag $h$.

The function defined in Equation (20) is called the experimental semi-variogram. The experimental semi-variogram is considered isotropic when it depends only on the lag $h$, and anisotropic when it varies in different directions. Thus, the experimental semi-variogram must be prepared for different directions given the configuration of the data. In this study, $h$ is taken in both horizontal and vertical directions of the image.

The theoretical semi-variogram is a function represented by a model equation. A widely used theoretical semi-variogram is the spherical or the Matheron model, which is used in this study and defined as [16]

$$
\gamma(h) = \begin{cases} 
\frac{s}{s} & \frac{1.5h}{g} - 0.5\left(\frac{h}{g}\right)^3 \\
\frac{h}{g} & \frac{h}{g} \leq \frac{h}{g} > \frac{g}{g}
\end{cases}
$$

(21)

where $g$ and $s$ are called the range and the sill of the theoretical semi-variogram, respectively; which can be estimated using the experimental semi-variogram.

Figure 1 shows the spherical semi-variogram model defined in (21). When $h = 0$, two samples are taken at the same position, and the difference between the two must be zero. When $h > 0$, the two samples move a distance apart and some positive difference between the two values can be expected. As the samples move further apart, the differences should increase accordingly. Ideally when the distance becomes very large and reaches $g$, the sample values become independent of one another. The semi-variance $\gamma(h)$ will then become constant at $s$ as the result of the calculation of the difference between the pairs of independent samples.
TABLE II
PSNR (dB) of restoration results of the PET-CT image of a lung tumor degraded with different noise levels of $N(\mu, \sigma^2)$.

<table>
<thead>
<tr>
<th>Noise level</th>
<th>AF</th>
<th>AWF</th>
<th>SOAP</th>
<th>SAWF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N(0, 0.001)$</td>
<td>32.91</td>
<td>35.61</td>
<td>34.41</td>
<td>38.69</td>
</tr>
<tr>
<td>$N(0, 0.005)$</td>
<td>38.91</td>
<td>39.91</td>
<td>39.41</td>
<td>38.69</td>
</tr>
<tr>
<td>$N(0, 0.01)$</td>
<td>43.91</td>
<td>44.91</td>
<td>43.41</td>
<td>48.69</td>
</tr>
</tbody>
</table>

TABLE III
PSNR (dB) of restoration results of the image of rice grains degraded with different noise levels of $N(\mu, \sigma^2)$.

<table>
<thead>
<tr>
<th>Noise level</th>
<th>AF</th>
<th>AWF</th>
<th>SOAP</th>
<th>SAWF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N(0, 0.001)$</td>
<td>32.21</td>
<td>31.21</td>
<td>30.26</td>
<td>31.93</td>
</tr>
<tr>
<td>$N(0, 0.005)$</td>
<td>29.04</td>
<td>29.33</td>
<td>29.19</td>
<td>30.82</td>
</tr>
<tr>
<td>$N(0, 0.01)$</td>
<td>28.03</td>
<td>27.84</td>
<td>28.41</td>
<td>29.75</td>
</tr>
</tbody>
</table>

Based on the two theorems and the method of kriging presented above, the algorithm for SGS is described as follows [18], [19].

Algorithm for SGS with Image Data

1) Transform image data to standard normal distribution if the sampling is not univariate normal.
2) Use the experimental semi-variogram to construct a suitable theoretical semi-variogram for the transformed data.
3) Select randomly a pixel at location $i$, which is without a value and due for the generation of a simulated value, and perform kriging to obtain the estimate of $f_i$ (Equation (16)) by means of the image intensities of its neighboring pixels, and then the corresponding kriging variance (Equation (19)) by means of the theoretical semi-variogram.
4) Draw a random residual $r_i$ that follows a normal distribution $N\left(f_i^K, \sigma_i^2\right)$.
5) The simulated value is the sum of the kriged estimate and residual: $\hat{f}_i = f_i^K + r_i$.
6) Add $\hat{f}_i$ to the set of the image data.
7) If $\hat{f}_i$ is not the last pixel without a value, go to Step 2.
8) If Step 1 was performed, back transform the values in the multivariate realization to the original space.

By performing a number of simulations on an image, $\sigma_j^2$ expressed in Equation (14) can be statistically obtained, which leads to the estimation of adaptive Wiener filter parameters $m_f(j)$, $\sigma_f^2(j)$, and $\sigma_j^2$, required for computing Equation (4).

IV. EXPERIMENT

The proposed approach for estimating the parameters of the optimal average and adaptive Wiener filter was tested using the Lena image of $128 \times 128$ pixels, a PET-CT image of a lung tumor of $51 \times 43$ pixels, and an image of rice grains of $128 \times 128$ pixels. The three original images were degraded with different levels of white Gaussian noise distribution of zero mean ($\mu = 0$) and variance $\sigma^2$. Each of the degraded images was used to perform 10 sequential Gaussian simulations of 70% of the image data, using the public-domain BMELIB software [20], which also automatically estimated the sill and range for the theoretical variogram using the information provided by the experimental one. The image signal and noise variances were computed using the simulated images. The image signal variances were used for the processing of the optimal average filter. The image signal and noise variances obtained from the simulated images together with the local intensity mean values obtained from the optimal average filter were then used for the processing of the adaptive Wiener filter.

The peak signal-to-noise ratio (PSNR) expressed in dB was used to compare the performance of the average filter (AF), adaptive Wiener filter (AWF), simulation-based optimal average filter (SOAP), and simulation-based adaptive Wiener filter (SAWF). A higher PSNR generally indicates that the image restoration is of higher quality. The PSNR is defined as [21]:

$$\text{PSNR} = 10 \log_{10} \left( \frac{f_{\text{max}}^2}{\text{MSE}} \right),$$

where $f_{\text{max}}$ is taken as the maximum value of the image data type, which is 255 for the intensity range $[0, 255]$ used in this paper, and MSE is the mean square error between the original image $f$ and processed image $\hat{f}$ of $M \times N$ size:

$$\text{MSE} = \frac{1}{MN} \sum_{j=1}^{MN} (f_j - \hat{f}_j)^2.$$

Using a filter mask of $3 \times 3$, the PSNR of the three images obtained for the AF, AWF, SOAP, and SAWF are given in Tables I-III. Figures 2-4 show the original Lena, tumor, and rice images, in which the original images were degraded with white Gaussian noise of $\mu = 0$ and $\sigma^2 = 0.05$, and images restored by the AF, AWF, SOAP, and SAWF, respectively. In particular, although with some visible noise highlights, the bottom-right image of Figure 3, which was processed by SAWF, was restored with the desirable high-detail image region of the tumor, showing glucose (sugar) solution that contains a very small amount of radioactive material absorbed by the tissues.

The SAWF achieves the highest PSNR in all noise levels of all three images, in which the PSNR improvements for the tumor image are the highest. The PSNR values of the SOAP are higher than those of the AF in all noise levels of all three images, and the AWF in the cases of the images being degraded with higher noise levels ($N(0, 0.05)$ and $N(0, 0.1)$). The experimental results consistently show the noise-reduction improvements of the simulation-based optimal average filter over the average filter, and the simulation-based adaptive Wiener filter over the adaptive Wiener filter.

V. CONCLUSION

The sequential Gaussian simulation has been utilized for estimating the parameters of the optimal average and adaptive Wiener filters without the requirement of training data. The proposed approach can be extended using multivariate kriging [22] to perform the restoration of noisy color images.
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