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Abstract

User evaluations have gained increasing importance in visualization research over the past years, as in many cases these evaluations are the only way to support the claims made by visualization researchers. Unfortunately, recent literature reviews show that in comparison to algorithmic performance evaluations, the number of user evaluations is still very low. Reasons for this are the required amount of time to conduct such studies together with the difficulties involved in participant recruitment and result reporting. While it could be shown that the quality of evaluation results and the simplified participant recruitment of crowdsourcing platforms makes this technology a viable alternative to lab experiments when evaluating visualizations, the time for conducting and reporting such evaluations is still very high. In this paper, we propose a software system, which integrates the conduction, the analysis and the reporting of crowdsourced user evaluations directly into the scientific visualization development process. With the proposed system, researchers can conduct and analyze quantitative evaluations on a large scale through an evaluation-centric user interface with only a few mouse clicks. Thus, it becomes possible to perform iterative evaluations during algorithm design, which potentially leads to better results, as compared to the time consuming user evaluations traditionally conducted at the end of the design process. Furthermore, the system is built around a centralized database, which supports an easy reuse of old evaluation designs and the reproduction of old evaluations with new or additional stimuli, which are both driving challenges in scientific visualization research. We will describe the system’s design and the considerations made during the design process, and demonstrate the system by conducting three user evaluations, all of which have been published before in the visualization literature.

1 Introduction

Research on computer-supported data visualization now dates back roughly thirty years, in which the community is working on efficient and effective visualization algorithms for different application areas. While this research led to many high impact results in form of visualization algorithms used in today’s data analysis software, the prediction of the efficiency and the effectiveness of visualization algorithms from a user’s perspective is still not possible [7]. This missing predictability is acknowledged by the community, and led to the demand of including user evaluations in submitted visualization research papers, in order to demonstrate the benefits of the developed algorithms [40]. As a consequence, recent literature reviews show a clear trend towards evaluations that investigate the performance and the experience of the user [29]. However, very few of these reported evaluations are of quantitative nature, despite the fact that in general science depends on quantitative studies [5]. Isenberg and colleagues have investigated the use of evaluations in scientific visualization, and found that evaluations in this area are time- and resource-intensive to design, conduct, and analyze [23]. They state, that these are the main reasons for the shortage of evaluations in scientific visualization. Additionally, many of the few quantitative user evaluations reported in the scientific visualization community involve problems. First, as many visualization researchers have a technical education, often the skill set for correctly performing, analyzing and reporting the results of quantitative evaluations leaves space for improvement [12]. Second, often the data acquired during an evaluation is not available, or only available in proprietary formats, which makes the transfer and the reproducibility of the results difficult [23]. As reproducibility is a basic foundation for science [11, 39], it is important to improve this aspect for research within the scientific visualization community. Third, as conducting a controlled user evaluation can be a tedious task, the development and evaluation of visualization algorithms often follows a linear pattern, whereby a summative user study is conducted at the end. This does usually hamper to integrate the evaluation results into the development process, and thus may hinder the improvement of the developed algorithms based on the latest findings.

Crowdsourcing is a technique to gather information from a large group of people online, whereby participants are usually paid a small amount of money for each completed task. It is often used to perform tasks that are simple for humans but hard for computers such as object recognition and image assessment. Kittur et al. investigated the possibility to use crowdsourcing to perform user evaluations [25]. They could show that, with correct questionnaire design, user evaluations performed online, using Amazon’s
Mechanical Turk to recruit participants, have comparable results to evaluations done by experts. Similarly, Heer and Bostock investigated how crowdsourcing can be used to evaluate graphical perception by replicating previously conducted lab experiments [21]. Their results indicate that the time needed to conduct a user study using crowdsourcing is greatly reduced compared to lab experiments. They further report that the costs required for crowd sourcing evaluations is lower by a factor of 6-9 as compared to lab experiments. Since the number of participants is not constrained by the available lab equipment, crowd sourcing studies also allow for a much higher number of participants. However, regarding the statistical confidence Heer and Bostock [21] find, that it is comparable to the one achieved in lab experiments, and Kittur et al. [25] report that the positive correlation is statistically significant. An additional benefit is that participants of crowdsourced user studies can participate at any given time, and is not limited to the opening hours of the lab. While there has not yet been any work published where crowdsourcing has been utilized for evaluating scientific visualization research, crowdsourcing has been successfully utilized for user studies in information visualization [9, 10, 16, 17, 19, 24, 38, 47].

In this paper, we address the downsides observed in the context of quantitative user evaluations in scientific visualization research. Therefore, we propose a system for evaluating scientific visualization algorithms, which minimizes the overhead for conducting such evaluations, while at the same time assists the user in setting up such studies and in analyzing and reporting their results. Due to the inherent benefits of crowdsourcing services, we adopt this approach to simplify the conduction of quantitative user evaluations in scientific visualization. By allowing spawning of evaluations directly from the algorithm development framework, we hope to increase the amount of formative evaluations performed by researchers during their development process and use the results to improve their algorithms, instead of only performing a summative evaluation at the end of the whole process. Thus, the presented system has been designed to lower the barrier for conducting crowdsourced user evaluations by supporting questionnaire design, trial generation, the submission and analysis of studies. To further support reproducibility, all relevant study data is stored in a centralized database, which supports to make all study data publicly available and thus enables other researchers to analyze the existing results, rerun already conducted studies, or reuse the results within the context of a different study. We believe that once the presented system is available to the community, it fills in an important gap in visualization research, as it lowers the barrier for performing quantitative user evaluations in a reproducible manner.

2 Related Work

In this section, we discuss prior work related to the proposed system, whereby we outline quantitative evaluation, crowdsourcing and evaluation systems, all with a special focus in scientific visualization.

Quantitative evaluation. Naturally, the lack of prediction in visualization design, leads to an increased value of user evaluations, which is amongst others indicated by the spawn of focused workshops as well as tutorials [6], and the emphasis of evaluation as a key research challenge [30]. Consequently, many authors address this problem by formalizing the evaluation process in visualization [5, 14, 37, 40, 43], whereby several evaluation scenarios exist that involve the user [29]. However, in this paper we focus on User Performance (UP) and User Experience (UE) evaluations conducted in the form of quantitative studies. In visualization research, these types of studies can be used to address perceptual and comprehensibility questions [20], whereby low-level tasks such as compare, contrast, associate, distinguish, rank, cluster, correlate or categorize can be considered [40]. Unfortunately, the number of quantitative user evaluations is still rather low [23], despite the fact that these evaluations can be used to address a broad variety of research questions, reaching from aesthetics [41], over spatial comprehension [18], and visual averaging [17] to memorability [3].

Crowdsourcing. As the results of conventional user studies are affected by the relatively small number of users often having a homogeneous background [5], crowdsourcing has been used in recent years to incorporate perceptual and cognitive aspects in visualization research. Kittur et al. were the first, who have investigated the application of crowdsourcing platforms for user evaluation [25]. A systematic review of crowdsourcing research shows that evaluations are among the top three research foci using crowdsourcing [42]. Heer and Bostock have analyzed the benefits of crowdsourcing when conducting perceptual experiments in the field of visualization [21]. Based on their replication of prior laboratory experiments by using Mechanical Turk, they conclude that crowdsourcing can be used as an alternative, as it gains new insight into visualization design, enables up to an order of magnitude of cost reduction, a faster completion time, and access to a wider population. Due to these benefits several crowdsourcing studies have been conducted to evaluate visualization design in recent years [3, 17, 21]. While most of these use payment to motivate the participants, gameplay has also been investigated as a motivational factor in visualization research [1]. Ahmed and colleagues evaluate the performance of color blending functions by drawing colored circles in three different layers within a purpose-driven game. To obtain insightful feedback, the apply a parameter-sweep analysis, and the game is designed such that the participants are motivated to select the topmost circle, from which they can infer information regarding the blending. As all these studies aim at bringing visualization research forward, Heer and Bostock state that to further excel, future research is needed to develop better tools for crowdsourcing research, which for instance support dynamic task generation and easier access control [21]. A comprehensive survey of existing crowdsourcing systems has been published by Yuen et al. [48]. While software libraries have been proposed to enable easier crowdsourcing for general application cases [32], our proposed system is the first which fills in this gap for conducting user evaluations in scientific visualization research.

Evaluation systems. Due to the prominent role of evaluation, the importance of software that has been developed with the purpose to support this task is widely acknowledged. EvalBench has been proposed as a flexible software library that aims at conducting user studies in an easier way [2]. EvalBench is written in Java and can be used to evaluate visualization applications in laboratory experiments. To support the evaluation of human-computer-interaction research, TouchStone has been proposed as a design platform for exploring alternative designs of controlled laboratory experiments [33]. For the evaluation of information visualizations, Okoe and Jianu have recently proposed an evaluation system exploiting crowdsourcing to evaluate graph visualizations [38]. The system interfaces with crowdsourcing platforms and automates some aspects of the evaluation process. Also in areas outside computer science, the importance for software packages supporting the conduction of evaluations is acknowledged. In cognitive science, the PsychToolbox is a widely adopted platform for conducting psycho-physics experiments [26]. It supports the generation of visual and auditory stimuli, to be used in perceptual laboratory experiments. To conduct experiments in the social sciences, OpenSesame provides an experiment builder that requires a minimum of effort [35]. While all these software packages successfully simplify some or all of the steps involved in conducting an evaluation, to our knowledge no software exists, which enables the conduction of scientific visualization experiments using crowdsourcing.

3 System Overview

The current state-of-the-art of user evaluation in the scientific visualization community has motivated us to develop the proposed system, whereby two key observations were of particular importance. First, the relative low number of quantitative user studies conducted in the scientific visualization community, as reported by Isenberg et al. [23]. Second, the requirement of easy to use and flexible crowdsourcing tools that has been pointed out by Heer and Bostock, as they believe that such tools play an important role beyond simplifying study administration [21]. As Isenberg et al. assume that
the low number of quantitative user evaluations results from the involved time and resource efforts as well as the challenges during participant recruitment, we believe that the development of crowdsourcing platforms for evaluating scientific visualization algorithms is the key to this problem. Furthermore, such a system can assist researchers in proper reporting, and making the acquired study data available to the public, both are main ingredients for reproducible evaluations.

With these observations in mind, the proposed system has been developed with respect to the requirements of quantitative evaluations of UP and UE, whereby low-level perceptual and aesthetic investigations were under special focus. Forsell states that six steps are needed to conduct an evaluation: preparation of the study design, defining tasks and providing data, participant recruitment, study conduction and data collection, result analysis, and reporting [14]. While these steps are designed for conducting evaluations in a controlled environment, with some modifications they can also be applied to evaluations conducted using crowdsourcing platforms. Here, the participant recruitment is done through the crowdsourcing platform and the data collection step is automatically taken care of during the conduction step. Based on these steps, we have identified three main phases of a crowdsourced evaluation for scientific visualization as it is illustrated in Figure 1. In the first phase, the study is prepared by first creating the questionnaire designs to be used, before generating the visual stimuli, which are then combined with the questionnaire designs to generate trials. The second phase involves the conduction of the study on a crowdsourcing platform and the collection of the response data. The third phase is focused on analyzing the study data and reporting the results.

To enable the workflow depicted in Figure 1, we facilitate modern web technologies directly interfaced from within a versatile open source scientific visualization research framework, Inviwo [46]. Thus, the web-based parts of the system are realized in PHP, whereby a MySQL database is exploited for data storage. The choice for implementing the presented system as a web platform comes naturally, since crowdsourcing platforms recruit the participants over the web and require the participants to use their browser to complete tasks. The system comprises out of a front-end targeted towards study participants, and a back-end targeted towards the researchers planning and conducting a study. The front-end supports the actual study conduction, and collects the response data in the background. The back-end is the administrative entry point where visualization researchers perform study administration, design, and launch studies, before they perform result analysis and reporting. To enable an easy study initiation, we support interfacing with existing software frameworks through a RESTful API. Thus, we can generate stimuli, studies, and trials by transferring data over the HTTP protocol.

While in principle the concepts described in this paper can be integrated in any system used for developing new visualization algorithms, we have decided to realize them in close integration within Inviwo, a data-flow development environment for scientific visualization [46]. We see two main advantages arising from this decision. First, data-flow based development environments have a long tradition in visualization research as they enable a direct mapping of the visualization pipeline [36]. Second, as each data-flow network expresses its state through the set of parameters with their respective values, they are suitable for controlled user experiments, as one or several parameters can be varied in a controlled manner to generate a set of visualizations to be evaluated.

4 Study Preparation
The first phase of our system’s workflow consists of the questionnaire design and the creation of visual stimuli. These two task can be performed independently, and in case a similar study has been conducted earlier, components of that study can be reused. In the following subsections, we detail how a user of the proposed system can design questionnaires and create visual stimuli. For both tasks we will elaborate on the design considerations that have been taken into account when realizing the described functionality.

4.1 Questionnaire Design
Questionnaires are an easy to use and widely adopted mechanism to acquire user feedback, as they support objectivity, comparison and verification, as well as a quantification of the responses [15]. Shneiderman and Plaisant argue, that one way of assessing the efficacy of visualization tools is through documenting usage encoded as observations, interviews, surveys and logging [44]. Accordingly, questionnaires assessing this data are also used in the visualization community when users are involved in evaluations. In our workflow, selecting or designing a questionnaire is the initial step, as it defines the task to be conducted by the user. With respect to the user evaluation steps described by Forsell [14], this step combines the preparation of a study design together with the task definition.

In our system the questionnaire design is split into two steps. In the first step the user defines how many visual stimuli to be included, and which visual attachments to realize. Visual attachments, in the form of markers overlaid over the visual stimuli, allow for communication of points of interest or of widgets requiring location-based user input, a few examples of such attachments can be seen in Figure 2. In the second step, the user designs the layout of the questionnaire. For flexibility reasons, we have realized the designing of questionnaire layouts through an online questionnaire editor, which allows the user to flexibly build the questionnaire layout in PHP, HTML, CSS and JavaScript. Thus, the questionnaire editor enables researchers to realize their own questionnaire layouts which might be the result of a long research process [13]. Once the questionnaire design is complete it is stored in the database and can be used in a study. Thus, we allow for each design to be reused with or without modifications. We use PHP to fill the questionnaire with the trial content, that is, the stimuli and the visual attachments. JavaScript allows for advanced interaction, such as visual attachments realizing gauge figures, and extra data collection realized through logging of user interactions, such as for example mouse movements.
We believe that storing the questionnaire designs and allowing them to be reused and improved can serve as an important tool, when it comes to the standardization of questionnaires as it is called for by Forsell and Cooper [15]. As they expect the standardization process to involve a large number of studies and participants, the proposed questionnaire editor can help to realize this process, as varieties of questionnaires can be easily generated and tested with a large number of participants.

4.2 Visual Stimuli Generation

Visual stimuli are the backbone when evaluating visualizations, and therefore it is mandatory that the visual stimulus generation is powerful and flexible. To aid the result analysis, our system exploits textual label pairs, consisting of a group and a value, which are associated with the visual stimuli. These labels can for instance be used to describe the underlying visualization algorithm used to generate a stimulus, or alternatively encode the set of used parameters. In addition to these labels, researchers can attach annotation layers to the stimuli. These layers provide additional information for the stimuli, such as the surface normals or the depth values for all pixels in a visualization. As an example stimulus, a corresponding depth annotation layer can be seen in Figure 3 together with a label for the parameter the varies between the stimuli. The beauty of the concept of annotation layers in a visualization development system is, that specialized components can be easily developed which provide annotations based on the used visualization. By assigning these annotation layers to a visual stimulus, their content can be used to encode correctness. As we will discuss in Section 6, this encoding supports the automated analysis of the evaluation results during UP evaluations. We have identified three different approaches to generate visual stimuli together with associated keywords and annotation layers. We have implemented these three mechanisms in the data-flow based visualization framework underlying our system, whereby for each stimulus we also store the data-flow network used to generate the stimulus. Thus, we support researchers to trace back a stimulus to the underlying algorithms and parameters at any step in the study workflow. In the following paragraphs we describe the three stimulus creation mechanisms.

Manual stimulus creation. As the simplest form, the system supports to manually capture a single stimulus based on the current data-flow network using a widget (Figure 4). The widget allows the researcher to select which of the canvases to create as stimulus, and if any annotation layers are to be captured from other canvases. Furthermore, the widget supports researchers to label the stimuli with keywords.

Automatic stimulus creation. In contrast to the manual stimulus creation, an automated approach is often beneficial to supply stimulus content. When dealing with quantitative evaluations, controlled parameter changes are often performed to simplify the analysis process [5]. These changes systematically analyze and conquer the parameter space to support the user when comparing visualizations. To our knowledge, the first application of parameter-sweep analysis in crowd sourcing visualizations has been presented by Ahmed et al., who successfully applied a stochastic approach to sample the parameter space [1]. Instead our system supports a linear parameter sweeping of the parameter space of several algorithm parameters of interest. We use this sampling for an automated visual stimulus creation based on these sweeps. Therefore, the user has to select one or more parameters of which the influence shall be investigated from within the connected visualization development environment. In Figure 3 we can see an example of a parameter sweep where a protein is rendered with depth of field and the focal distance is the swept parameter to generate a set of visual stimuli. This stimuli have been used in a study to evaluate optimal focal distances.

To realize the sweeping, we distinguish discrete and continuous parameters. For a discrete parameter $p_d$, the user can directly select a subset of $p_d$’s allowed values to retrieve the $n_{p_d}$ samples to be evaluated. To investigate the influence of a continuous parameter $p_c$, interpolation is required. Therefore, the user needs to specify $p_c$’s value domain, given as $v_{\text{min}}$ and $v_{\text{max}}$ as well as the number of samples $n_{p_c}$ to be evaluated. Based on these values we linearly generate $p_c$’s parameter samples $v_i = v_{\text{min}} + (i \cdot \frac{v_{\text{max}} - v_{\text{min}}}{n_{p_c} - 1})$. Note, that this proceeding requires to implement a parameter interpolation function for all non-numerical parameters. Currently, we have such an implementation for most continuous parameters, whereby we have focused on linear interpolation only. In case the interdependency of multiple parameters shall be investigated, the user can select multiple discrete or continuous parameters and specify their value range as well as the number of samples. Thus, when having selected $m$ parameters with $n_i$ samples each, $n = \prod n_i$ possible parameter combinations exist. This vast growth of parameter combinations renders the usage of crowdsourcing technology an important ingredient, as a sufficient number of participants can be involved, which minimizes the risk of committing a type II error in the statistical analysis [8].

To give the user a hint on the number of possible parameter combinations, we prominently display it to the user. After all parameters have been swept, the actual parameter values are linked to the visual stimuli through automatic label generation. We see this parameter sweeping as one of the key features of our system, as many visualization algorithms require user set parameters [22], and the sweeping enables and effective evaluation of their influence.

Scripted stimuli creation. While the manual and automatic stimuli creation described above are quite flexible, they are still limited to the functionality exposed through the graphical user interface. To support less restricted stimuli creation we have realized a Python interface, in which the researcher can use the full potential of the Python programming language when generating visual stimuli. This can be very useful when it is desired to reproduce stimuli and import stimuli from evaluations conducted outside the proposed system, for example when data about the stimuli is encoded in the name of the file representing a stimulus. The Python interfaces allows for analyzing these file names and creating both system readable stimuli as well as the appropriate labels. The proceeding of parsing file name has been exploited for instance to replicate the multiclass scatter plot study discussed in Section 7.3.

4.3 Trial Generation

The next phase, after the questionnaire has been designed and the stimuli have been created, is the trial generation phase, where the trials are generated which the participants will be asked to complete. Each trial has a related questionnaire design and a set of visual stimuli attached to it. While the number and type of stimuli is defined during the questionnaire design, our system supports various trial generation schemes based on standard experimental designs. To identify, which schemes an evaluation system should support, we have reviewed quantitative user evaluations earlier reported in the visualization literature. Based on this analysis we have decided to confine ourselves to evaluations which include static images only, as they have been described in Kosara’s overview [27], and as they are facilitated in many recent publications about evaluations, for example, [31, 45, 18, 17, 3]. While not all publications describe the used questionnaires in all necessary detail, in most cases we were able to reconstruct the underlying scheme based on the result analysis. Thus, we were able to observe reoccurring schemes and patterns used in quantitative evaluations. Based on these observations, we have identified the four most important schemes reoccurring in evaluations in the area of scientific visualization.

Between-subjects design, as for instance used by Gleicher et al. [17], confronts each user with only one level of the evaluated factor. In other words, $N$ lists of trials, where $N$ is the number of levels of the factor to be evaluated, have to be generated. Another important trial scheme is the within-subjects design, as used in several other studies [18]. In this scheme, all participants perform all available trials and therefore also be subject to all levels of the factor. For this type of studies, only one list of trials is needed and the trials are placed in a random order to reduce learning effects. If the user evaluation contains a large amount of trials, having all participants complete all trials might not be practical. For those cases blockwise within-subjects design needs to be supported, which is also widely used, for instance by Gleicher et al. [17].
user will be subject to two different levels divided into two blocks. The first block contains the set of trials for factor level A and the second block all trials for factor level B. To be able to test each factor against all other factors, it is necessary to generate \( \sum_{i=1}^{N} i = 0.5(N^2 - N) \) lists of trials. The fourth scheme frequently used in scientific visualization evaluations, is the counterbalanced measures design [34]. To support this scheme, \( N \) lists of trials need to be generated, where \( N \) is the number of levels of the factor of interest. Additionally, one second factor is needed for stimuli grouping. Thus, the \( i \)th trial in each list of trials will have the same level of the additional factor and vary only with respect to the investigated factor. For example, in the replicated vector field visualization study described in Section 7.1, the investigated factor is technique while the additional factor is dataset. The ordering of the factors to use for each trial is usually defined by using a balanced Latin square. A Latin square is a \( N \times N \) matrix in which each row and column contains non-repeated values on the interval \([1, N]\). In a balanced Latin square, these numbers appear in an order such that each number is followed by all other numbers just once. Since the number of rows and columns in a Latin square is always equal, a set of Latin squares will be concatenated when we have more trials than the number of levels of the investigated factor. In our system, we perform this concatenation of two Latin squares by generating the second one with a row offset of one, that is, all numbers increase by one.

The selection of stimuli, questionnaire design and trial generation scheme to generate a study is done on the web platform aided by a wizard. Each step of the wizard aids the researcher in selecting data for that step and support visual preview of the outcome when possible. After the lists of trials have been generated we need to set parameters for the visual attachments. Our system provides editing of the attachments using an interface, which displays the stimuli alongside its annotation layers. When visual attachments with a position, the system will display the pixel color as well as the annotation layer information underlying that position. This information is useful in many cases, for instance, when defining markers for a depth comparison trial, the values from a depth annotation layer provides the depth at the markers to support trials of moderate difficulty. Furthermore, for each pixel color our system also calculates the complimentary color, which can be useful when deciding on a contrasting color for each marker. Lastly, the web-based interface supports population of the current visual attachment to all other trials fulfilling certain requirements. For example if the list of trials is generated using the counterbalanced measures design as described above, we can copy the attachment data to each trial using the same data set.

Validation trials. In a conventional lab-based user evaluation, participant recruitment plays a crucial role, as it ensures that the participants are motivated and have the required skills. In crowdsourcing the recruitment process is shifted towards the crowdsourcing platform, which gives researchers only relatively little control over participant selection. While random clickers were a serious problem during the advent of crowdsourcing, nowadays sophisticated techniques exist for detecting and eliminating these. As recommended by Heer and Bostock, we exploit verifiable questions in validation trials to increase the likelihood of high quality results [21]. Therefore, the user can mark certain trials as validation trials in the trial list. These trials should contain stimuli and marker data, which make a correct answer possible for everybody paying a minimum of attention. During the analysis, this validation trials are then used to filter the results.

5 Study Conduction

While in principle any crowdsourcing platform can be steered from within our system, in the current implementation we have chosen to use the CrowdFlower platform\(^1\), a meta-platform which enables distribution of trials to various other crowdsourcing platforms. Our system communicates with and CrowdFlower using their RESTful API, where data is sent using URL-encoded key-value pairs and through the JSON format. When submitting studies, the user can tune how many participants should be involved, how much to pay for each trial list and the maximum number of trial lists each participant is allowed to work on. Based on these parameters, we calculate and display the resulting costs, in order to enable the user to optimize these. Upon submission we create a CrowdFlower job with one data row for each trial list in our study. When a participants start the CrowdFlower job they are presented with a link that points them directly to a trial list in our system.

6 Response Data Processing

After an evaluation has been successfully conducted, the user feedback needs to be acquired and the results need to be analyzed and reported. In this section, we describe how these steps are realized in our system.

Encoding correctness. While UP evaluations measure the user’s performance in terms of correctness and used time, UE evaluations enable an estimation of the user’s satisfaction when using the tested visualizations. Both evaluation scenarios, UP and UE evaluations can be conducted with our proposed system. However, to support analysis when dealing with UP evaluations, it is important to have a metric to measure the correctness or error for each judgment. As visual stimuli are the primary entities of a questionnaire for visualization evaluation, the correctness of an answer can often be calculated using the information stored in the stimuli’s annotation layers. Therefore, for each question asked in a UP questionnaire, we support the specification of correctness rules. These rules take the trial data and the user feedback as input to evaluate a participant’s estimation of a judgment task. In many cases, this correctness might be encoded in a pixel’s color, either in the stimuli itself but mostly in one of the annotation layers. We found this especially useful for evaluations exploiting markers, were the distance to the camera [18], surface normals [45], or object size [31] have to be judged. In some occasions the correctness cannot be specified a priori or annotation layers are not available, for example when reusing stimuli from old user evaluations, then the correct value can be stored in the stimulus as a label. Listing 1 shows an example rule which uses

\(^1\)www.crowdflower.com
used the system to replicate three studies which have been previously conducted and reported in the literature. The first study was originally conducted by Laidlaw et al. and compares different techniques for 2D vector field visualization [28]. The second study is evaluating the perceptual impact of seven volume illumination techniques, a study originally conducted by Lindemann and Ropinski [31]. While our system is targeting scientific visualization it is still possible to use it for studies in other fields, which we demonstrate by replicating the study originally conducted by Gleicher et al., which compares participants ability to estimate averages in various multiclass scatterplots [17].

In the following subsections we will discuss the results from our studies and compare them to the results reported in the original publications. For more details on study setup, participants and analysis we refer the reader to the appendix.

7.1 Study 1: 2D Vector Fields Visualization

This study is a replication of Laidlaw’s et al. study comparing techniques for visualization of two dimensional vector fields [28]. The study is divided into three parts. In the first part, classifying critical points, the rANOVA shows that there is a significant difference between the means. Enhanced LIC outperformed all other techniques followed by LIC. This is consistent with the results from Laidlaw’s et al. original study [28] where LIC were better than GRID, JIT and LIT. It was expected that Enhanced LIC and LIC would perform well in this study since they are both dense visualization techniques, meaning they can depict the flow in every pixels, while the other techniques are sparse and values between glyphs has to be visually interpolated. In our study GRID and JIT does not perform significantly different, this is expected since they are quite similar, both uses arrows to show the direction of flow at a single point. Furthermore, LIT performed significantly worse than the other techniques, this is slightly different from Laidlaw’s et al. results, where they found no significant difference between LIT, GRID and JIT. This might be due to the parameters used when rendering our images. It was not completely clear what parameters was used for the original study, which may lead to slightly different results. Regarding measured time there were no significant difference between the various techniques.

For the third part of the study, tracing a particle, the rANOVA fails to show any significant difference in user performance. In Laidlaw’s et al. original study the analysis for this task shows two groupings, with OSTR and GSTR in one group performing significantly better than GRID, JIT, LIT and LIC. Since we only included GRID, JIT, LIT and LIC in our study our results agree with the results of Laidlaw’s et al.
7.2 Study 2: Volume Illumination

This study compares seven illumination techniques for volume rendering, originally published by Lindemann and Ropinski’s [31]. The study consists of three parts, the first part evaluates absolute depth perception. Both our study and the original study has significant strength according to the rANOVA, the distribution of the results are similar, with just a slight difference in the ordering. Their results showed that Half Angle Slicing and Shadow Volume Propagation where the top two techniques for absolute depth with 18.5% and 20.3% discrepancy, in our study they are on second and third place with 20.9% and 22.1% discrepancy and Directional Occlusion Shading performed best with 19.4% discrepancy. Similarly in the ordinal depth part we have similar results, our top three techniques was placed in their top four, after Directional Occlusion Shading. While our results is similar there are still some differences, this may be because of having too few validation trials, Lindemann and Ropinski’s had one validation trials per task type which might not be enough when crowdsourcing is used for recruiting participants. For the beauty comparison study, the subjective preference on which method was the most beautiful we have very similar results. The only place were the results do not completely agree is place 3 an 4, were the order has been swapped.

7.3 Study 3: Multiclass Scatter Plots

This study is a replication of Gleicher et al. study evaluating perception of average values in multiclass scatter plots [17]. Our analysis of how the distance between the means affect the difficulty of the task shows similar finding as Gleicher et al., both with p-values very close to zero. In our study we had to discard close to 50% of the participants due to the fact they failed 50% or more of the validation trials. Gleicher et al. also had to discard some users, though not as many. After discarding participants, Gleicher et al. recruited new participants, which made their participant count remain high. While they used the Amazon’s Mechanical Turk platform to recruit participants, they did not have to pay the rejected users, we used the CrowdFlower platform, while they allow for rejecting participants, the cost of the rejected participants will still be charged and if new participants are to be recruited more money has to be spent. Furthermore, CrowdFlower uses various platforms on the web to distribute the tasks, while they assume all participants speaks English, it is a high probability the many participants of the participants does not have English as native language. CrowdFlower gives us a report on what country the participants who performed our study was located and only around 11% of the participants who completed the study were from a country where English is the native language. We believe that this might affect the ability to fully understand the instructions and therefore some participants may have completed the study incorrectly. We like to redo the study in the future, where we will limit the recruitment to include only countries where English is the native language.

8 Limitations

While the conducted studies described in the previous section demonstrate that the proposed system can be used to perform user evaluations quickly and easily, there are several limitations which we would like to address in the future.

Technical limitations. Currently our system interfaces the meta crowdsourcing platform CrowdFlower, which is used to submit studies. This has been done to enable an international usage, as Amazon’s Mechanical Turk is only available in the US. However, this has the downsides that study prices increase, as CrowdFlower adds ~33% to the price for administration. Furthermore, rejecting a participant who fails the validation trials will not be refunded and an additional cost to recruit new participants will be added. Therefore, in the future we would like to integrate other platforms as well such as Amazon’s Mechanical Turk, in order to reduce study costs. While the current system has only been used to do evaluation of static images, the availability of JavaScript and WebGL also supports the exposition to dynamic and possibly interactive stimuli. As we currently use JavaScript to overlay markers on the visual stimuli, we are positive that we can exploit a similar proceeding to enable such trials. One other shortcoming regarding the correctness checking is, that each rule works only with the given trial and judgment, for example it is not possible in the current implementation to compare a judgment with aggregated data from other participants which could be useful to find patterns in the participants behavior.

Conceptual limitations. The system provides a set of tools which aids the developer in the process of creating and launching studies, analyzing study data and reporting results. We have developed these tools with a focus on the system being flexible and expendable. This comes at the cost, when a user with little or no knowledge about user evaluations tries to set up a new study, currently there is nothing to prevent this user from designing and launching a sub-standard study or misinterpret the statistical analysis. Though, we believe that when the system has launched and several studies have successfully been conducted, the design of the used questionnaires can be reused with new data which will hopefully decrease the risk of using fault questionnaires. Another issue where inexperienced users may do mistakes is when selecting values for the stimuli attachments. For example, when selecting locations for markers used in a depth comparison task it is important to select locations such that the difference in depth is not too small nor not too large in order to make a task with moderate difficulty. This is something we would like to explore in the future, by investigating mechanisms that automatically generate marker locations. To overcome these conceptual limitations, more user guidance principles would be necessary, which are currently not supported by our system.

9 Conclusions and Future Work

In this paper, we have described an interactive system, which enables the easy conduction and analysis of crowdsourced user evaluations in scientific visualization. Combining crowdsourcing techniques with an appropriate user interface design, enables the initiation of large scale studies with only a few mouse clicks, and support initial analysis of the study results. To our knowledge, this is the first system of its kind, which provides this functionality to support quantitative evaluations in scientific visualization. We believe that this has an impact in the visualization community, as it allows researchers for the first time to conduct quantitative evaluations with a minimal effort. However, we see the system’s future benefits also beyond study administration, as combining conduction and analysis allows for adaptive studies and considering cross-experiment validation. This can lead to new knowledge and a reinvention of the visualization design process, as the feedback of a large set of participants can be directly considered during the design. While the system described in the paper is designed to utilize crowdsourcing for participant recruitment, there is nothing that prevents researchers to use the system without crowdsourcing, for example to perform the evaluation in a controlled environment.

In this paper, we have been focusing on the conduction and analysis of quantitative evaluation approaches. While these evaluations are considered an important tool in science, one evaluation type is never enough when investigating a visualization [5]. Therefore, by allowing to share and reuse previously used questionnaire designs, we see the described system as one step towards more reliable evaluation in scientific visualization. We would like to investigate in the future how other evaluation scenarios can benefit from a similar setup. In its current state, our system only enables the manual submission of trials, while in the future we would like to support automatic trial submission based on the results of previous trials. Thus, more dynamic experiments become possible, and the role of the crowd as a fitness function is emphasized. Finally, we see several opportunities for exploiting the data collected using our methods. As all data is collected in a centralized database, once a critical mass is reached, it will be possible to analyze the data and derive models for selected aspects of visualization design. We believe, that this will on the long run contribute to a better understanding of visualization design with respect to the perceptual and cognitive capabilities of the user. While these are all interesting research goals we would like to focus on in the future, our greatest
interest is to release the proposed system open source within the next few months to make it available to other researchers, and thus contribute to future evaluations in visualization.
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