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Abstract

We present a procedure for constructing Summation-by-Parts operators with minimal dispersion error both near and far from numerical interfaces. Examples of such operators are constructed and compared with purely periodic stencils as well as non-optimised Summation-by-Parts operators of higher order. Experiments show that the optimised operators are superior for wave propagation and turbulent flows involving large wavenumbers, long solution times and large ranges of resolution scales.
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1. Introduction and motivation

It is well known that maximising the formal order of accuracy with respect to the bandwidth of a finite difference stencil may lead to a suboptimal numerical scheme for problems involving high frequency waves over large time spans. In order to properly resolve such waves, a very small spatial increment is typically required. However, severe restrictions on the spatial increment naturally has a negative impact on the efficiency of the solver. Problems of this type are common in fields such as fluid dynamics, acoustics, meteorology, electromagnetism and seismology, and have been addressed accordingly, see e.g. [1, 2, 3, 4, 5]. For these problems, the errors in the numerical solutions are dominated by inaccurate approximations of the dispersion relations related to the governing partial differential equations. Wave properties encoded within
the dispersion relation include phase velocity, group velocity, anisotropy and dissipation. It is therefore of interest to develop finite difference schemes that preserve the analytic dispersion relation of the governing equations for a wide range of spatial increments. In [6], a discussion and comparison is made of many stencils that attempt to do so. For more recent approaches, see e.g. [7, 8, 9].

Discussions of numerical dispersion has in the literature largely been concerned with central finite difference stencils suitable for purely periodic problems. However, in realistic simulations numerical interfaces will generally be present, at which departure from centrality may be required, and questions of numerical stability must be addressed. In this paper we will present a procedure for designing new finite difference operators on Summation-by-Parts (SBP) form [10, 11, 12, 13, 14] that approximate first derivatives both near and far from numerical interfaces. SBP operators combined with weakly imposed interface conditions lead to provably stable schemes, and may be constructed at high orders. The new operators have suboptimal order of accuracy relative to the bandwidth, leaving a set of free stencil parameters that are used to minimise the dispersion error.

SBP operators based on dispersion relation preserving schemes [15] have previously been constructed in [16], however no particular procedure was applied in order to minimise the dispersion near interfaces. In this paper we will construct SBP operators based on the local stencils presented in [9], where the dispersion error of central difference stencils were minimised in the $L^\infty$-sense. We extend this work by analogously minimising the dispersion error of the non-central stencils arising near the interface. This minimisation problem is shown to be quasiconvex and may thus be solved fast and reliably using standard optimisation packages.

This paper is structured as follows: We introduce relevant notation and mathematical concepts in Section 2. In Section 3 we discuss the definition, properties and structure Summation-by-Parts operators. We discuss the procedure of obtaining optimal SBP operators and show a few examples in Section 4. In Section 5 we illustrate the performance of the new SBP operators by solving relevant test problems. Finally, concluding remarks are made in Section 6.
2. Preliminaries

Before we proceed we introduce the notation and theoretical concepts that will be required.

2.1. Notation

Throughout this paper we will separate analytic quantities and approximated quantities, the latter of which we mark with an overbar. Thus, for example \( \bar{\xi} \) would represent a numerical approximation of the analytic quantity \( \xi \).

Matrices will in general be denoted by capitalised letters. Functions will be denoted by lower case letters, e.g. \( u(x, t) \), unless otherwise specified. If a function is evaluated on a discrete grid we write it as a vector, e.g. \( u = (u_0, \ldots, u_N)^T \). Here \( u_j \) is the \( j \)th element of the \( (N + 1) \)-dimensional vector \( u(t) \), given by the function value of \( u(x, t) \) at the point \( x = x_j, 0 \leq j \leq N \). In this paper we assume that all grids are equidistant and let \( \Delta x = x_{j+1} - x_j \) be the spatial increment.

2.2. Dispersion of local finite difference stencils

Consider a local finite difference approximation at the point \( x_j \) defined as a weighted sum of function evaluations at \( L \) points to the left and \( R \) points to the right of \( x_j \);

\[
\left( \frac{\partial f}{\partial x} \right)_j \approx \frac{1}{\Delta x} \sum_{m=-L}^{R} c_m f_{j+m}.
\]  

(1)

Here, \( f_j \) is the \( j \)th element of the vector \( f \), which is obtained by projecting the function \( f(x) \) onto the grid, and \( c_m \) denote the corresponding weights. Following the derivation in [15], we note that the above equation is a special case of

\[
\frac{\partial f(x)}{\partial x} \approx \frac{1}{\Delta x} \sum_{m=-L}^{R} c_m f(x + m\Delta x).
\]  

(2)

when \( x = j\Delta x \). By the inverse Fourier transform we may write

\[
f(x) = \int_{-\infty}^{\infty} \hat{f}(\kappa) \exp(i\kappa x) d\kappa,
\]
where $\hat{f}(\kappa)$ is the Fourier transform of $f$ and $\kappa$ is a wavenumber. Inserting this into (2), multiplying by $-i\Delta x$ and cancelling common terms gives

$$\Delta x \kappa \approx -i \sum_{m=-L}^{R} c_m \exp (im\Delta x \kappa).$$

(3)

Thus, the finite difference stencil provides an approximation of the analytic wavenumber in terms of a truncated Fourier-type series.

We introduce the notation $\xi = \kappa \Delta x$ as the normalised wavenumber. As the smallest resolvable wavelength is $\lambda_{\min} = 2\Delta x$, the largest resolvable wavenumber is $\kappa_{\max} = 2\pi/\lambda_{\min} = \pi/\Delta x$, implying that $|\xi| \leq \pi$. Typically we will consider some smaller range of wavenumbers, $\xi \in [0, \kappa_{\max}]$.

We define the dispersion error as

$$E(\xi, c) = \xi - \bar{\xi}(\xi, c) = \xi - \left(-i \sum_{m=-L}^{R} c_m \exp (im\xi)\right),$$

(4)

where $\bar{\xi}(\xi, c)$ is the numerical approximation of the normalised wavenumber, henceforth referred to as the numerical wavenumber. The vector $c$ contains the coefficients $c_m$.

We make a special note of the case when $L = R = n$, i.e. when the stencil is central. To distinguish this case from the non-central stencils we will refer to the vector of coefficients by the letter $a$. In this case we have the relations $a_m = -a_{-m}$, $a_0 = 0$. Thus, by (4) the dispersion error for the central difference stencil is given by

$$E(\xi, a) = \xi - 2 \sum_{m=1}^{n} a_m \sin (m\xi).$$

(5)

In this case the numerical wavenumber is purely real. Hence, the stencil causes no growth or decay of the solution.

3. Summation-by-Parts operators

Summation-by-Parts (SBP) operators were first derived in [10, 11] and further developed in [12]. Augmented with Simultaneous Approximation Terms (SAT) [17] that weakly enforce boundary conditions, the SBP-SAT technique allows for stable and high order discretisations of partial differential equations if well posed boundary conditions are available. For reviews of the SBP-SAT technique and its development, see [13, 18] and the references therein.
3.1. Definition

A Summation-by-Parts operator \( D = P^{-1}Q \) may be defined by the properties

1. \( \partial u / \partial x \big|_{x=x_j} \approx e_j^T D u, \quad j = 0, \ldots, N, \)
2. \( P = P^T > 0, \)
3. \( Q + Q^T = \text{diag}(-1, 0, \ldots, 0, 1), \)

where \( P \) and \( Q \) are matrices of dimension \((N + 1) \times (N + 1)\), and \( u \) is the projection of the function \( u(x, t) \) onto the grid. Here, \( e_j \) is the \( j \)th unit vector.

Remark 1. There are more general formulations than 1,2,3 above that extend the definition of Summation-by-Parts operators to non-cartesian grids, see [19, 20, 21].

3.2. Stability

To illustrate the use of the SBP-SAT technique we consider the periodic model problem

\[
\begin{align*}
  u_t + a u_x &= 0, & x &\in [0, 1], & t &\geq 0 \\
  u(x, 0) &= f, & x &\in [0, 1] \\
  u(0, t) &= u(1, t), & t &\geq 0,
\end{align*}
\]

(6)

where we let \( a > 0 \). Multiplying by \( u \) and integrating in space gives the energy rate

\[
\frac{d}{dt} \| u \|^2 = 0,
\]

(7)

which leads to a bounded solution, thus implying that the model problem is well posed.

Consider now discretising in space. Rather than using a periodic operator we will introduce a numerical interface connecting the grid points at \( x = 0 \) and \( x = 1 \) by imposing periodic boundary conditions. A discretisation of (6) using an SBP operator yields

\[
u_t + aP^{-1}Q u = \sigma_0 P^{-1}(u_0 - u_N)e_0 + \sigma_N P^{-1}(u_N - u_0)e_N,
\]

(8)

where the right-hand side consists of SAT terms that weakly impose the periodic interface condition at the first and last grid points in the domain.
Here, \(e_0\) and \(e_N\) are the first and last columns of the identity matrix with dimension \(N + 1\). Multiplying by \(u^T P\) and adding the transpose of the resulting equality yields

\[
\frac{d}{dt} \|u\|_P^2 = u_0^2(2\sigma_0 + a) + u_N^2(2\sigma_N - a) - 2u_0u_N(\sigma_0 + \sigma_N),
\]

where we have used point 2 in the definition of the SBP operator to define the norm \(\|u\|_P^2\) as \(u^T Pu\). Additionally, we have used point 3 in the definition in order to extract the boundary terms from \(Q\). In order to bound the right hand side we let the penalty parameters take the form \([22]\)

\[
\sigma_0 = -\frac{a + \theta}{2}, \quad \sigma_N = \frac{a - \theta}{2},
\]

for some constant \(\theta\). Inserting this into (9) and simplifying gives the final discrete energy rate

\[
\frac{d}{dt} \|u\|_P^2 = -\theta(u_0 - u_N)^2,
\]

which is bounded if \(\theta \geq 0\). Thus the discretisation (8) is a stable approximation of the model problem (6). Note that the discrete energy rate (10) mimics the continuous one (7) exactly if \(\theta = 0\), and adds a small dissipative term otherwise.

### 3.3. Structure and accuracy

As an example of the typical structure of \(Q\) we consider

\[
Q = \begin{pmatrix}
-1/2 & q_{12} & q_{13} & q_{14} \\
-q_{12} & 0 & q_{23} & q_{24} \\
-q_{13} & -q_{23} & 0 & q_{34} & a_2 \\
-q_{14} & -q_{24} & -q_{34} & 0 & a_1 & a_2 \\
 & -a_2 & -a_1 & 0 & a_1 & a_2 \\
\end{pmatrix},
\]

where \(a = (a_1, a_2)\) is the vector of coefficients of a (given) central difference stencil, and \(q_{ij}\) are stencil coefficients to be determined. Thus, \(Q\) consists of an interior set of central difference stencils augmented with blocks of size \(r \times r\) to account for the discretisation near domain interfaces.
For stability reasons [23, 24] we will in this paper limit our analysis to the case when $P$ is a diagonal matrix of the form

$$P = \Delta x \text{ diag}(p_1, \ldots, p_r, 1, \ldots, 1, p_r, \ldots, p_1),$$

where $p_j$, $j = 1, \ldots, r$ are positive real numbers.

In order for the matrices $P$ and $Q$ to be compatible they must satisfy certain linear accuracy conditions, first described in [10]. Let us impose that $D = P^{-1}Q$ should exactly differentiate polynomials up to degree $p$. Then, for the monomial $x^j$ (where the exponent is to be taken elementwise and $x^{-1} = 0$, where 0 is the all zeros vector), we have

$$Qx^j = jPx^{j-1}, \quad j = 0, \ldots, p. \quad (11)$$

Multiplying (11) from the left by $(x^i)^T$ and adding the resulting equality with swapped indices gives the identity

$$(x^i)^TQx^j + (x^j)^TQx^i = j(x^i)^TPx^{j-1} + i(x^j)^TPx^{i-1} = (i + j)1^TPx^{i+j-1},$$

where $1$ is the all ones vector and we have used the diagonal structure of $P$ in the final equality. Let $s = i + j$. Simplifying using property 3 in the definition of the SBP operator gives

$$s1^TPx^{s-1} = x_N^s - x_0^s, \quad s = 1, \ldots, 2p. \quad (12)$$

Note that (12) defines a set of $2p$ linear conditions on $P$ (the case $s = 0$ is trivially satisfied). In applications we will typically rearrange these conditions such that they take the simpler form

$$A_0\mathbf{p} = \mathbf{b}_0, \quad (13)$$

where the vector $\mathbf{p}$ contains the diagonal elements in $P$.

Consider now $Q$. Assuming that $P$ has been determined by solving (13), the equality (11) defines a set of linear accuracy conditions on the elements in $Q$. With a suitable rearrangement this may be written in the form,

$$A_1\mathbf{q} = \mathbf{b}_1, \quad (14)$$

where the vector $\mathbf{q}$ contains the elements of $Q$.  
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Remark 2. If the interior stencil $\mathbf{a}$ is predefined, the conditions (13) and (14) can generally be written down only for the $r$ rows near the interface. For details of how to obtain such restricted conditions, see [10].

If the interior stencil $\mathbf{a}$ of $D = P^{-1}Q$ has formal order of accuracy $O(\Delta x^{2p})$, then each of the $r$ rows near the interface can only reach accuracy of order $O(\Delta x^{p})$ [10]. It can be shown that this leads to solutions with global order $O(\Delta x^{p+1})$ if the approximation is pointwise stable and the problem is first order hyperbolic [25].

In summary, given a desired order of accuracy $p$, an interior stencil $\mathbf{a}$, and a given dimension of the boundary closure $r$, a Summation-by-Parts operator $D$ may be constructed by satisfying the accuracy conditions on $P$ and $Q$ simultaneously while ensuring that $P$ is positive definite. Certainly for many (in fact most) feasible parameter choices there will be some degrees of freedom left after all conditions are satisfied. In the next section we will utilise this freedom in order to minimise the dispersion errors of each row at the interface block of $D$.

4. SBP operators with minimal dispersion errors

We now turn to the problem of obtaining SBP operators with minimal dispersion errors. It should be noted that defining the objective function for the minimisation can be done in many different ways. Here, we attempt to define this function in a way analogous to the optimisation that was performed in [9] for central difference stencils.

4.1. Optimisation procedure

In [9] the problem of uniformly minimising the dispersion error for a central difference stencil of arbitrary width and order of accuracy was formulated as

$$\text{Find } \arg \min_{\mathbf{a}} \| E(\xi, \mathbf{a}) \|_{\infty} \quad \text{subject to } A_{\text{int}} \mathbf{a} = \mathbf{b}_{\text{int}} \quad (15)$$

where $E(\xi, \mathbf{a})$, given by (5), is the dispersion error of a central difference stencil and $A_{\text{int}}$ and $\mathbf{b}_{\text{int}}$ correspond to the conditions on the interior stencil $\mathbf{a}$ ensuring accuracy of order $O(\Delta x^{2p})$. Our goal in this paper is to analogously minimise the dispersion error at each row close to the boundary of the SBP operator $D = P^{-1}Q$. 
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Let, as before, \( r \) be the number of rows in the interface block of the SBP operator, and let and \( q \) and \( p \) be vectors containing the boundary coefficients of \( Q \) and \( P \) respectively. Each of the \( r \) rows near the interface defines a finite difference stencil of the form (1) and therefore has an associated dispersion error of the form (4).

**Remark 3.** In what follows we will restrict our attention to the real part of the dispersion errors as this determines the speed of the propagating solution. The imaginary part locally affects the amplitude of the solution. However, as seen from the discrete energy rate (10), the change in energy of the solution is unaffected by the specific stencil parameters. Thus, even if some small redistribution of energy among modes can occur, we will henceforth ignore the imaginary part of the dispersion errors.

With a slight abuse of notation, we let the real part of the dispersion error at the \( j \)th row of the boundary block of \( D \) be given by

\[
E_j(\xi, q, p) = \xi - \bar{\xi}_j(\xi, q, p),
\]

where \( \bar{\xi}_j(\xi, q, p) \) is the real part of the numerical wavenumber of the stencil at row \( j \).

We define the index set \( J_r = \{1, 2, \ldots, r\} \). We may now formulate our problem as follows:

Find \( \arg \min_{q, p} \max_{j \in J_r} \| E_j(\xi, q, p) \|_{\infty} \)

subject to \( A_0 p = b_0 \)

and \( A_1 q = b_1 \) \quad (16)

where \( A_0, A_1, b_0 \) and \( b_1 \) correspond to the conditions (13) and (14) ensuring accuracy \( O(\Delta x^{p+1}) \) of the resulting scheme. In words, we track all \( r \) dispersion errors near the boundary simultaneously and look for the choice of \( q \) and \( p \) that makes the largest among them as small as possible.

In order to solve (16) with reasonable efficacy we let \( x^T = (q^T, p^T) \) and define the objective function

\[
\phi(x) = \max_{j \in J_r} \| E_j(\xi, x) \|_{\infty} = \max_{j \in J_r} \sup_{\xi \in [0, \xi_{\text{max}}]} | E_j(\xi, x) |,
\]

where \( \xi_{\text{max}} \leq \pi \) is the upper limit of the wavenumber domain of interest. Problem (16) can now be written

Find \( \arg \min_x \phi(x) \)

subject to \( Ax = b \) \quad (17)
where $A$ and $b$ are suitable concatenations of $A_0, A_1, b_0$ and $b_1$.

Recall from (4) that $E_j$ takes the form

$$E_j = \xi - \left( -i \sum_{m=-L}^{R} c_m \exp(im\xi) \right).$$

Here, $c_m$ are the stencil coefficients of $D = P^{-1}Q$ at row $j$. Thus, $c_m = q_{jm}/p_j$ and hence, $E_j$ is a linear function of the elements in $Q$ and an inversely linear function of the strictly positive elements in $P$. Such a function is quasiconvex (see [26] for a definition and details). Quasiconvexity is preserved both under the supremum and the maximum operations, and thus $\phi(x)$ is a quasiconvex function of $x$.

There are many algorithms for solving the quasiconvex problem (17). For a review, see e.g. [27]. Here we have used an approach based on the repeated solution of associated convex programs, outlined in [26], which merely requires a convex program solver. To this end we have used the CVX package [28, 29], which allows us to obtain optimised SBP operators, typically in a matter of seconds.

4.2. Examples of SBP operators

We have seen that SBP operators may be defined through the triplet $(p, r, a)$ where, as before, $p$ is the order of accuracy of the resulting operator, $r$ is the dimension of the matrix block near the interface, and $a$ contains the coefficients of the repeated interior stencil, which is of order $2p$. The cost of using a given SBP operator depends on its sparsity, which in turn depends on $r$ and the number of elements in $a$.

To exemplify our procedure we will henceforth primarily consider two types of SBP operators, each with $r = 8$ and four elements in $a$. The complete sets of coefficients are found in Appendix A. The first of these operators is a "classical" (in the sense of non-optimised) SBP operator based on an eighth order central difference scheme. We will refer to this operator as SBP(4,0,8) as it corresponds to $p = 4$, has zero optimised parameters in the interior stencil and has a boundary block of dimension $8 \times 8$. It should be noted that there are three free parameters in the interface block of SBP(4,0,8). These are chosen in such a way that the truncation error is minimised [30].

The second type of operator is based on a fourth order central difference scheme optimised as in [9]. Note that this scheme has the same bandwidth as the SBP(4,0,8) operator despite the reduced order of accuracy. Again, we
Figure 1: Dispersion errors of SBP operators.
use an $8 \times 8$ boundary block where all free parameters resulting from the reduced accuracy are used to minimise the dispersion error as described in the previous section. We will refer to this operator as SBP(2,2,8) or, when it is not clear from context, SBP(2,2,8,$\xi_{\text{max}}$), where $[0,\xi_{\text{max}}]$ is the wavenumber domain over which the operator is optimised. All such operators correspond to $p = 2$, has two optimised parameters in the interior stencil and has a boundary block of dimension $8 \times 8$.

Example of operators are shown in Fig. 1, where the dispersion errors of the first eight rows of SBP(4,0,8) and and SBP(2,2,8) operator, optimised for $\xi \in [0,\pi/3]$, are plotted. Note that the largest error of SBP(2,2,8) is reduced by a factor of 25 compared to SBP(4,0,8). In Fig. 2 the dispersion errors of the interior stencils are shown. For consistency with [9] we denote

![Figure 2: Dispersion errors of interior stencils.](image-url)
the interior stencil of SBP(4,0,8) as Classical(8,9) and that of SBP(2,2,8) as Remez(4,9). The first number is the formal order of accuracy of the stencil and the second number is the stencil width. The max norm dispersion error of Classical(8,9) is about $1.8 \times 10^{-3}$ whereas that of Remez(4,9) is $3.7 \times 10^{-5}$; an improvement by a factor close to 50.

5. Numerical examples

We proceed by illustrating the performance of the optimised SBP operators compared to the classical ones through three numerical examples. The first is a narrow Gaussian pulse solution to the one-dimensional advection equation. This simple illustration exemplifies the use of optimised operators for solutions with high frequency spectral content. The second example is the propagation of an Euler vortex using the Euler equations, which is a common example of a non-linear problem exhibiting unphysical dispersive phenomena if not properly resolved [31, 9]. The third example is a calculation of the Taylor-Green vortex (TGV) using the Navier-Stokes equations, which illustrates how optimised operators regain much of the resolving capacity of higher order central differences for periodic problems.

5.1. Gaussian pulse

Consider the periodic advection equation

$$u_t + u_x = 0, \quad -3.5 \leq x \leq 3.5, \quad t \geq 0$$

with exact solution

$$u(x, t) = 2 \exp \left( -3200(x - t + 3)^2 \right).$$

This pulse is narrow and thus its Fourier transform is wide resulting in a significant contribution from a broad range of wavenumbers.

We use the SBP(4,0,8) and SBP(2,2,8) operators described in the previous section. Additionally, another classical SBP operator based on a fourth order interior stencil with $r = 4$ is used to compare the performance of SBP(2,2,8) with a scheme of the same order of accuracy. This operator will be denoted SBP(2,0,4). We set $\Delta x = 1/120$ and integrate in time using the classical fourth order Runge-Kutta scheme with time step $\Delta t = 10^{-3}$ so that the contribution to the error from the temporal discretisation is insignificant. A numerical interface is introduced at $x = 0$. The condition $u_L(0, t) = u_R(0, t)$
Figure 3: Numerical solutions to the polychromatic advection problem before and after the pulses pass through the numerical interface. The pulses have been separated vertically for clarity.
is imposed weakly using the SAT technique, where $u_{L,R}$ respectively are the solutions on the left-hand and right-hand sides of the interface. This problem is identical to (6) apart from the location of the interface. The stability analysis is identical and the SAT penalties have been parametrised with $\theta = 0$ to yield a discrete energy rate identical to the continuous one; see (10).

The exact and numerical solutions are shown in Figure 3, where we have separated the pulses vertically for clarity. All numerical solutions quickly disperse into a train of pulses with decaying amplitude trailing behind the main peak. This is due to the fact that the stencils underestimate the wavenumber $\xi$, resulting in a reduction of the wavespeed. This effect is increasingly pronounced as $\xi$ increases. See [9] for details of this phenomenon. Note that the trail behind the SBP(2,2,8) operator is smaller than the others as is expected from the smaller dispersion errors shown in Figure 1.

Numerical reflections of unresolved Fourier modes are seen after the pulses
pass through the interface. Clearly the reflection is smaller when using the SBP(2,2,8) operator compared to the non-optimised SBP stencils. Note also that the spurious reflections propagate out of the domain faster by the optimised stencil than by the classical SBP operators. This results from the fact that the classical stencils underestimate the wave speed of high frequency modes [9], whereas this effect is significantly reduced after minimising the dispersion error.

The $L^2$ error as a function of time is plotted in Figure 4. The disturbance around $t = 3$ is due to interactions with the numerical interface. This interaction is smaller for the SBP(2,0,4) operator, largely because the main peak is significantly reduced. Again it is seen that the optimised SBP(2,2,8) stencil is the better performer both near and far from the interface. Clearly the SBP(2,0,4) operator is significantly worse than SBP(2,2,8) despite the schemes having the same formal order of accuracy. The small error reductions seen for SBP(4,0,8) at time $t \approx 4.75$ and for SBP(2,2,8) at time $t \approx 4.25$ are a consequence of the numerical reflections leaving the computational domain. The reflections arising when using SBP(2,0,4) never propagate out of the domain during the simulation time, hence no reduction is visible for this operator.

5.2. The Euler vortex

The compressible Euler equations in two dimensions, written in conservative form, are given by

$$ U_t + F_x + G_y = 0, \quad (18) $$

where

$$ U = \begin{pmatrix} \rho \\ \rho u \\ \rho v \\ e \end{pmatrix}, \quad F = \begin{pmatrix} \rho u \\ \rho u^2 + p \\ \rho uv \\ u(e + p) \end{pmatrix}, \quad G = \begin{pmatrix} \rho v \\ \rho uv \\ \rho v^2 + p \\ v(e + p) \end{pmatrix}. $$

Here, $\rho$ is the density; $u$ and $v$ are the velocity components in the $x$- and $y$-directions respectively; $e$ is the total energy density; $p$ is the pressure, related to the conserved variables through the equation of state,

$$ p = (\gamma - 1) \left( e - \frac{1}{2} \rho (u^2 + v^2) \right), $$

where $\gamma = 1.4$ is the ratio of specific heats.
In [31] a vortex model that solves (18) was introduced. The model assumes a uniform background flow along the \( x \)-axis of pressure \( P_\infty \), temperature \( T_\infty \) and a Mach number \( M_\infty \). A vortical movement, characterised by the radius \( R \) and the vortex strength \( \beta \), centered around the coordinates \((x_0, y_0)\), is superposed. The local velocity components and the temperature assume the form

\[
\begin{align*}
u &= M_\infty \beta \exp \left(-\frac{r^2}{2}\right), \\
T &= T_\infty - \frac{1}{2} M_\infty^2 \beta^2 \exp \left(-\frac{r^2}{2}\right),
\end{align*}
\]

where \( r^2 = R^2 \left( (x - x_0)^2 + (y - y_0)^2 \right) \).

The Euler vortex is largely dominated by small wavenumbers, though with an increasing contribution from higher ones as the vortex strength, \( \beta \), is increased, as well as when coarse grids are used. In the following experiment we use a moderately strong vortex with \( \beta = 2.5 \) while setting \( M_\infty = R = 0.5 \). We use a square domain with \( x \in [0, 10] \), \( y \in [-5, 5] \) and periodic boundaries.

The problem is discretised on a \( 65 \times 65 \) point grid in space using the non-optimal SBP(4,0,8) operator previously described, and a series of SBP(2,2,8) operators optimised in different wavenumber regimes, \( \xi \in [0, \xi_{\text{max}}] \). Here we let \( \xi_{\text{max}} \in \{\pi/3, \pi/4, \pi/5, \pi/6\} \). The periodic boundary conditions are enforced using the SBP-SAT framework by introducing numerical interfaces in the same fashion as for the advection problem. For the temporal discretisation we use an adaptive fourth order Runge-Kutta method with a sufficiently small error to not have a significant impact on the experiment. A small amount of artificial dissipation is added for stability.

To separate the dispersive from the dissipative sources of error we define the quantity \( E_{\text{disp}} \) defined as

\[
E_{\text{disp}} = \sqrt{\left(x^{(a)}_{\text{min}} - x^{(n)}_{\text{min}}\right)^2 + \left(y^{(a)}_{\text{min}} - y^{(n)}_{\text{min}}\right)^2}, \tag{19}
\]

where \( (x, y)^{(a,n)}_{\text{min}} \) are the coordinates of the locations of minimum pressure of the analytic and numerical solutions of (18), which we may use as the definition of the centers of the vortices. Since (19) only depends on the coordinate of minimum pressure, it is a function of the speed of the vortex, and hence estimates the dispersive qualities of the scheme while ignoring the dissipative ones. A procedure for obtaining \( E_{\text{disp}} \) is described in [9].
In Fig. 5, $E_{\text{disp}}$ is shown for the different SBP operators as it evolves in time. By the end of the simulation, the vortex has passed through the numerical interface ten times. Traces of the interactions with the interface can be seen as small humps in the data at times 10, 30, 50, . . . . It is clear that with a careful tuning of the wavenumber domain over which the optimisation is performed, it is possible to outperform the classical high order SBP(4,0,8) operator also for non-linear problems. SBP(4,0,8) may be seen as the result of the optimisation procedure in the limit $\xi_{\text{max}} \rightarrow 0$. Thus, Fig. 5 suggest that there is some wavenumber domain with $0 < \xi_{\text{max}} < \pi/6$ at which the dispersion error is minimal for this particular problem. Finding that domain for a given problem may be a delicate task. However, as the experiment demonstrates, improvements compared to the non-optimal stencils can be made even with limited knowledge of the solution.

5.3. The Taylor-Green vortex

In this final example we consider the Taylor-Green vortex (TGV). Though the errors in a TGV simulation may not necessarily be dominated by dispersive effects, this example demonstrates that the resolving capacity of the operator SBP(2,2,8), optimised over a wavenumber domain $[0, \pi/3]$, yields at least as good, if not better results than the higher order SBP(4,0,8) operator for an underresolved solution.

The Taylor-Green vortex flow in a three-dimensional periodic box is a model for the non-linear transfer of kinetic energy among eddies with a large range of sizes. Velocity shear generates kinetic energy, which is dissipated by the viscosity at smaller scales. Thus, the TGV provides a model problem for the evolution of a turbulent flow and the energy transfer to successively smaller spatial scales.

The governing equations for the TGV will here be the three-dimensional compressible Navier-Stokes equations with constant physical properties and a low Mach number, $M_{\infty} = 0.1$. We assume that the fluid is a perfect gas at Reynolds number $Re = 1600$ with heat capacity ratio $\gamma = 1.4$ and Prandtl number $Pr = 0.71$. The initial temperature field is assumed to be constant.
Figure 5: Dispersion error development for a non-optimal and several optimised SBP operators.

The initial conditions are given by

\begin{align*}
  u &= +V_0 \sin \left( \frac{x}{L} \right) \cos \left( \frac{y}{L} \right) \cos \left( \frac{z}{L} \right) \\
  v &= -V_0 \cos \left( \frac{x}{L} \right) \sin \left( \frac{y}{L} \right) \cos \left( \frac{z}{L} \right) \\
  w &= 0 \\
  p &= 1 + \frac{V_0^2}{16} \left( \cos \left( \frac{2x}{L} \right) + \cos \left( \frac{2y}{L} \right) \right) \left( \cos \left( \frac{2y}{L} \right) + 2 \right),
\end{align*}

where \( u, v, w \) and \( p \) respectively represent the flow field in the \( x, y \) and \( z \) directions, and the pressure. Here \( V_0 = 0.1 \) and \( L = 2\pi \) is the dimension of the periodic box. The duration of the flow is taken to be \( 20t_c \) where \( t_c = L/V_0 \)
is the characteristic convective time.

As a measure of the quality of the schemes we compute the kinetic energy of the solution and compare it to data from a direct numerical simulation obtained using a dealiased pseudo-spectral code with vanishingly small numerical dissipation and dispersion errors, run on a $512^3$ point grid [32, 33]. Additionally we compute the kinetic energy dissipation rate, which allows us to remark on the dissipative effects of the SBP operators.

We consider two possible scenarios: The first is a purely periodic problem for which the central difference stencils at the interior of the SBP operators are used everywhere. As before, we refer to the interior stencil of the SBP($4,0,8$) operator as Classical($8,9$). In this case, without any interface treatment, Classical($8,9$) constitutes an 8th order accurate scheme with a bandwidth of 9 points. Similarly, consistent with the notation in [9], the interior of the SBP($2,2,8$) operator will be referred to as Remez($4,9$), which is 4th order accurate and also utilises a bandwidth of 9 points. Here we use the SBP($2,2,8$) operator optimised for wavenumbers in the range $[0, \pi/3]$.

In the second scenario we introduce numerical interfaces at the edges of the box, enforcing periodic boundary conditions by using the weak SAT formulation. The SBP operators in this scenario reduces the accuracy of the schemes for SBP($4,0,8$) and SBP($2,2,8$) to $O(\Delta x^5)$ and to $O(\Delta x^3)$ respectively. Additionally, the resolving capacities near the interfaces are reduced.

We consider two grid resolutions; a $64^3$ point grid and a $128^3$ point grid. All simulations use a Courant number of 0.1 and a small amount of artificial dissipation is added for stability. In Figure 6 the time evolution of the kinetic energy is plotted for the two scenarios when the $64^3$ point grid is used. In this case the solution is underresolved and the energy transfer to the smallest spatial scales is not captured accurately, as seen by the overly dissipated energy in the transfer to turbulence at $t/t_c \sim 9$. Nonetheless, in the purely periodic case, the resolving capacities of both Classical($8,9$) and Remez($4,9$) are sufficient to capture the behaviour of the solution near the end of the simulation. Note that when the numerical interfaces are introduced, SBP($4,0,8$) seems to lose this resolving capacity whereas it is retained by the optimised SBP($2,2,8$) operator.

In Figure 7 the kinetic energy dissipation rate is shown for the $64^3$ point grid. It is indeed clear that in both the purely periodic and the interface cases, all solutions are overly dissipative. However, note that the optimised SBP($2,2,8$) operator appears to capture the transition to turbulence somewhat better than the SBP($4,0,8$) operator; in particular the peak energy
Figure 6: Kinetic energy evolution for the purely periodic and the interface problems using $64^3$ grid points.
dissipation at \( t/t_c \sim 9 \).

In Figs 8 and 9 the same experiments are shown for the 128\(^3\) point grid. This time the solutions are well resolved, and in both the periodic and the interface cases the kinetic energy and the energy dissipation rate are captured satisfactorily. It is remarkable to note that the performance of the lower order SBP(2,2,8) operator is comparable to that of the higher order SBP(4,0,8) operator also on this finer grid. This suggests that improved dispersion properties of finite difference operators may be a useful tool in turbulence simulations.

6. Conclusions

An inaccurate representation of the analytic dispersion relation by finite difference stencils may, for problems involving high wavenumbers or large time scales, be the dominant source of error. To remedy this, a variety of central difference schemes have been presented in the literature that preserves the dispersion relation of the governing equations. In this paper we have developed Summation-by-Parts operators that extend this dispersion relation preservation to stencils near interfaces, thus allowing for a much broader range of problems to be solved with high resolution while retaining stability and high order.

We have optimised the SBP operators by finding the stencil coefficients that minimise the largest dispersion error associated with the stencil near numerical interfaces. The problem of constructing such operators is quasi-convex and can therefore be solved using any standard convex optimisation package, typically in a matter of seconds.

Comparisons of an optimised and a non-optimised SBP operator of the same order has revealed that significant error reductions can be obtained for propagating solutions with high frequency content. Further comparisons with a higher order operator has shown that maximising the formal order of accuracy with respect to the bandwidth of the stencil is inferior to minimising the dispersion error, both for problems involving high frequencies and for long time simulations. This is expressed partly in terms of a severe underestimation of the wavespeed of high frequency waves, and partly in terms of reflections at numerical interfaces. Both these effects are significantly reduced when the dispersion error is minimised.

Similar improvements are seen for non-linear systems of equations as has been demonstrated by solving the Euler vortex problem. A careful tuning
Figure 7: Kinetic energy rate for the purely periodic and the interface problems using $64^3$ grid points.
Figure 8: Kinetic energy evolution for the purely periodic and the interface problems using $128^3$ grid points.
Figure 9: Kinetic energy rate for the purely periodic and the interface problems using $128^3$ grid points.
of the wavenumber domain over which the SBP operator is optimised has significant impact on the resulting quality of the scheme. In this paper we have not attempted to find the perfect tuning for a given problem. Rather, it has been demonstrated that even with limited knowledge of the solution to the problem at hand, improvements can be made.

Finally, by solving the Taylor-Green vortex it has been demonstrated that an optimised SBP operator gives improved performance for an underresolved solution as compared to higher order SBP operators. For a better resolved solution the SBP operators show excellent agreement with data obtained on a much finer grid, even in the presence of artificial interfaces. This suggests that optimised SBP operators are promising tools for turbulence simulations governed by initial boundary value problems with a physical geometry. Further research into this approach will be the topic of a future paper.
Appendix A. Stencil coefficients

**SBP(4,0,8)**

<table>
<thead>
<tr>
<th></th>
<th>$Q$ interior</th>
<th>$Q$ boundary</th>
<th>$P$ boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>0.8000000000000000</td>
<td>$q_{12}$ = 0.659635717828799</td>
<td>$p_1$ = 0.294890676177879</td>
</tr>
<tr>
<td>$a_2$</td>
<td>-0.2000000000000000</td>
<td>$q_{13}$ = 0.003636792564243</td>
<td>$p_2$ = 1.525720623897707</td>
</tr>
<tr>
<td>$a_3$</td>
<td>0.038095238095238</td>
<td>$q_{14}$ = -0.251896871981815</td>
<td>$p_3$ = 0.257452876984127</td>
</tr>
<tr>
<td>$a_4$</td>
<td>-0.003571428571429</td>
<td>$q_{15}$ = 0.019621480536656</td>
<td>$p_4$ = 1.798113701499118</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{16}$ = 0.104823702050265</td>
<td>$p_5$ = 0.412708057760141</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{17}$ = -0.031813303755144</td>
<td>$p_6$ = 1.278484623015873</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{18}$ = -0.004007517243009</td>
<td>$p_7$ = 0.923295579805997</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{23}$ = 0.099349785052917</td>
<td>$p_8$ = 1.009333860859158</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{24}$ = 0.848982308201037</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{25}$ = -0.119397987397090</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{26}$ = -0.268311094576721</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{27}$ = 0.093867394179891</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{28}$ = 0.005145312368774</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{34}$ = -0.034454778439160</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{35}$ = 0.235388351521182</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{36}$ = -0.091354910714283</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{37}$ = -0.021532738095240</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{38}$ = 0.01490653344673</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{45}$ = 0.026881820436502</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{46}$ = 0.726309110449733</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{47}$ = -0.173035530570249</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{48}$ = -0.017524742535897</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{56}$ = 0.108057002314816</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{57}$ = 0.073037987764551</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{58}$ = -0.015029896410724</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{67}$ = 0.6490000000000000</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{68}$ = -0.104000000000000</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q_{78}$ = 0.7550000000000000</td>
<td></td>
</tr>
</tbody>
</table>
$$SBP(2,2,8,\pi/3)$$

<table>
<thead>
<tr>
<th></th>
<th>$Q_{\text{interior}}$</th>
<th>$Q_{\text{boundary}}$</th>
<th>$P_{\text{boundary}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>0.820909522170212</td>
<td>0.666853094480032</td>
<td>0.302148955111481</td>
</tr>
<tr>
<td>$a_2$</td>
<td>−0.221666309292960</td>
<td>0.076479756121075</td>
<td>1.517433450301689</td>
</tr>
<tr>
<td>$a_3$</td>
<td>0.047921361451327</td>
<td>−0.606965769217888</td>
<td>0.285932266776763</td>
</tr>
<tr>
<td>$a_4$</td>
<td>−0.005335246984568</td>
<td>0.50759415734931</td>
<td>1.555010218521753</td>
</tr>
</tbody>
</table>

$q_{12} = 0.666853094480032$, $p_{1} = 0.302148955111481$
$q_{13} = 0.076479756121075$, $p_{2} = 1.517433450301689$
$q_{14} = −0.606965769217888$, $p_{3} = 0.285932266776763$
$q_{15} = 0.50759415734931$, $p_{4} = 1.555010218521753$
$q_{16} = −0.112550043333316$, $p_{5} = 1.012284063361710$
$q_{17} = −0.055485611063658$, $p_{6} = 0.625467352483611$
$q_{18} = 0.024074415678823$, $p_{7} = 1.259534176052987$
$q_{19} = −0.124693288718265$, $p_{8} = 0.942189517390007$

$q_{21} = 1.849263324563050$, $q_{22} = −1.613862462196115$
$q_{23} = 0.650971333814076$, $q_{24} = −0.083403924642150$
$q_{25} = −0.011421888340565$, $q_{26} = −0.976617502001401$
$q_{27} = 2.003068861125611$, $q_{28} = −1.700521224095258$
$q_{29} = 0.799572166580460$, $q_{30} = −0.173715834206602$
$q_{31} = −0.828851116783346$, $q_{32} = 2.270511280380005$
$q_{33} = −1.645747376085641$, $q_{34} = 0.469767265832744$
$q_{35} = −1.016252629771842$, $q_{36} = 1.584810115859904$
$q_{37} = −0.495272799622414$, $q_{38} = 0.060442326278035$
$q_{39} = −0.010869723751127$, $q_{40} = 0.839267891753151$
\( SBP(2,2,8,\pi/4) \)

<table>
<thead>
<tr>
<th></th>
<th>( Q ) interior</th>
<th>( Q ) boundary</th>
<th>( P ) boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_1 )</td>
<td>0.811451277179843</td>
<td>0.679465245678552</td>
<td>p_1 = 0.296581113522658</td>
</tr>
<tr>
<td>( a_2 )</td>
<td>-0.211666768649060</td>
<td>0.00176459458303</td>
<td>p_2 = 1.53534093392630</td>
</tr>
<tr>
<td>( a_3 )</td>
<td>0.0432492042279990</td>
<td>-0.392310300389149</td>
<td>p_3 = 0.221534026295431</td>
</tr>
<tr>
<td>( a_4 )</td>
<td>-0.004466338180423</td>
<td>0.232266689200014</td>
<td>p_4 = 1.79915211644832</td>
</tr>
<tr>
<td>( a_5 )</td>
<td>0.128626661366619</td>
<td>0.019659817076277</td>
<td>p_5 = 0.51624323874563</td>
</tr>
<tr>
<td>( a_6 )</td>
<td>-0.049074085081484</td>
<td>-0.092310300389149</td>
<td>p_6 = 1.141033271700631</td>
</tr>
<tr>
<td>( a_7 )</td>
<td>0.008228034054787</td>
<td>0.066162567964600</td>
<td>p_7 = 0.993478415857231</td>
</tr>
<tr>
<td>( a_8 )</td>
<td>1.21113800475799</td>
<td>1.21113800475799</td>
<td>p_8 = 0.996636884408621</td>
</tr>
<tr>
<td>( a_9 )</td>
<td>-0.767513372759084</td>
<td>-0.767513372759084</td>
<td></td>
</tr>
<tr>
<td>( a_{10} )</td>
<td>0.168626661366619</td>
<td>0.168626661366619</td>
<td></td>
</tr>
<tr>
<td>( a_{11} )</td>
<td>-0.009065459824937</td>
<td>-0.009065459824937</td>
<td></td>
</tr>
<tr>
<td>( a_{12} )</td>
<td>0.00514104845556</td>
<td>0.00514104845556</td>
<td></td>
</tr>
<tr>
<td>( a_{13} )</td>
<td>-0.334131407937421</td>
<td>-0.334131407937421</td>
<td></td>
</tr>
<tr>
<td>( a_{14} )</td>
<td>1.039990296550362</td>
<td>1.039990296550362</td>
<td></td>
</tr>
<tr>
<td>( a_{15} )</td>
<td>-1.08259045262602</td>
<td>-1.08259045262602</td>
<td></td>
</tr>
<tr>
<td>( a_{16} )</td>
<td>0.569529224324106</td>
<td>0.569529224324106</td>
<td></td>
</tr>
<tr>
<td>( a_{17} )</td>
<td>-0.124870493251539</td>
<td>-0.124870493251539</td>
<td></td>
</tr>
<tr>
<td>( a_{18} )</td>
<td>-0.542258378810628</td>
<td>-0.542258378810628</td>
<td></td>
</tr>
<tr>
<td>( a_{19} )</td>
<td>1.991619348453728</td>
<td>1.991619348453728</td>
<td></td>
</tr>
<tr>
<td>( a_{20} )</td>
<td>-1.275762016480152</td>
<td>-1.275762016480152</td>
<td></td>
</tr>
<tr>
<td>( a_{21} )</td>
<td>0.316073138986282</td>
<td>0.316073138986282</td>
<td></td>
</tr>
<tr>
<td>( a_{22} )</td>
<td>-0.774889183302088</td>
<td>-0.774889183302088</td>
<td></td>
</tr>
<tr>
<td>( a_{23} )</td>
<td>1.080773345404086</td>
<td>1.080773345404086</td>
<td></td>
</tr>
<tr>
<td>( a_{24} )</td>
<td>-0.338932589740909</td>
<td>-0.338932589740909</td>
<td></td>
</tr>
<tr>
<td>( a_{25} )</td>
<td>0.271519526547804</td>
<td>0.271519526547804</td>
<td></td>
</tr>
<tr>
<td>( a_{26} )</td>
<td>0.012123798684562</td>
<td>0.012123798684562</td>
<td></td>
</tr>
<tr>
<td>( a_{27} )</td>
<td>0.760804437438917</td>
<td>0.760804437438917</td>
<td></td>
</tr>
</tbody>
</table>
\[ SBP(2,2,8,\pi/5) \]

<table>
<thead>
<tr>
<th></th>
<th>( Q ) boundary</th>
<th>( P ) boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_1 = 0.807235672490554 )</td>
<td>( q_{12} = 0.683506436949936 )</td>
<td>( p_1 = 0.291761568071648 )</td>
</tr>
<tr>
<td>( a_2 = -0.207319822897098 )</td>
<td>( q_{13} = -0.016152101742153 )</td>
<td>( p_2 = 1.550795938443194 )</td>
</tr>
<tr>
<td>( a_3 = 0.041292412484382 )</td>
<td>( q_{14} = -0.339640264604112 )</td>
<td>( p_3 = 0.195405133074178 )</td>
</tr>
<tr>
<td>( a_4 = -0.004118316037376 )</td>
<td>( q_{15} = 0.169425505438026 )</td>
<td>( p_4 = 1.854342465994353 )</td>
</tr>
<tr>
<td></td>
<td>( q_{16} = 0.042039342017331 )</td>
<td>( p_5 = 0.416310981822308 )</td>
</tr>
<tr>
<td></td>
<td>( q_{17} = -0.045833822992805 )</td>
<td>( p_6 = 1.2403625005906 )</td>
</tr>
<tr>
<td></td>
<td>( q_{18} = 0.006654904933774 )</td>
<td>( p_T = 0.945507074678904 )</td>
</tr>
<tr>
<td></td>
<td>( q_{23} = 0.108005729431270 )</td>
<td>( p_8 = 1.005514582909504 )</td>
</tr>
<tr>
<td></td>
<td>( q_{24} = 1.058157498959062 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( q_{25} = -0.547798738299096 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( q_{26} = 0.038651441341276 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( q_{27} = 0.027183809428483 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( q_{28} = -0.00693303911061 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( q_{34} = -0.166316390620692 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( q_{35} = 0.748109008346270 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( q_{36} = -0.844859975264650 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( q_{37} = 0.450223019291617 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( q_{38} = -0.095302034063430 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( q_{45} = -0.417045681155149 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( q_{46} = 1.83769143397837 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( q_{47} = -1.138707102062469 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( q_{48} = 0.270262192974036 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( q_{56} = -0.716888602274504 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( q_{57} = 0.984896332071665 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( q_{58} = -0.311199319429738 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( q_{67} = 0.294677620337268 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( q_{68} = 0.024781923013011 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( q_{78} = 0.742585582523849 )</td>
<td></td>
</tr>
</tbody>
</table>
\[ SBP(2,2,8,\pi/6) \]

<table>
<thead>
<tr>
<th></th>
<th>( Q ) interior</th>
<th>( Q ) boundary</th>
<th>( P ) boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_1 )</td>
<td>0.804989509277192</td>
<td>0.681384381988252</td>
<td>0.291395812496308</td>
</tr>
<tr>
<td>( a_2 )</td>
<td>-0.205029062952027</td>
<td>-0.01667937739872</td>
<td>1.548284078775699</td>
</tr>
<tr>
<td>( a_3 )</td>
<td>0.040278803413846</td>
<td>-0.324457050899116</td>
<td>0.204867037297317</td>
</tr>
<tr>
<td>( a_4 )</td>
<td>-0.003941948403669</td>
<td>0.149570620497385</td>
<td>1.850435857474567</td>
</tr>
<tr>
<td>( q_{12} )</td>
<td>0.049985710260463</td>
<td>0.047160294140409</td>
<td>0.400342146562983</td>
</tr>
<tr>
<td>( q_{13} )</td>
<td>0.007356010033639</td>
<td>0.00799770667177</td>
<td>1.262448131757165</td>
</tr>
<tr>
<td>( q_{14} )</td>
<td>0.116081617158064</td>
<td>0.11401721769191</td>
<td>1.007036748687995</td>
</tr>
<tr>
<td>( q_{15} )</td>
<td>0.729854624873002</td>
<td>0.376445716100022</td>
<td>0.284159545627782</td>
</tr>
<tr>
<td>( q_{16} )</td>
<td>-0.076435749056205</td>
<td>-0.076435749056205</td>
<td>0.035055287347147</td>
</tr>
<tr>
<td>( q_{17} )</td>
<td>-0.076435749056205</td>
<td>-0.076435749056205</td>
<td>0.735516122093385</td>
</tr>
</tbody>
</table>
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