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Abstract—We consider a target tracking problem where, in addition to the usual sensor measurements, accurate observations with uncertain timestamps are available. Such observations could, e.g., come from traces left by a target or from witnesses of an event, and have the potential in some scenarios to improve the accuracy of an estimate significantly. The Bayesian solution to the smoothing problem for one observation with uncertain timestamp is derived for a linear Gaussian state space model. The joint and marginal distributions of the states and uncertain time are derived, as well as the minimum mean squared error (MMSE) and maximum a posteriori (MAP) estimators. To attain an intuition for the problem in consideration a simple first-order example is presented and its posterior distributions and point estimators are compared and examined in some depth.

I. INTRODUCTION

We consider a seemingly novel formulation of the general target tracking problem with mixed measurements of the following kinds:

1) Usual position measurements with precise timestamps.
2) Observations that are fairly precise in position but come with a relatively large uncertainty in time.

To explain a specific case where this occurs, we start with an application to sprint orienteering. Fig. 1 illustrates the information that is available together with an estimated trajectory as presented in [1]. This kind of global positioning system (GPS) data is available for download from all major races. Also the map is available to download. Unfortunately, the time of stamping at each control is not saved to the server. Since we know that the runner was not disqualified, we have indirect information that the runner must have passed control number 11, just as all other controls. We also know that the controls are passed in ascending order, which gives a rough prior on the ordered list of uncertain timestamps. Clearly, the official track marked in red is unreliable, and this deficiency happens all the time for runners in city races, because of GPS multipath problems. Apparently, this limits the viewing experience of the on-line and off-line spectators.

A control is a kind of point of attraction that can be used in target tracking algorithms to force the trajectory to pass the control. However, classical theory does not cover this case where we have observations of the second kind above.

There are many other potential applications. In fact, our interest in this problem originally comes from an idea for fusion of radar and bullshit. In the project Smart Savannahs [2] we are developing tracking algorithms for following rhinos inside a sanctuary. This can be done with sensors of the first kind above, complemented with manual observations from the rangers. These rangers spend a considerable time on patrol, recording all indirect rhino sightings, including droppings, foot prints, rest places and browsing damages. These are all of the second kind above, and they are particularly useful in the labelling problem, i.e., which track belongs to which rhino.

Another application is in crime scene investigations. The place of the crime is often known precisely, but not the time, and witness statements often contain uncertainty in both time and place, while surveillance cameras are precise in time.

Parameter and state estimation in dynamical models with uncertain and stochastic timestamps is to our knowledge a less studied problem in literature. Sampling jitter is one exception, see for instance [3] where estimation problems are formulated based on parametric models mixed with prior distributions of the sampling times. However, this idea has seemingly not been explored in target tracking.

One attempt would be to consider the uncertain timestamps as latent variables and use for example the powerful expectation-maximization (EM) algorithm [4]. For instance, [5] discusses missing data in state space models, using the EM
algorithm, and this is further developed in e.g. [6] and [7]. Further, [8] discusses using the EM algorithm to estimate synchronization. The latter is related to timing issues, but still we have not found any related study to our problem formulation.

One can see observations of the second kind as out of sequence (OOS) measurements. As presented in literature, these have precise timestamps, but they are available at a time later than the actual measurement, and have to be processed in a smoothing framework similar to ours. General theory is developed in [9] and [10]. In this context, [11] discusses acceleration bias caused by synchronization issues between GPS and inertial measurement unit (IMU), which is further elaborated on in [12]. Further, [13] discusses time delays caused by propagation.

Our approach is based on extending the optimal Bayes filter to uncertain stochastic timestamps. Given a prior on the timestamps, the position posterior conditioned on observations of both the first and second kind is derived. This leads to a posterior that can be expressed as a Gaussian mixture, where the number of modes for each observation of the second kind equals the support of the timestamp prior expressed in basic sampling intervals. Depending on the model, a Kalman filter (KF), extended Kalman filter (EKF) or unscented Kalman filter (UKF) can be applied for each hypothesis of timestamp, and the final posterior is a weighted sum of Gaussian distributions, where each distribution needs a smoothing step similar to the OOS problem. The total number of modes increases exponentially with the number of observations of the second kind. Here, there is an abundance of methods for limiting the number of modes in a Gaussian mixture, see for instance [14]. However, in this contribution we limit the number of observations with uncertain timestamps to one, motivated by the fact that measurements of the second kind are quite sparse compared to the measurements of the first kind, and thus can be processed one at a time without too much loss of optimality.

The outline of the paper is as follows: An illustrative example is presented in Sec. II, providing an intuition for the problem. Sec. III generalizes the example to linear Gaussian state space models and discusses some objectives that might be of interest. Sec. IV and V proceed by deriving posterior distributions and point estimators, which are then computed in Sec. VI for the example in Sec. II. A discussion regarding the results is presented in Sec. VII and in Sec. VIII the paper is summarized and future work is proposed.

II. ILLUSTRATIVE EXAMPLE

Our tracking problem is most interesting in two- and three-dimensional spaces, where we want to force the estimated trajectory into the points of attractions defined by the observations of the second kind. However, the numerical example is preferably defined in one dimension, where the joint distribution of position and uncertain time can be plotted, as well as the position posterior as a function of time. We consider a trajectory that is measured to start at position 0 at time 0 and end in 1 at time 1. If we then are given the observation 0.5 with a flat prior on the time, we can of course argue that any physical quantity that starts at 0 and ends at 1 must pass 0.5, so this observation contains no information. This is not quite true, however, since the posterior distribution will be shown to narrow down in an interesting way. We will also consider the case of an observation 1.5, which can be seen as an illustration of what happens in the y-dimension in Fig. 1.

We define measurements and observations, respectively, in the following way:

1) \( y(t_k) \) are the usual measurements occurring at time \( t_k \) with an uncertainty \( N(0, R^y) \).
2) \( z \) is the observation taking place at the uncertain time \( \tilde{\tau} \) with prior \( p(\tilde{\tau}) \) and an (amplitude) uncertainty \( N(0, R^z) \).

In principle the problem can be solved in continuous time; however, as the involved integrals are difficult to compute even in the simplest of cases we choose to grid \( \tilde{\tau} \), effectively substituting the involved integrals with sums. This results in a discretized state space model, with sampling time \( T_s \), where the sample time ensures sufficient temporal resolution in \( \tilde{\tau} \).

The model for the illustrative example, after discretization with \( T_s = 1/N \) and \( \tilde{\tau} = T_s \tau \), is defined by

\[
\begin{align*}
x_k &= x_{k-1} + v_k, \\
v_k &\sim N(0, Q),
\end{align*}
\]

for \( k \in \{1, \ldots, N\} \) and

\[
\begin{align*}
y_j &= x_j + e^y_j, \\
e^y_j &\sim N(0, R^y)
\end{align*}
\]

where the two measurements of the first kind are \( y_1 \) and \( y_N \). The observation of the second kind is modelled as

\[
z = x_{\tau} + e^z, \\
e^z &\sim N(0, R^z)
\]

sampled at an uncertain time \( \tau \in \{1, \ldots, N\} \), where the prior on \( \tau \) is discretized as

\[
p(\tau) \propto p(\tilde{\tau} = T_s \tau).
\]

Our aim is to compute the posterior distribution of the position \( p(x_k|y_1, y_N, z) \). This distribution is given by the marginalization of the joint posterior distribution of \( x_k \) and \( \tau \),

\[
p(x_k|y_1, y_N, z) = \sum_{\tau=1}^{N} p(x_k|y_1, y_N, z) \]

\[
= \sum_{\tau=1}^{N} p(x_k|y_1, y_N, z, \tau)p(\tau|y_1, y_N, z),
\]

where the first factor is recognized as the smoothed posterior distribution of the position given the measured and observed positions and the uncertain time \( \tau \), which is readily obtained using a Kalman smoother [15] as \( p(x_k|y_1, y_N, z, \tau) = N(x_k|\hat{x}_k^\tau, P_k^\tau) \). The superscript \( \tau \) denotes that the quantity is conditioned on \( \tau \), as well as the measurements and observation. The second factor can be computed using Bayes’ theorem as

\[
w_\tau \triangleq p(\tau|y_1, y_N, z) \propto p(z|\tau, y_1, y_N)p(\tau|y_1, y_N)
\]

\[
= N(z|\hat{x}_k^\tau, P_k^\tau + R^z)p(\tau),
\]
where \( p(x_k|y_1,y_N) = \mathcal{N}(x_k|\hat{x}_k^y, P_k^y) \) is obtained using a Kalman smoother given only the measurements, see Sec. IV for details. The superscript \( y \) denotes a quantity conditioned only on the measurements with precise timestamps.

The posterior distribution in (3) therefore simplifies to the Gaussian mixture

\[
p(x_k|y_1,y_N,z) = \sum_{\tau=1}^{N} w_{\tau} \mathcal{N}(x_k|\hat{x}_k^\tau, P_k^\tau).
\]  

(5)

The minimum mean squared error (MMSE) estimate [16] and its approximate covariance, see Sec. V-A, are given by

\[
\hat{x}_k = \sum_{\tau=1}^{N} w_{\tau} \hat{x}_k^\tau \quad \text{and} \quad P_k = \sum_{\tau=1}^{N} w_{\tau} \left( P_k^\tau + (\hat{x}_k^\tau - \hat{x}_k)^2 \right).
\]  

(6)

Two scenarios are considered and outlined here, see Sec. VI-A for more details. In the first scenario the measured positions are \( y_i = 0 \) and \( y_N = 1 \), and the observation of the second kind is \( z = 0.5 \) and the time \( \tau \) is very uncertain, which is modelled as a flat prior distribution. The posterior distribution of the position is shown in Fig. 2. The MMSE estimate of the position given the measurements and observation, and its uncertainty, are shown in Fig. 3, together with the estimate given only the measured positions for comparison. It is clear that the uncertainty in the estimate decreases with the observed position, despite the uncertain time. Furthermore, the estimate tends towards the observation.

In the second scenario the measured positions are the same as before, but the observed position is \( z = 1.5 \) and, in addition, the timestamp is quite certain at about \( \hat{\tau} = 0.5 \), modelled as \( p(\hat{\tau}) = \mathcal{N}(\hat{\tau}|0.5,0.01) \). The posterior distribution and MMSE estimate are shown in Fig. 4 and 5, respectively.

III. PROBLEM DESCRIPTION

The example in Sec. II is a special case of a more general problem that could be nonlinear and include several observations with uncertain timestamps. In Sec. III-A the slightly more general linear Gaussian model is defined, still only with a single observation with uncertain timestamp. Some posterior distributions and point estimators related to the problem are discussed in Sec. III-B.

A. Model

Consider a linear state space model with independent additive Gaussian noise, discretized with sampling time \( T_s \) chosen to ensure sufficient temporal resolution,

\[
x_k = F_k x_{k-1} + v_k, \quad v_k \sim \mathcal{N}(0,Q_k)
\]  

(7a)

\[
y_j = H_j^y x_j + e_j^y, \quad e_j^y \sim \mathcal{N}(0,R_j^y)
\]  

(7b)

\[
z = H^z x_k + e^z, \quad e^z \sim \mathcal{N}(0,R^z)
\]  

(7c)

with prior distributions \( p(x_0) = \mathcal{N}(x_0|x_0, P_0) \) and \( p(\tau) \), defined as in (2), where

\[
x_k \in \mathbb{R}^n, \quad k \in \mathcal{K} \triangleq \{1,\ldots,N\}
\]  

(8a)

are the states and

\[
y_j \in \mathbb{R}^{m_y}, \quad j \in \mathcal{J} \subseteq \mathcal{K}, \quad \text{and} \quad z \in \mathbb{R}^{m_z}
\]  

(8b)

are measurements of the first kind with precise timestamps and observation of the second kind with uncertain timestamp, respectively, denoted measurements and observation in the sequel. The observation time is limited to the interval \( \tau \in \mathcal{K} \).
To simplify notation, \( \mathcal{X} \triangleq \{x_k\}_{k \in \mathcal{K}} \) and \( \mathcal{Y} \triangleq \{y_j\}_{j \in \mathcal{J}} \) will be used to denote the ordered sets of all states and measurements, respectively, where both will be treated as column vectors where applicable.

**B. Posterior Distributions and Point Estimators**

Given the model, measurements and observation, one is in general interested in estimating the states, the uncertain time

\[
\text{Fig. 5. The MMSE estimate and its uncertainty for the second scenario compared to the MMSE estimate given only measurements.}
\]

To simplify notation, \( \mathcal{X} \triangleq \{x_k\}_{k \in \mathcal{K}} \) and \( \mathcal{Y} \triangleq \{y_j\}_{j \in \mathcal{J}} \) will be used to denote the ordered sets of all states and measurements, respectively, where both will be treated as column vectors where applicable.

\[
\begin{align*}
\text{B. Posterior Distributions and Point Estimators} \\
\text{Given the model, measurements and observation, one is in} \\
\text{general interested in estimating the states, the uncertain time} \\
\text{or both. The following related posteriors are considered:} \\
&\quad \text{• the joint posterior of all states } p(\mathcal{X}|\mathcal{Y}, z); \\
&\quad \text{• the posterior of the states } p(x_k|\mathcal{Y}, z), \forall k \in \mathcal{K}; \\
&\quad \text{• the joint posterior of all states and the uncertain time} \\
&\quad \text{• the posterior of the uncertain time } p(\tau|\mathcal{Y}, z); \\
&\quad \text{• the partially maximized distribution } \max_{\mathcal{X}} p(\mathcal{X}, \tau|\mathcal{Y}, z) \\
&\text{of the uncertain time.}
\end{align*}
\]

Given the posterior distributions, common point estimators are the MMSE and maximum a posteriori (MAP) estimators [16], where the following are considered:

\[
\begin{align*}
&\quad \text{• the MMSE estimator of } p(\mathcal{X}|\mathcal{Y}, z); \\
&\quad \text{• the MMSE estimator of } p(x_k|\mathcal{Y}, z), \forall k \in \mathcal{K}; \\
&\quad \text{• the MAP estimator of } p(\mathcal{X}|\mathcal{Y}, z); \\
&\quad \text{• the MAP estimator of } p(x_k|\mathcal{Y}, z), \forall k \in \mathcal{K} \text{ as an approximation to the above estimator;} \\
&\quad \text{• the joint MAP (JMAP) estimator of } p(\mathcal{X}, \tau|\mathcal{Y}, z); \\
&\quad \text{• the MAP estimator of } p(\tau|\mathcal{Y}, z); \text{ and} \\
&\quad \text{• the MAP estimator of } \max_{\mathcal{X}} p(\mathcal{X}, \tau|\mathcal{Y}, z).
\end{align*}
\]

**IV. POSTERIOR DISTRIBUTIONS**

In this section the posterior distributions discussed in Sec. III-B are derived for the model in Sec. III-A.

The joint posterior distribution of all states is given by marginalization as

\[
P(\mathcal{X}|\mathcal{Y}, z) = \sum_{\tau \in \mathcal{K}} p(\mathcal{X}, \tau|\mathcal{Y}, z), \quad (9)
\]

where the joint posterior of all states and the uncertain time can be computed up to a constant factor using Bayes’ theorem and the independence assumption as

\[
P(\mathcal{X}, \tau|\mathcal{Y}, z) \propto p(\tau)p(\mathcal{X}_0)p(z|x_{\tau}, \tau)
\times \prod_{j \in \mathcal{J}} p(y_j|x_j) \prod_{k \in \mathcal{K}} p(x_k|x_{k-1})
= p(\tau)N(x_0|x_0, P_0)N(z|H^T x_{\tau}, R_\tau)
\times \prod_{j \in \mathcal{J}} N(y_j|H^T y_j, R_j)
\times \prod_{k \in \mathcal{K}} N(x_k|F_k x_{k-1}, Q_k)
\propto p(\tau) \exp \left[-\frac{1}{2} \left( \|z - H^T x_{\tau}\|_R^2 + \sum_{j \in \mathcal{J}} \|y_j - H^T y_j\|_R^2 + \sum_{k \in \mathcal{K}} \|x_k - F_k x_{k-1}\|_{Q_k} \right) \right], \quad (10)
\]

where \( \|b\|_A^2 = b^T A^{-1} b \) is the Mahalanobis distance. Alternatively, (10) can be factorized as

\[
P(\mathcal{X}, \tau|\mathcal{Y}, z) = p(\mathcal{X}|\tau, \mathcal{Y}, z)p(\tau|\mathcal{Y}, z). \quad (11)
\]

For the model in (7) the first distribution is Gaussian, which can be obtained using weighted least squares [17] as

\[
P(\mathcal{X}|\tau, \mathcal{Y}, z) = N(\hat{x}^\tau, P^\tau). \quad (12)
\]

The posterior of \( \tau \) in (11) can be computed using Bayes’ theorem and marginalization as

\[
w_\tau \triangleq p(\tau|\mathcal{Y}, z) \propto p(\tau)p(z|\tau, \mathcal{Y})
= p(\tau) \int_{x_\tau} p(z|x_\tau, \tau)p(x_\tau|\mathcal{Y}) dx_\tau. \quad (13)
\]

In (13) the first factor in the integrand is given by (7c) and the second factor is the smoothed posterior of the state given only measurements with precise timestamps, which is a Gaussian distribution, \( N(x_\tau|\hat{x}_\tau^\tau, P_\tau^\tau) \), that can be computed efficiently using the Rauch-Tung-Striebel smoother [15] or the Forward-Backward smoother [18]. Evaluating the integral in (13) results in

\[
w_\tau \propto p(\tau) \int_{x_\tau} N(z|H^T x_\tau, R_\tau) N(x_\tau|\hat{x}_\tau^\tau, P_\tau^\tau) dx_\tau
= p(\tau)N(z|H^T \hat{x}_\tau^\tau, H^T P_\tau^\tau H + R_\tau)
= p(\tau)N(z|\hat{z}_\tau, S_\tau) \quad (14)
\]

and combining (9), (11), (12) and (14) results in the Gaussian mixture

\[
P(\mathcal{X}|\mathcal{Y}, z) = \sum_{\tau \in \mathcal{K}} w_\tau N(\mathcal{X}|\hat{x}_\tau^\tau, P_\tau^\tau). \quad (15)
\]

Similarly, the marginalization of the posterior in (15) can be derived as

\[
P(x_k|\mathcal{Y}, z) = \sum_{\tau \in \mathcal{K}} w_\tau N(x_k|x_k^\tau, P_k^\tau), \quad (16)
\]
where \(N(x_k | \hat{x}_k^T, P_k^T)\) is the smoothed posterior of the state conditional on \(\tau\).

V. POINT ESTIMATORS

In many situations one is interested in point estimates for the posterior distributions in Sec. IV, e.g. for presentation, where visualizing the posterior distribution often is difficult. Point estimators are straightforward for Gaussian distributions [16], because they are symmetric and unimodal. The posteriors derived in Sec. IV are Gaussian mixtures, that in general are neither symmetric nor unimodal, making obtaining point estimates more difficult. Two common options are the MMSE estimator and the MAP estimator, which are derived for the model in (7).

A. Minimum Mean Squared Estimator

The MMSE estimator, derived in [16], of the posterior \(p(\mathcal{X}|Y, z)\) in (15) is given by
\[
\hat{X}^{MMSE} = \arg \min_{\mathcal{X}} E_{\mathcal{X}|Y, z}[(\hat{X} - \mathcal{X})^T(\hat{X} - \mathcal{X})]
= E_{\mathcal{X}|Y, z}[\mathcal{X}] = \sum_{\tau \in \mathcal{K}} w_\tau \hat{X}_\tau^T,
\]
which also minimizes the mean squared error (MSE) for each component, resulting in an identical MMSE estimator for the marginalized posterior for each state, \(p(x_k|Y, z)\).

The classical MSE is
\[
P^{MMSE} = \sum_{\tau \in \mathcal{K}} w_\tau (P^\tau)
+ (\hat{X}^{MMSE} - \hat{X}^{MMSE})(\hat{X}^{MMSE} - \hat{X}^{MMSE})^T,
\]
which is an approximate estimate of the performance of the estimator. Note that this is the classical MSE, as described in [16], rather than the Bayesian MSE, which is more complicated to compute due to the additional expectation with respect to the measurements and observation.

B. Maximum A Posteriori Estimator

The MAP estimator, derived in [16], of the joint posterior of all states, \(p(\mathcal{X}|Y, z)\), is given by
\[
\hat{X}^{MAP} = \arg \max_{\mathcal{X}} p(\mathcal{X}|Y, z)
= \arg \max_{\mathcal{X}} \sum_{\tau \in \mathcal{K}} p(\mathcal{X}, \tau|Y, z),
\]
where \(p(\mathcal{X}, \tau|Y, z)\) is preferably computed using (10) to avoid computing the smoothed joint posterior of all states conditional on all \(\tau\). Even for the model in Sec. III-A it is often difficult to maximize (19) considering the high dimensionality and that Gaussian mixtures in general have multiple local maxima.

An approximation is to assume independence between the states and compute the MAP estimate of \(p(x_k|Y, z)\) in (16) for each state separately,
\[
\hat{x}_k^{MAP} = \arg \max_{x_k} p(x_k|Y, z)
= \arg \max_{x_k} \sum_{\tau \in \mathcal{K}} w_\tau N(x_k | \hat{x}_k^T, p_k^T).
\]

Maximization of a Gaussian mixture is still required, but the dimensionality is significantly reduced.

To estimate the uncertain times, the MAP estimate of (14) can be computed as
\[
\hat{x}_\tau^{MAP} = \arg \max_{x_\tau} p(\tau)N(z_\tau, S_\tau)
= \arg \max_{\tau} \{2 \ln p(\tau) - ||z - \tilde{z}_\tau||_S^{-2} - \ln |S_\tau|\},
\]
where the monotonically increasing property of logarithms is used in the second equality.

C. Joint Maximum A Posteriori Estimate

The JMAP estimator of the joint posterior distribution \(p(\mathcal{X}, \tau|Y, z)\) is given by
\[
\{\hat{X}^{JMAP}, \hat{\tau}^{JMAP}\} = \arg \max_{\mathcal{X}, \tau} p(\mathcal{X}, \tau|Y, z)
= \arg \max_{\mathcal{X}, \tau} p(\mathcal{X}|\tau, Y, z)p(\tau|Y, z)
= \arg \max_{\mathcal{X}, \tau} w_\tau N(\mathcal{X}|\hat{X}_\tau^T, P^\tau),
\]
where (11)–(13) are used, which further reduces to
\[
\hat{x}_\tau^{JMAP} = \arg \max_{\tau} \{\ln p(\tau) - \ln \text{det}(S_\tau)\}
+ \ln \text{det}(P^\tau)
= \arg \max_{\tau} \{\ln p(\tau) - \ln \text{det}(S_\tau)\}
+ \ln \text{det}(P^\tau),
\]
where Proposition 1 and (14) are used. Note that the function no longer depends on the joint covariance of all states, only the covariance of each state.

\textbf{Proposition 1.} Given a joint posterior distribution \(p(\mathcal{X}|Y)\) of a linear Gaussian state space model described by (7), where \(P = \text{cov}(\mathcal{X}|Y)\), \(P_k = \text{cov}(x_k|Y)\) and \(P^\tau\) and \(R^\tau\) are nonsingular, the determinant of \(P^\tau = \text{cov}(\mathcal{X}|Y, z, \tau)\) is given by
\[
|P^\tau| = |P||R^2||R^\tau + H^T P_{\tau}(H^T)^{-1}|^{-1}.
\]

\textbf{Proof.} Let the observation be \(z = H^T x_\tau + e^z = H^T x + e^z\), then
\[
|P^\tau|^{-1} = |P^{-1} + (H^T)^2(R^z)^{-1}H^z|^{-1}
= |P^{-1} + (H^T)^2(R^z)^{-1}H^z|^{-1}
= |P^{-1} + R^z|^{-1}R^\tau + H^T P_{\tau}(H^T)^{-1}R^\tau|^{-1}.
\]
where Millman’s formula [19] was used in the first equality and Sylvester’s identity [20] in the third equality, concluding the proof. \(\Box\)
VI. Results

Two different scenarios are defined in Sec. VI-A and their posterior distributions and point estimators are presented in Sec. VI-B and VI-C.

A. Model

To illustrate the problem, the model described in Sec. II is assumed with the resolution $N = 600$ and $T = 1/N$, the noise covariances $Q = 1.67/N$, $R^0 = 0.01$ and $R^2 = 0.01$, the position prior $x_0 = 0$ and $P_0 = 10^3$, and the measurements $y_1 = 0$ and $y_N = 1$. Two different settings are considered and compared with the following parameters:

1) $z = 0.5$ and $p(\hat{\tau}) = 1$.
2) $z = 1.5$ and $p(\hat{\tau}) = N(0.5, 0.01)$.

The priors $p(\hat{\tau})$ are discretized using (2).

B. Posterior Distributions

The marginal posterior distribution $p(\hat{x}_k|y_1, y_N, z)$ is shown in Fig. 2 and 4 for the first and second scenario respectively and the distributions $\max_{X} p(\hat{X}, \tau|y_1, y_N, z)$, $p(\tau|y_1, y_N, z)$ and $p(\tau)$ are shown in Fig. 6 and 7.

C. Point Estimators

The MMSE estimate is shown in Fig. 3 and 5 for the first and second scenario, respectively, together with the uncertainty and the estimate using only measurements with precise time-stamps.

The MAP estimates of $p(\hat{x}_k|y_1, y_N, z)$ and $p(\hat{x}_k|y_1, y_N, z)$ are shown in Fig. 8 and 9 together with the credible interval for $p(\hat{x}_k|y_1, y_N, z)$. The estimates are computed using the quasi-Newton numerical optimization method [21] on (9), using (10), and (16), respectively, without a guarantee on convergence to the global maximum.

The joint MAP estimates $\hat{x}^{JMAP}$ are shown in Fig. 10 and 11 together with the uncertainty of the state estimate given that the estimated uncertain time is correct, i.e., the uncertainty in time is disregarded, resulting in an underestimated credibility interval. The estimated uncertain times $\hat{x}^{JMAP}$ are 0.5 and 0.52, respectively.

VII. Discussion

The posterior distributions for the scenarios in Sec. VI are examined and discussed in Sec. VII-A. Advantages and disadvantages of the different point estimators are discussed in Sec. VII-B and the resulting estimates for the two scenarios are compared in Sec. VII-C.

A. Posterior Distributions

Assuming noise-free measurements and observation, and a continuous underlying system, the intermediate value theorem [22] for the first model already gives the information that $x(\hat{\tau}) = z$ for some continuous $\hat{\tau}$, so at a first glance the observation does not seem to add any new information. However, since $\tau$ is random, the state is more likely to be in the vicinity of the observation, explaining the shape of the posterior distribution in Fig. 2. For the second model in Fig. 4 the prior is more informative and the observation is
often, the reason for using the MAP estimator over the MMSE estimator is that it is cheaper to compute since it avoids an expensive integration over the states, but this is not the case for the Gaussian distribution, as well as for Gaussian mixtures, where this integration is analytical. Both the MAP and MMSE estimators, on the other hand, require a summation over all possible τ, for which the complexity increases exponentially with the number of observations with uncertain timestamps. However, this is not a problem for the joint MAP estimator, which lends itself more easily to be computed using efficient methods, e.g., expectation-maximization [23] or stochastic methods [24].

Another disadvantage of the MAP estimator is that it requires numerical optimization methods for Gaussian mixtures. In the case of \( p(\mathbf{x}|y_1, y_N, \mathbf{z}) \) the dimension increases with decreased sampling time \( T_s \), which in general is chosen small for good resolution, and already the simple model considered in Sec. II is difficult. As an alternative, the posterior distribution of each state can be maximized, resulting in multiple low-dimensional optimization problems, but as can be seen in Fig. 8 and 9 and as is argued in [16] the estimators do not produce the same result. The reason for this is that the cross-covariances are ignored. Another issue is that Gaussian mixtures in general are multimodal and it might be difficult to find optimization methods that guarantee finding the global optimum.

C. Comparison of Point Estimates

The effects of including an observation with uncertain timestamp is most visible for the first scenario. Since the observation coincides with the previous trajectory, i.e., the estimate given only the measurements with precise timestamps, the joint MAP estimator in Fig. 10 will estimate \( \tau \) at the time of coincidence and result in the same trajectory. The uncertainty is underestimated because it disregards the uncertainty in time. The MMSE estimator in Fig. 3 produces a trajectory that slightly tends towards the observation compared to the previous trajectory. The reason for this behaviour can be found
in Fig. 6 where most weights, given by \( p(\tau|y_1, y_N, z) \), are seen to be similar except near the measurements with precise timestamps. The trajectory for each weight passes near the observation at its corresponding time, attracting the weighted average of the trajectories in the MMSE estimate towards it. It should also be noted that the uncertainty for the estimate reduces over the previous trajectory.

This behaviour is even more pronounced for the MAP estimators in Fig. 8. For the MAP estimator of \( p(x_k|y_1, y_N, z) \), this can intuitively be understood by realizing that at each time within the region of similar weights in Fig. 6 the heights of the peaks will be approximately proportional to the inverse of the covariance, and the smallest covariance is given by the Gaussian where the observation was used to update the posterior at the current time. This will attract the trajectory even more towards the observation than the MMSE estimate. Although harder to visualize, due to the high dimension, a similar intuition applies to the MAP estimator for \( p(\mathbf{x}|y_1, y_N, z) \). The MAP estimate of \( p(\mathbf{x}|y_1, y_N, z) \) is also smoother than the MAP estimate of \( p(x_k|y_1, y_N, z) \), which can be explained by the discarded cross-covariances in the latter. The credible interval of \( p(x_k|y_1, y_N, z) \) also improves significantly over the previous trajectory.

For the second scenario the estimates are drastically different since the observation does not coincide with the previous trajectory. The other difference compared to the first scenario is that the prior \( p(\mathbf{\hat{x}}) \) is no longer flat, see Fig. 7, giving much more influence to trajectories corresponding to the peaked region. The joint MAP estimator in Fig. 11 produces the trajectory that corresponds to the maximum of \( p(\mathbf{x}, \tau|y_1, y_N, z) \), and as before, the MMSE estimate in Fig. 5 is a weighted average of trajectories, thus not reaching all the way to the observation. The MAP estimates \( p(x_k|y_1, y_N, z) \) and \( p(\mathbf{x}|y_1, y_N, z) \) tend even more to the observation, explained with similar intuition as for the first scenario.

VIII. SUMMARY AND FUTURE WORK

In this paper the problem of an observation with uncertain timestamp has been considered and a simple one-dimensional example has been examined to attain intuition for its effects. Posterior distributions for the states and the uncertain time have been derived as well as some point estimators for a conditionally linear Gaussian state space model.

The implications for several observations with uncertain timestamp need to be investigated further, especially methods for handling the exponentially increasing computational cost. There has been much research into the similar problem of jump Markov linear systems that most likely will apply directly. The similar problems of filtering and prediction would also be interesting to investigate, as well as the extension to multidimensional and nonlinear models.
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