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Abstract

In model predictive control (MPC), an optimization problem is solved at each
time step, in which the system dynamics and constraints can directly be taken
into account. The MPC concept can be further extended to the control of hybrid
systems, where a part of the state and control variables has a discrete set of val-
ues. When applying MPC to linear hybrid systems with performance measures
based on the 1-norm or the∞-norm, the resulting optimal control problem can be
formulated as a mixed-integer linear program (MILP), while the optimal control
problem with a quadratic performance measure can be cast as a mixed-integer
quadratic program (MIQP). An efficient method to solve these non-convex MILP
and MIQP problems is branch and bound (B&B) which relies on solving convex
relaxations of the problem ordered in a binary search tree. For the safe and reli-
able real-time operation of hybrid MPC, it is desirable to have a priori guarantees
on the worst-case complexity such that the computational requirements of the
problem do not exceed the time and hardware capabilities.

Motivated by this need, this thesis aims to certify the computational complex-
ity of standard B&B methods for solving MILPs and MIQPs in terms of, e.g., the
size of the search tree or the number of linear systems of equations (iterations)
that are needed to be solved online to compute optimal solution. In particular,
this knowledge enables us to compute relevant worst-case complexity bounds
for the B&B-based MILP and MIQP solvers, which has significant importance
in, e.g., real-time hybrid MPC where hard real-time requirements have to be ful-
filled. The applicability of the proposed certification method is further extended
to suboptimal B&B methods for solving MILPs, where the computational effort is
reduced by relaxing the requirement to find a globally optimal solution to instead
finding a suboptimal solution, considering three different suboptimal strategies.
Finally, the proposed framework is extended to the cases where the performance
of B&B is enhanced by considering three common start heuristic methods that
can help to find good feasible solutions early in the B&B search process.
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Populärvetenskaplig sammanfattning

I modellprediktiv reglering (MPC) löses ett optimeringsproblem i varje tidssteg,
där systemets dynamik och begränsningar direkt kan tas med i beräkningen. Det-
ta ramverk kan utökas till hybrida system där en del av tillstånden och styrsig-
nalerna har en diskret uppsättning värden. När man använder prestandamått
baserade på 1-normen eller ∞-normen kan det resulterande optimala styrpro-
blemet formuleras som ett linjärt program med både kontinuerliga och binära
variabler (MILP), medan reglerproblem med kvadratisk kostnadsfunktion för hy-
brida system kan formuleras på formen mixed-integer quadratic programming
(MIQP), där både MILP och MIQP är icke-konvexa. En effektiv metod för att lösa
dessa problem är branch and bound (B&B) som bygger på att lösa en sekvens av
konvexa relaxeringar av problemet ordnade i ett binärt sökträd. För säker och
pålitlig realtidsoperation av hybrid MPC är det önskvärt att ha garantier för värs-
ta tänkbara beräkningskomplexitet så att beräkningskraven för problemet inte
överstiger tiden och hårdvarukapaciteten.

Denna avhandling syftar till att certifiera beräkningskomplexiteten hos B&B-
algoritmer för att lösa problem av MILP- och MIQP-typ. Fokus i avhandlingen är
komplexitet i termer av storleken på sökträdet eller antalet linjära ekvationssy-
stem (LP/QP-iterationer) som måste lösas online för att hitta ett optimum som
en funktion av parametern. Denna kunskap gör det möjligt för oss att beräkna
relevanta komplexitetsgränser för det värsta fallet för B&B-baserade MILP- och
MIQP-lösare, vilket är av stor betydelse för realtids-MPC för hybrida system. Vi-
dare visas hur användbarheten av den föreslagna certifieringsmetoden kan utö-
kas till suboptimala B&B-algoritmer där beräkningsbördan minskas genom att
lätta på kravet att hitta en globalt optimal lösning för att istället hitta en subop-
timal lösning, där tre olika suboptimala strategier studeras. Slutligen utvidgas
det föreslagna ramverket ytterligare till de fall där prestanda för B&B-metoder
förbättras genom att använda olika heuristiska metoder som hjälper till att t.ex.
hitta bra tillåtna lösningar tidigt i sökträdet.
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Some sets

Notation Meaning

N1:m Set of positive integers up to m
R Set of real numbers

Rm×n Set of real m × n matrices
Sn+ Set of real n × n positive semi-definite matrices
Sn++ Set of real n × n positive definite matrices
{0, 1}n Set of vectors with n binary components

Operators

Notation Meaning

ai The ith row of matrix A
AW The rows of matrix A ∈ Rm×n indexed byW ⊂ N1:m

0 A matrix, or a vector, with all elements equal to zero
{Di}ni=1 A sequence of n elements ({Di}ni=1 = {D1, . . . ,Dn})
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1
Introduction

1.1 Background and motivation

Optimal control brings the fields of optimization and automatic control together
to create a framework for computing optimal control inputs to the system under
control. A popular variant of optimal control is model predictive control (MPC)
which has had a significant influence on the industry. A reason that MPC has
proven successful is that it can easily handle the control of multi-variable systems
while considering constraints on both control inputs and system states. MPC
involves solving an optimal control problem posed as an optimization problem
at each sampling time to determine the next control input.

A model of the system under control is used in MPC to predict the future
behavior of a system. The mathematical model of a dynamical system is usually
stated using differential or difference equations, which typically arise from the
physical laws governing the system’s dynamics. Therefore, most control theo-
ries and tools deal with models that describe the evolution of real-valued signals.
However, in many applications, the system to be controlled includes not only
real-valued signals but also discrete-valued signals that derive from, e.g., on/off
conditions and Boolean relations. Such systems are called hybrid systems, where
continuous and discrete dynamics interact in a common framework.

There has been a growing interest in hybrid systems within the computer sci-
ence and control communities. The interest is motivated by the recent techno-
logical development in, for example, the control of discrete event systems and
embedded systems that also include a logical decision-making device within a
physical process.

When MPC is applied to the control of hybrid systems, the optimization prob-
lem to be solved is mixed-integer, containing both real-valued and binary-valued
decision variables. The discontinuous nature of these problems poses extra chal-
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4 1 Introduction

lenges in solving those compared to systems with just real-valued signals, high-
lighting the need for efficient optimization routines to solve such problems. Hy-
brid MPC can also be implemented in embedded hardware, where the optimal
control problem is used in making real-time decisions over a limited time frame
and/or memory. Hence, optimization problems need to be solved faster and with
limited memory and computational resources. The complexity of solving such
optimization problems may significantly vary at each time instance since these
problems are dependent on the current state of the system that changes over
time. It is, therefore, critical to ensure that the computing resources available are
sufficient to solve the optimization problems within the time constraints before
employing the solver. This motivates the idea behind the research presented in
this thesis, which is to provide a priori guarantees that the solver used is capa-
ble of solving all possible (mixed-integer) optimization problems that may arise
online within the limited time frame and memory for the application in question.

Based on the chosen performance measure, such optimization problem can
take the form of a mixed-integer linear or quadratic program (MILP/MIQP). The
most commonly used technique to solve these problems is branch and bound
(B&B). The aim in this thesis is to provide worst-case bounds on the computa-
tional complexity of B&B methods for solving all possible optimization problems
that can be encountered online. The complexity measure can be chosen as the
total number of B&B nodes, iterations, or even the number of floating-point oper-
ations. The proposed certification methods additionally provide precise insights
into the performance of the B&B method considered for the set of problems to
be solved. A by-product of the proposed certification framework is solutions to
multi-parametric MILPs and multi-parametric MIQPs that are computed offline
for all parameters taken from a polyhedral parameter set.

1.2 Thesis outline

This thesis is divided into two parts, where Part I contains background material
and Part II consists of the published papers.

Part I - Background

The first part of this thesis presents optimization preliminaries and relevant the-
oretical background material, including convex and mixed-integer optimization,
mixed-integer linear and quadratic programming, B&B methods, and model pre-
dictive control for hybrid systems. The main purpose of this part is to provide
theoretical foundations for the publications presented in Part II.

Part II - Publications

The second part of this thesis contains the publications listed below. A summary
of the publications and the author’s contribution to each one is given here.

Paper A: Overall Complexity Certification of a Standard Branch and Bound
Method for Mixed-Integer Quadratic Programming
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Paper A is an edited version of:

Shamisa Shoja, Daniel Arnström, and Daniel Axehill. Overall com-
plexity certification of a standard branch and bound method for mixed-
integer quadratic programming. In Proceedings of 2022 American
Control Conference (ACC), pages 4957–4964, 2022. doi: 10.23919/
ACC53348.2022.9867176.

Summary: Paper A presents a method to certify the computational complex-
ity of a standard B&B method for solving MIQP problems defined as instances of
a multi-parametric MIQP. Beyond previous work, not only the size of the binary
search tree is considered, but also the exact complexity of solving the relaxations
in the nodes by using recent results from exact complexity certification of active-
set QP methods. With the algorithm proposed in this paper, a total worst-case
number of QP iterations to be performed in order to solve the MIQP problem
can be determined as a function of the parameter in the problem. An important
application of the proposed method is MPC for hybrid systems, which can be for-
mulated as an MIQP problem that has to be solved in real-time. The usefulness
of the proposed method is successfully illustrated in numerical examples.

Background and contribution: The main idea of this work was conceived by
Daniel Axehill. The author of this thesis contributed with the majority of the
work including theoretical derivations, implementations, evaluations, and writ-
ing the manuscript. Daniel Ar. contributed in refining the idea and developing
the theoretical derivations in the paper. Daniel Ax. and Daniel Ar. contributed
with technical discussions, assisted in the development of the theoretical deriva-
tions, and reviewed the manuscript.

Paper B: Exact Complexity Certification of a Standard Branch and Bound Method
for Mixed-Integer Linear Programming

Paper B is an edited version of:

Shamisa Shoja, Daniel Arnström, and Daniel Axehill. Exact complex-
ity certification of a standard branch and bound method for mixed-
integer linear programming. In Proceedings of the 61st IEEE Con-
ference on Decision and Control (CDC), pages 6298–6305, 2022. doi:
10.1109/CDC51059.2022.9992451.

Summary: In Paper B, we present an algorithm to exactly certify the com-
putational complexity of a standard B&B-based MILP solver. By the proposed
method, guarantees on worst-case complexity bounds, e.g., the worst-case itera-
tions or size of the B&B tree, are provided. This knowledge is a fundamental re-
quirement for the implementation of MPC in a real-time system. Different node
selection strategies, including best-first, are considered when certifying the com-
plexity of the B&B method. Furthermore, the proposed certification algorithm is
extended to consider the warm-starting of the inner solver in B&B.

Background and contribution: The idea of this work evolved after a discus-
sion between the author of this thesis, Daniel Arnström, and Daniel Axehill. The
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author of this thesis contributed with the majority of the work including the-
oretical derivations, implementations, evaluations, and writing the manuscript.
Daniel Ar. contributed in particular in the basisRecovery procedure. Daniel
Ax. and Daniel Ar. contributed with technical discussions, helped in refining the
idea, and reviewed the manuscript.

Paper C: Exact Complexity Certification of Suboptimal Branch-and-Bound Al-
gorithms for Mixed-Integer Linear Programming

Paper C is an edited version of:

Shamisa Shoja and Daniel Axehill. Exact complexity certification of
suboptimal branch-and-bound algorithms for mixed-integer linear pro-
gramming. Accepted at the 22nd IFAC World Congress, 2023.

Summary: In Paper C, we extend the result in Paper B to exactly certify the
computational complexity of standard suboptimal B&B algorithms for comput-
ing suboptimal solutions to MILP problems. Three well-known approaches for
suboptimal B&B are considered. This work shows that it is possible to exactly
certify the computational complexity also when these approaches are used. More-
over, it also enables to compute exact bounds on the level of suboptimality actu-
ally to be obtained online, also for methods previously without any such guaran-
tees. It additionally provides a novel deeper insight into how these strategies af-
fect the performance of the B&B algorithm in terms of the required computation
time and memory storage. The exact bounds on the online worst-case computa-
tional complexity (e.g., the accumulated number of LP solver iterations or size
of the B&B tree) and the worst-case suboptimality computed with the proposed
method are very relevant for real-time applications such as MPC for hybrid sys-
tems.

Background and contribution: This work was initiated through discussions
between the author of this thesis and Daniel Axehill. The idea was to extend and
tailor the work in Paper B to also certify the B&B-based MILP solvers when find-
ing suboptimal solutions. The author of this thesis contributed with the majority
of the work including theoretical derivations, implementations, evaluations, and
writing the manuscript. Daniel Ax. contributed with technical discussions and
reviewed the manuscript.

Paper D: Exact Complexity Certification of Start Heuristics in Branch-and-
Bound Methods for Mixed-Integer Linear Programming

Paper D is an edited version of:

Shamisa Shoja and Daniel Axehill. Exact complexity certification of
start heuristics in branch-and-bound methods for mixed-integer lin-
ear programming. Submitted to the 62nd IEEE Conference on Deci-
sion and Control (CDC), 2023.

Summary: To enhance the performance of B&B, start heuristic methods are
often applied to find good feasible solutions early in the B&B search tree, hence,
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reducing the overall effort in B&B to find optimal solutions. In Paper D, we ex-
tend the complexity certification framework for B&B-based MILP solvers in Pa-
per B to also certify the computational complexity of the start heuristics and their
integration into B&B. As a result, the exact worst-case computational complexity
of the three considered start heuristics and, consequently, the B&B method when
applying each one can be determined offline, which is of significant importance
for real-time applications such as hybrid MPC.

Background and contribution: This work was initiated through discussions
between the author of this thesis and Daniel Axehill. The idea was to tailor the
proposed certification framework in Paper B for more efficient B&B-based MILP
solvers. The author of this thesis contributed with the majority of the work in-
cluding theoretical derivations, implementations, evaluations, and writing the
manuscript. Daniel Ax. contributed with technical discussions and reviewed the
manuscript.





2
Convex Optimization

Optimization algorithms are the foundation for computing solutions to optimal
control problems. This chapter contains a brief overview of the field and intro-
duces some of the most important concepts in the area. The content of the chap-
ter is inspired by [21] and [49], which are comprehensive references to convex
optimization.

2.1 Basics of optimization

A general optimization problem can be written as

minimize
x

f (x) (2.1a)

subject to gi(x) ⩽ 0, i ∈ I , (2.1b)

hj (x) = 0, j ∈ E , (2.1c)

where x ∈ Rn is the optimization variable, f : Rn → R is the objective function,
gi : Rn → R, i ∈ I , represents the inequality constraint function, and hj : Rn → R,
j ∈ E, represents the equality constraint function. Here, I = {1, . . . , m} and E =
{1, . . . , p} are the index sets of inequality and equality constraints, respectively. If
I = E = ∅, the optimization problem (2.1) is unconstrained. The domain D ⊂ Rn

of the problem (2.1) is defined as the set of all points where the objective and
constraint functions are defined, i.e.,

D ≜ {x ∈ Rn : x ∈ domf , x ∈ domgi , i ∈ I , x ∈ domhj , j ∈ E}. (2.2)

The goal is to compute a solution x ∈ D to (2.1) that minimizes the cost func-
tion while belonging to the feasible set defined below.

9
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Definition 2.1 (Feasible set). The feasible set Ω of (2.1) is defined as the set of
points belonging to D that satisfies all the constraints, i.e.,

Ω≜ {x ∈ D : gi(x) ⩽ 0, i ∈ I , hj (x) = 0, j ∈ E}. (2.3)

A solution x∗ ∈ Ω to (2.1) with objective function value f ∗ = f (x∗) is called
optimal if there does not exist another solution with a smaller objective function
value, that is, if f (x∗) ⩽ f (x), ∀x ∈ Ω. The problem (2.1) is said to be infeasible if
Ω = ∅, and is unbounded if f ∗ = −∞. For the infeasible problem, f ∗ = +∞.

2.1.1 Convex optimization problems

An important class of optimization problems is convex optimization problems
that are useful in many areas, including automatic control. The following defini-
tions are required to introduce this class of optimization problems.

Definition 2.2 (Convex set). A set Ω is convex if for any x1, x2 ∈ Ω and any
α ∈ [0, 1], it holds that

αx1 + (1 − α)x2 ∈ Ω. (2.4)

Definition 2.3 (Convex function). A function f : Rn → R is convex if its domain
(domf ) is a convex set and for any x1, x2 ∈ domf and any α ∈ [0, 1], it holds that

f (αx1 + (1 − α)x2) ⩽ αf (x1) + (1 − α)f (x2). (2.5)

Definition 2.4 (Concave function). A function f : Rn → R is concave if −f is
convex.

The optimization problem of (2.1) is called a convex optimization problem if
the objective function f (x) and the inequality constraint functions gi(x), i ∈ I ,
are all convex and the equality constraint functions hj (x), j ∈ E, are affine, that is,
hj (x) = cTj x − dj , for some cj ∈ Rn and dj ∈ R. A fundamental property of convex
optimization problems is stated in the following theorem.

Theorem 2.5 (Optimizer of convex optimization problems). Consider a convex
optimization problem and let x∗ be a local optimal solution. Then, x∗ is also a
global optimal solution.

Proof: See [21], Section 4.2.

2.1.2 Lagrange duality

The idea in Lagrange duality is to augment the objective function in (2.1) with
the weighted sum of the constraint functions. The Lagrangian function L : Rn ×
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Rm × Rp → R with domL = D × Rm × Rp is defined as

L(x, λ, ν) = f (x) +
∑
i∈I

λigi(x) +
∑
j∈E

νjhj (x), (2.6)

where λ = [λ1, . . . , λm]T ∈ Rm and ν = [ν1, . . . , νp]T ∈ Rp are called Lagrange
multipliers (or dual variables) associated with the inequality constraints (2.1b)
and equality constraints (2.1c), respectively.

By minimizing the Lagrangian function with respect to the primal variables
for a given λ and ν, the Lagrange dual function L : Rn × Rm × Rp → R is obtained
as

L(λ, ν) = inf
x∈D
L(x, λ, ν) = inf

x∈D

f (x) +
∑
i∈I

λigi(x) +
∑
j∈E

νjhj (x)

 . (2.7)

The Lagrange dual function L(λ, ν) in (2.7) is the pointwise infimum of a fam-
ily of affine functions of (λ, ν), and is, hence, a concave function. This property
holds even if the primal problem (2.1) is not convex [21]. Another fundamen-
tal property of L(λ, ν) is that it provides a lower bound on the optimal objective
function value f ∗ of (2.1). That is, for any λ ⩾ 0, the following inequality holds

L(λ, ν) ⩽ f ∗. (2.8)

Therefore, the best possible lower bound on f ∗ can be achieved by maximizing
the Lagrange dual function. This lower bound can be obtained by solving the
following optimization problem

maximize
λ,ν

L(λ, ν) (2.9a)

subject to λ ⩾ 0. (2.9b)

Problem (2.9) is called the Lagrange dual problem or simply the dual prob-
lem associated with the primal problem (2.1). Since L(λ, ν) is concave and con-
straints (2.9b) are convex, the dual problem (2.9) is a convex optimization prob-
lem, regardless of whether the primal problem (2.1) is convex or not [21].

Weak and strong duality

Let λ∗ and ν∗ denote the dual optimal solutions to (2.9) with the dual objective
function value l∗. From (2.8), we have

l∗ ⩽ f ∗. (2.10)

The relation (2.10) is called weak duality, and it holds even if l∗ or f ∗ are in-
finite. For example, if the primal problem is unbounded from below (f ∗ = −∞),
then l∗ = −∞ from (2.10), meaning that the dual problem is infeasible. On the
other hand, if the dual problem is unbounded from above (l∗ = ∞), then f ∗ = ∞,
which means that the primal problem is infeasible [49].
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The difference f ∗ − l∗ is referred to as the optimal duality gap and is always
non-negative. If this gap is zero, that is, if

l∗ = f ∗ (2.11)

we say that strong duality holds. Strong duality does not generally hold, even
for convex optimization problems. Conditions that ensure strong duality holds
are called constraint qualifications [21]. One well-known constraint qualification
is given by Slater’s theorem, which states that for the convex optimization prob-
lem (2.1), strong duality holds if Slater’s condition holds. This condition states
that for strong duality to hold, there must exist a strictly feasible point. Slater’s
condition and its refined version are defined in the following [21].

Definition 2.6 (Slater’s condition). There exists an x ∈ relintD such that

gi(x) < 0, i ∈ I , cTj x = dj , j ∈ E . (2.12)

Here, relintD is the relative interior of the domain D.

Definition 2.7 (Slater’s refined condition). There exists an x ∈ relintD such
that

gi(x) ⩽ 0, i ∈ 1, . . . , k, gi(x) < 0, i ∈ k + 1, . . . , m, cTj x = dj , j ∈ E , (2.13)

where gi(x), i ∈ 1, . . . , k, are all affine functions.

Strong duality implies that if there exists a primal optimal solution x∗ with
objective value f ∗ to the primal problem (2.1), then there also exists the dual
optimal solution (λ∗, ν∗) with objective value l∗ = f ∗ to the dual problem (2.9),
and vice versa [21].

2.1.3 Optimality conditions

Consider an optimization problem in the form of (2.1). Assume that the objective
function f (x) and inequality and equality constraint functions gi(x), i ∈ I and
hj (x), j ∈ E are all differentiable and also that strong duality holds. Then the
primal and dual optimal solutions to these problems satisfy the Karush-Kuhn-
Tucker conditions (KKT) conditions defined below.

Definition 2.8 (KKT conditions). For problems of the form (2.1), the conditions

∇xL(x, λ, ν) = ∇f (x) +
∑
i∈I

λi∇gi(x) +
∑
j∈E

νj∇hj (x) = 0, (2.14a)

gi(x) ⩽ 0, i ∈ I , (2.14b)

hj (x) = 0, j ∈ E , (2.14c)

λi ⩾ 0, i ∈ I , (2.14d)

λigi(x) = 0, i ∈ I , (2.14e)

are called the KKT conditions [21].
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Condition (2.14a) is called the stationarity condition, (2.14b) and (2.14c) are
the primal feasibility conditions, (2.14d) is the dual feasibility condition, and (2.14e)
is called the complementary slackness condition.

The KKT conditions (2.14) are necessary for optimality of the solution to the
problem (2.1). If the problem (2.1) is convex, then the KKT conditions are also suf-
ficient for optimality if some constraint qualification condition is satisfied, sum-
marized in the following theorem.

Theorem 2.9. Consider a convex optimization problem in the form (2.1) and as-
sume f (x), gi(x), i ∈ I and hj (x), j ∈ E are all differentiable and also Slater’s
condition holds. Then the KKT conditions (2.14) are necessary and sufficient
conditions for optimality and any primal x∗ and dual pair (λ∗, ν∗) points satisfy-
ing (2.14) are primal and dual optimal solutions, respectively.

Proof: See [21], Section 5.5.

2.2 Linear programming

An important class of convex optimization problems is linear programs (LPs). The
optimization problem (2.1) is called an LP if the objective function and constraint
functions are all affine. LPs can represent numerous problems directly. They
can also appear as subproblems within approaches that solve other constrained
optimization problems, including mixed-integer LPs as will be explained in Sec-
tion 3.1.

In this section, first the LP problem formulation is introduced and then a
method to solve these problems is presented. The following definition is required
to what follows.
Definition 2.10 (Polyhedron). A polyhedron R in Rn is defined as an intersec-
tion of a finite set of closed halfspaces in Rn as

R = {x ∈ Rn : Ax ⩽ b},

where A ∈ Rm×n and b ∈ Rm.

2.2.1 Problem formulation

Consider LPs in the form

minimize
x

cT x (2.15a)

subject to Ax ⩽ b, (2.15b)

where x ∈ Rn, c ∈ Rn, A ∈ Rm×n, and b ∈ Rm. The feasible set Ω of (2.15) is deter-
mined by the affine inequality constraints (2.15b), therefore from Definition 2.10,
Ω is a polyhedron.

In the problem (2.15), we have only considered inequality constraints. By
standard simple manipulations, LPs that contain equality constraints could also
be converted to the form (2.15) (and vice versa) [21] (Chapter 4).
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The Lagrangian function defined in (2.6) for the LP problem (2.15) is given
by

LLP(x, λ) = cT x + λT (Ax − b), (2.16)

where λ ∈ Rm. The Lagrange dual function defined in (2.7) for the LPs (2.15) is
then obtained as

LLP(λ) = inf
x
LLP(x, λ) =

{
−bT λ if − AT λ = c,
−∞ if − AT λ , c. (2.17)

Since we are interested in dual functions that are finite, the dual problem (2.9)
for the LP then takes the form

minimize
λ

bT λ (2.18a)

subject to AT λ = −c, (2.18b)

λ ⩾ 0, (2.18c)

where the equivalent minimization problem in (2.18) has been considered by
changing the sign of the objective function. Slater’s refined condition is satisfied
for the LP problems (2.15) containing affine constraints. Therefore, feasibility
of (2.15) implies strong duality [21].

The necessary and sufficient KKT conditions (2.14) for the LP problem (2.15)
become

AT λ + c = 0, (2.19a)

Ax − b ⩽ 0, (2.19b)

λ ⩾ 0, (2.19c)

λi(a
T
i x − bi) = 0, ∀i ∈ N1:m, (2.19d)

where aTi denotes the ith row of the matrix A and bi denotes the ith component
of the vector b. These conditions include stationarity (2.19a), primal feasibil-
ity (2.19b), dual feasibility (2.19c), and complementary slackness (2.19d) condi-
tions.

A standard method to solve LPs is the simplex method [24, 48]. Before intro-
ducing this method, the following definitions are given which are fundamental
for what follows.

Definition 2.11 (Active constraint). A constraint aTi x ⩽ bi is called active at a
point x̂ ∈ Rn if it holds with equality, i.e., if aTi x̂ = bi .

Definition 2.12 (Active set). The active set at a feasible point x ∈ Rn, denoted
A(x), is defined as the set containing the indices of all active constraints at x, i.e.,
A(x) ≜ {i ∈ N1:m : aTi x = bi}.
Definition 2.13 (Linear independence constraint qualification). For the con-
straints with indices in the active set A(x), the linear independence constraint
qualification (LICQ) holds if the constraint gradients are linearly independent.

If there exists an optimum point x∗ ∈ Ω such that LICQ does not hold at x∗,
then the LP problem (2.15) is said to be primal degenerate [49].
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2.2.2 Simplex methods

Simplex methods rely on the observation that if the LP (2.15) is neither infeasible
nor unbounded, then a solution is always obtained at a vertex of the feasible set
(polyhedron) Ω [49]. A simple strategy would then be to enumerate all vertices
of Ω and select the one that results in the smallest cost function as the solution.
However, a better approach is to only explore vertices that improve the cost over
the visited ones. This is the idea behind the simplex method.

The simplex method is in fact an active-set approach for linear programming
that makes a guess of the optimal active set, denotedA∗ = A(x∗), and updates this
estimated set until optimality is detected. This set is called a basis (or working
set) and is denoted W . A step in the solution sequence is in this thesis called an
iteration, and the basis at iteration k is denoted W k . An important property of a
basis for LP is that it always contains n indices of active constraints, such that the
submatrix AW ∈ Rn×n (containing the rows of A indexed byW ) has full row rank.
In this way, LICQ holds.

We now study a primal variant of the simplex methods, where stationarity
(2.19a), primal feasibility (2.19b), and complementary (2.19d) conditions are en-
sured throughout all iterations while dual feasibility (2.19c) is sought for. Dual
feasibility will only be satisfied when an optimal solution x∗ is found. The steps
of the simplex method are described in the following, where at each iteration
k, one index is removed and one is added to W k so that W k always includes n
elements. The content of what follows is inspired by [20].

Initialization

Consider an iterate x0 as a vertex of the feasible set. For the initial basisW0,
select n indices of A(x0), such that the submatrix AW0 is invertible. Define the
inactive setW0

c ≜ N1:m \W0 as the complement of the basis, containing indices
of all inequality constraints that are yet disregarded.

Main Loop

At iteration k, given the current basis W k , compute the dual variables λk

from (2.19a) as
AT
W kλ

k
W k = −c, (2.20)

where λk
W k is a subvector of λk indexed by W k . Note that from (2.19d), the

dual variables for the constraints not included inW k are zero, i.e., λk
W k

c
= 0.

If λk ⩾ 0
The variable λk is dual feasible. The KKT conditions (2.19) are all satisfied

and the optimal solution has been found.

Else (Pivoting: remove an index and add one index toW k)
The variable λk is not dual feasible. Select a leaving index l ∈ W k corre-

sponding to the negative component of the dual variable λk and remove it
fromW k . From Dantzig’s selection rule, the most negative component of λk
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is usually chosen. Moreover, select an entering index e ∈ W k
c such that after

the following update

W k+1 = W k \ {l} ∪ {e}, W k+1
c = W k

c \ {e} ∪ {l},

the next iterate xk+1 provides a cost which is monotonically decreasing.

The simplex method needs an initial vertex x0 and an initial basisW0 includ-
ing an associated set of linearly independent constraints. Computing these two
can in general be as hard as solving the original LP problem. An approach to
determine these values is a so-called Phase I, in which an auxiliary linear opti-
mization problem is solved. A detailed description of the Phase I method can be
found in [49].

The simplex method described above terminates in a finite number of itera-
tions if all visited vertices are non-degenerate. For comprehensive theoretical
details on linear programming and the simplex methods see, e.g., [24, 49, 62].

2.3 Quadratic programming

Another important class of convex optimization problems is quadratic programs
(QPs). The optimization problem (2.1) represents a QP if the objective function is
quadratic and the constraint functions are affine. Many problems can be directly
formulated as QPs. These problems can also emerge as subproblems in methods
used to solve general constrained optimization problems such as mixed-integer
QPs as will be discussed in Section 3.2. This section introduces the QP prob-
lem formulation followed by the presentation of active-set methods to solve such
problems.

2.3.1 Problem formulation

Consider QPs in the form

minimize
x

1
2
xTHx + f T x (2.21a)

subject to Ax ⩽ b, (2.21b)

where x ∈ Rn, H ∈ Sn++, f ∈ Rn, A ∈ Rm×n, and b ∈ Rm. The feasible set Ω

for (2.21) containing affine inequality constraints is, again, in the form of a poly-
hedron. Since the Hessian matrix H is positive definite, the problem (2.21) is
convex and has a unique optimal solution if the feasible set is not empty [21].
Note that the QP problem (2.21) is convex if H ⪰ 0.

The Lagrangian function defined in (2.6) for the QP problem (2.21) is given
by

LQP(x, λ) =
1
2
xTHx + f T x + λT (Ax − b), (2.22)

where λ ∈ Rm. From (2.14a), ∇xLQP(x, λ) = Hx + f + AT λ = 0 results in x =
−H−1

(
f + AT λ

)
. By using this, the Lagrange dual function (2.7) for the QP (2.21)

is then obtained as
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LQP(λ) = −1
2
λT

(
AH−1AT

)
λ −

(
AH−1f + b

)T
λ − 1

2
f TH−1f . (2.23)

The dual problem (2.9) for QPs using (2.23) can be rewritten as

minimize
λ

1
2
λT

(
AH−1AT

)
λ +

(
AH−1f + b

)T
λ (2.24a)

subject to λ ⩾ 0. (2.24b)

In (2.24), the sign of the objective function has been changed to consider the
equivalent minimization problem and the constant term in (2.23) has been ig-
nored.

Since the constraints in (2.21) are affine, Slater’s refined condition is satisfied
for QPs, hence, feasibility for convex QPs implies strong duality. The KKT condi-
tions (2.14) for the QP (2.21) become

Hx + f + AT λ = 0, (2.25a)

Ax − b ⩽ 0, (2.25b)

λ ⩾ 0, (2.25c)

λi(a
T
i x − bi) = 0, ∀i ∈ N1:m, (2.25d)

where aTi and bi denote the ith row and element of A and b, respectively.
There are several methods to compute the solution to (2.21), such as active-

set methods [14, 31, 36], interior-point methods [63, 65], and gradient projection
methods [9, 51]. To solve QPs encountered in this thesis, we employ an active-set
method which is outlined in the following section.

2.3.2 Active-set methods

Active-set methods for QPs are different from the simplex method in the sense
that the iterates (and the solution x∗) do not necessarily lie on vertices of the feasi-
ble set [49]. To solve QPs that contain inequality constraints, these methods solve
a sequence of equality-constrained QPs (EQP) where only the active constraints
are considered relevant.

LetA∗ = A(x∗) denote the optimal active set at the optimum x∗. IfA∗ is known
in advance, the optimal solution can be found by solving the EQP,

minimize
x

1
2
xTHx + f T x (2.26a)

subject to aTi x = bi , i ∈ A∗. (2.26b)

The optimizer of the EQP (2.26) is the solution to the system of linear equa-
tions [

H AT
A∗

AA∗ 0

] [
x∗

λA∗

]
=
[
−f
bA∗

]
, (2.27)

which are the KKT conditions (2.25) for the EQP problem (2.26). Here, AA∗ is the
submatrix of A and bA∗ is the subvector of and b, containing the rows indexed by
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A∗. If A∗ is known, the optimal solution x∗ to the QP (2.21) can thus be found by
solving a single system of linear equations (2.27).

The optimal active setA∗ is, however, usually unknown in advance. This moti-
vates the idea behind the active-set methods: identifyingA∗. The identification of
the active set is achieved by iteratively updating a so-called working set, denoted
W , which serves as an estimate of A∗. To summarize, the solution to the QP prob-
lem (2.21) in the active-set methods is computed by solving a sequence of EQPs
(system of linear equations) in the form (2.27), where each EQP is determined by
the current working set.

These methods for solving QPs come in different types, including primal,
dual, and primal-dual methods [4]. Primal methods generate iterates that remain
primal feasible and dual feasibility is searched for [31, 49], while dual methods
generate iterates that remain dual feasible and primal feasibility is searched for
[12, 36]. In primal-dual methods, neither primal nor dual feasibility is maintained
at each iteration until the optimal primal-dual pair is found [40]. A standard pri-
mal active-set method is presented in the following subsection.

A primal active-set algorithm

As mentioned above, the idea behind primal active-set methods is to select work-
ing sets such that the iterate at each iteration stays primal feasible while the ob-
jective function decreases monotonically. In particular, at each iteration of this
method, the KKT conditions (2.25a), (2.25b), and (2.25d) are satisfied, whereas
dual feasibility (2.25c) is only satisfied when the optimal solution is found.

Let xk denote the kth iterate in the algorithm with the working set W k . At
each iteration of the algorithm, one constraint is added to, or removed from,W k

until the optimal solution x∗ is found and the algorithm terminates. The dual
variable λk is only computed when the termination criterion is checked in the
algorithm or when an index is removed from W k . In the following, the steps
of the active-set algorithm are first explained, then the active-set algorithm is
presented. The following content is inspired by [4, 20, 49].

Initialization

Consider an iterate x0 and a working setW0, whereW0 ⊆ A(x0). Define the
inactive set W0

c ≜ N1:m \ W0 as the complement of the working set. Note that,
as primal feasibility needs to be maintained in the primal active-set method,
x0 should be a primal feasible point.

Main Loop

At iteration k, compute the solution x̂k+1 to the EQP determined by the cur-
rent working setW k

x̂k+1 = argmin
x

1
2
xTHx + f T x (2.28a)

subject to aTi x = bi , i ∈ W k . (2.28b)
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If Ax̂k+1 ⩽ b
The variable x̂k+1 is primal feasible. Compute the dual variables λk for the

problem (2.28) from (2.25a) by solving,

AT
W kλ

k
W k = −Hx̂k+1 − f . (2.29)

Note that from (2.25d), the dual variables for the constraints not inW k are
zero, i.e., λk

W k
c

= 0.

If λk ⩾ 0
The variable λk is dual feasible. Hence, the KKT conditions (2.25) are all

satisfied and the optimal solution x∗ = x̂k+1 has been found.
Else (Remove an index from the working set)

The variable λk is not dual feasible. Select an index l ∈ W k correspond-
ing to a negative component of λk and remove it from W k , and also set
x̂k+1 as the next iterate. That is,

W k+1 = W k \ {l}, W k+1
c = W k

c ∪ {l}, xk+1 = x̂k+1.

From Dantzig’s selection rule, the most negative component of λk is usu-
ally chosen. By choosing the leaving index l in this way, the next iterate
xk+1 provides a cost that is decreasing monotonically.

Else (Ax̂k+1 ⩽̸ b)
The variable x̂k+1 is not primal feasible, so we cannot set xk+1 = x̂k+1, as

at least one of the constraints in W k will be violated when moving to the
next iterate, and the next iterate might become infeasible. Instead, we need
to find the largest step size from αk ∈ [0, 1] such that next iterate xk+1 =
xk + αk

(
x̂k+1 − xk

)
remains feasible. Let us first explicitly define the step

length αk
i that activates constraint i as

aTi
(
xk + αk

i

(
x̂k+1 − xk

))
= bi ⇔ αk

i =
bi − aTi x

k

aTi
(
x̂k+1 − xk

) . (2.30)

The index of the first constraint e ∈ W k
c that blocks the way towards x̂k+1

and the largest step size α∗ can then be obtained

e = argmin
i∈W k

c : aTi x̂
k+1>bi

αk
i , α∗ = αk

e . (2.31)

The next iterate is then given by xk+1 = xk + α∗
(
x̂k+1 − xk

)
.

If α∗ = 1 (No change in the working set)

W k+1 = W k , W k+1
c = W k

c .

Else (Add an index to the working set)
Add the index e ∈ W k

c toW k , that is,

W k+1 = W k ∪ {e}, W k+1
c = W k

c \ {e}.
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The primal active-set method that has been described herein is summarized
in Algorithm 1. As inputs, the algorithm takes an initial feasible point x0 and
an initial working set W0, as well as the maximum number of iterations kmax. It
then outputs the optimal pair (x∗, λ∗) if the problem is not infeasible and kmax

has not been reached.

Algorithm 1 A primal active-set algorithm [49]

Input: x0,W0, kmax
Output: x∗, λ∗

1: k ← 0, x∗ ← ∅, λ∗ ← ∅
2: W0

c ← N1:m \ W0

3: while k ⩽ kmax do
4: GivenW k , compute x̂k+1 from (2.28)
5: if Ax̂k+1 ⩽ b then ▷ x̂k+1 is primal feasible
6: Compute λk by solving (2.29)
7: if λk ⩾ 0 then
8: x∗ ← x̂k+1, λ∗ ← λk ▷ Optimal solution found
9: STOP

10: else ▷ Remove an index fromW k

11: l ← argmin
i∈W k

λk
i

12: xk+1 ← x̂k+1

13: W k+1 ← W k \ {l}, W k+1
c ← W k

c ∪ {l}
14: else ▷ x̂k+1 is not primal feasible
15: Compute α∗ and the corresponding index e ∈ W k

c from (2.31)
16: xk+1 = xk + α∗

(
x̂k+1 − xk

)
17: if α∗ = 1 then
18: W k+1 ← W k , W k+1

c ← W k
c

19: else ▷ Add an index toW k

20: W k+1 ← W k ∪ {e}, W k+1
c ← W k

c \ {e}
21: k ← k + 1
22: return x∗, λ∗

Computing an initial feasible point x0 for QPs can again be done using the
Phase I method [49]. The initial working set W0 is chosen as a subset of the
active constraints at x0 (W 0 ⊆ A(x0)). Different choices of W0 result in different
iteration sequences in Algorithm 1.

A dual active-set algorithm

As mentioned, the primal active-set method requires an initial feasible point x0.
Finding x0 for the primal problem (2.21) is a nontrivial task. For example, the
Phase I method used to find x0 can on average take one-third or one-half of the
solution processing time [36], making it a drawback of primal methods.

Dual active-set methods work with the dual problem (2.24) instead. For such
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problems, finding an initial feasible point is in fact trivial, as for instance, the
origin is always a feasible point to (2.24). It can hence be advantageous to use a
dual active-set solver.

A dual active-set algorithm starts with a feasible point λ0 for the dual prob-
lem (2.24). At iteration k in a main loop, it computes xk and updates working sets
W k by adding or removing one index fromW k , until xk becomes primal feasible,
and the algorithm terminates. The optimal primal-dual pair (x∗, λ∗) is then re-
turned if the problem is feasible. An efficient dual active-set solver can be found
in, e.g., [6].

2.4 Multi-parametric programming

Parametric programming refers to an optimization problem that depends on a
parameter. If the optimization problem involves multiple parameters, it is re-
ferred to as multi-parametric programming. In multi-parametric programming,
the solution is characterized for a set of parameter values. Two special cases of
parametric programming which are of interest in this thesis are introduced in
this section. The following definitions are first given.

Definition 2.14 (Polyhedral partition). A collection of sets {Θi}Ni=1 is a partition
of a set Θ if Θ̊i ∩ Θ̊j = ∅, i , j, and ∪Ni=1Θ

i = Θ, where Θ̊i denotes the interior of
the region Θi . Moreover, {Θi}Ni=1 is a polyhedral partition of a polyhedral set Θ if
{Θi}Ni=1 is a partition of Θ, and Θi is a polyhedron, ∀i.

Definition 2.15 (Polyhedral piecewise quadratic functions). A function h(θ) :
Θ → Rn, where Θ ⊂ Rnθ , is said piecewise quadratic (PWQ) if there exists a par-
tition {Θi}i of Θ and h(θ) = θT Riθ + H iθ + K i , ∀θ ∈ Θi . The function is said
piecewise affine (PWA) if Ri = 0, ∀i, and piecewise constant (PWC) if Ri = 0 and
H i = 0, ∀i.
If Θ is a polyhedral set and {Θi}i is a polyhedral partition, then the PWQ function
h(θ) is called polyhedral PWQ (PPWQ). Polyhedral PWA (PPWA) and polyhedral
PWC (PPWC) functions are defined analogously.

2.4.1 Multi-parametric LP

Consider multi-parametric LPs (mp-LPs) in the form

minimize
x

cT x (2.32a)

subject to Ax ⩽ b + Wθ, (2.32b)

with x ∈ Rn as the vector of decision variables and θ ∈ Θ0 ⊆ Rnθ as a vector of
parameters. Here, Θ0 ⊆ Rnθ is the parameter set and is assumed to be polyhe-
dral. The objective function is given by c ∈ Rn, and the inequality constraints are
defined by A ∈ Rm×n, b ∈ Rm, and W ∈ Rm×nθ . The set of feasible parameters
for (2.32) is defined as

Θ∗ = {θ ∈ Θ0 : Ω(θ) , ∅}, (2.33)
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where Ω(θ) ≜ {x ∈ Rn : Ax ⩽ b + Wθ} is a point-to-set map assigning a feasible
set to a parameter θ.

Let us denote the optimal value function or simply the value function to (2.32)
J∗(θ), and the optimal solution function x∗(θ). The properties of the solution
x∗(θ) to mp-LPs are discussed in detail in [11] and [20] (Chapters 5–6), summa-
rized below.

Theorem 2.16. Consider the mp-LP problem (2.32) and assume that there exists
a θ̄ and x∗(θ̄) with a bounded cost J∗(θ̄). Then, Θ∗ is a nonempty polyhedron,
J∗(θ) is continuous, convex, and PPWA, and the optimizer x∗(θ) is continuous
and PPWA.

Proof: See [11].

2.4.2 Multi-parametric QP

Consider multi-parametric QPs (mp-QPs) in the form

minimize
x

1
2
xTHx + f T x + θT f T

θ x (2.34a)

subject to Ax ⩽ b + Wθ. (2.34b)

The mp-QP problem is given by H ∈ Sn++, f ∈ Rn, fθ ∈ Rn×nθ . The other variables
are defined as in (2.32).

The feasible parameter set Θ∗ for (2.34) is also defined as in (2.33). The prop-
erties of the solution x∗(θ) and the value function J∗(θ) of mp-QPs are discussed
in [11] and [20] (Chapters 5–6), summarized in the following theorem.

Theorem 2.17. Consider the mp-QP problem (2.34) and assume that there exists
a (x̄, θ̄) such that Ax̄ ⩽ b + Wθ̄. Then, Θ∗ is a nonempty polyhedron, J∗(θ) is
continuous and PPWQ, and the optimizer x∗(θ) is continuous and PPWA.

Proof: See [11].

Over the past years, many researchers have made significant contributions
to the field of multi-parametric programming, and in particular of mp-LPs and
mp-QPs, both in theory and applications. These contributions have led to the
development of new algorithms, methodologies, and software tools such as the
Multi-Parametric Toolbox [39]. For detailed description on how to compute para-
metric solutions to the mp-LPs (2.32) and the mp-QPs (2.34) see [1, 16, 17, 27, 43].



3
Mixed-Integer Optimization

In mixed-integer optimization problems, optimization variables are not allowed
to be only real-valued, but also integer-valued. This chapter is intended to in-
troduce two special classes of such optimization problems which are the main
focus in the thesis. Common tools to solve these problems: branch-and-bound
(B&B) methods, are presented next. Finally, multi-parametric programming for
the problems under consideration is introduced.

3.1 Mixed-integer linear programming

Consider the LP problem (2.15) and let decision variables include both real and
binary variables. The problem is in the form of a mixed-integer linear program
(MILP) written as

minimize
x

cT x (3.1a)

PMILP : subject to Ax ⩽ b, (3.1b)

xi ∈ {0, 1}, ∀i ∈ B, (3.1c)

where x = [xTc , x
T
b ]T ∈ Rnc × {0, 1}nb denotes the vector of n = nc + nb contin-

uous and binary decision variables. The objective function is given by c ∈ Rn,
and the feasible set is determined by A ∈ Rm×n and b ∈ Rm. Since the nb opti-
mization variables indexed by the set B are binary-valued, the MILP problem is
non-convex and is known to be NP -hard [64].

Definition 3.1. Let x̂ ∈ Rn. We call x̂

• infeasible for (3.1) if it does not satisfy constraints (3.1b)–(3.1c),

• LP-feasible for (3.1) if it satisfies (3.1b) and 0 ⩽ x̂i ⩽ 1,∀i ∈ B,

23
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• integer-feasible for (3.1) if it satisfies (3.1b) and (3.1c).

A simplified version of the problem (3.1) is defined by relaxing the integrality
constraints (3.1c) into interval constraints. This problem is a so-called LP relax-
ation in the form

minimize
x

cT x (3.2a)

PLP : subject to Ax ⩽ b, (3.2b)

0 ⩽ xi ⩽ 1, ∀i ∈ B, (3.2c)

xi = 0, ∀i ∈ B0, xi = 1, ∀i ∈ B1, (3.2d)

where B0,B1 ⊆ B and B0 ∩ B1 = ∅ are the index sets of binary variables fixed to
0 and 1, respectively. Problem (3.2) is in the form of (2.15), where some (binary)
decision variables indexed by B0 and B1 have been fixed.

There are several methods presented in the literature for solving MILPs (3.1),
including ([15]) cutting plane methods, decomposition methods, logic-based meth-
ods, and the methods which are the main focus of this thesis, B&B methods, that
will be presented in Section 3.3.

3.2 Mixed-integer quadratic programming

Consider the QP problem (2.21) and let decision variables include both real and
binary variables. The problem is then in a form of mixed-integer quadratic pro-
gram (MIQP) formulated as

minimize
x

1
2
xTHx + f T x (3.3a)

PMIQP : subject to Ax ⩽ b, (3.3b)

xi ∈ {0, 1}, ∀i ∈ B, (3.3c)

where x = [xTc , x
T
b ]T ∈ Rnc×{0, 1}nb is the decision variable. The objective function

is defined by H ∈ Sn++, and f ∈ Rn, and the feasible set is defined by A ∈ Rm×n and
b ∈ Rm. The MIQP problem (3.3) is non-convex due to the presence of integrality
constraints (3.3c).

A QP relaxation of the problem (3.3) is defined where the integrality con-
straints (3.3c) are relaxed to interval constraints, resulting in a problem in the
form

minimize
x

1
2
xTHx + f T x (3.4a)

PQP : subject to Ax ⩽ b, (3.4b)

0 ⩽ xi ⩽ 1, ∀i ∈ B, (3.4c)

xi = 0, ∀i ∈ B0, xi = 1, ∀i ∈ B1, (3.4d)
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where B0,B1 are defined as in (3.2). This problem is in the form of (2.21) with
some fixed decision variables (indexed by B0 and B1).

The methods outlined in Section 3.1 for solving MILPs can also be applied
to solve MIQPs. In [33], the authors compared outer approximation methods
[28, 32] and generalized Benders decomposition methods [34] with B&B methods,
and the conclusion was that B&B is superior to the others for solving MIQPs.

3.3 Branch-and-bound methods

The MILP and MIQP problems are combinatorial, meaning that their optimal so-
lutions correspond to subsets chosen from a finite set [64]. As a result, they are
considerably more challenging to solve than LPs and QPs. Due to the combina-
torial nature, these problems can essentially be solved by enumeration, in which
all possible combinations of the binary variables are generated. For each com-
bination, the corresponding LP/QP problem is solved to compute real variables.
To find the optimal solution, the objective function values are compared and the
combination providing the smallest cost is chosen as the optimal solution. How-
ever, when problems involve many binary variables, the computational burden
can become overwhelming due to the exponential growth of the number of possi-
ble combinations, which is 2nb combinations. Therefore, a method is required to
find the optimal solution to these problems without explicit enumeration. In this
section, the B&B method which is the most commonly used and efficient method
to solve MILPs and MIQPs is presented in detail.

3.3.1 Introduction

B&B is often referred to as an algorithm, it might however be more appropriate to
consider it as a family of algorithms that share a common core solution process:
implicitly enumerating all possible combinations of the problem under consider-
ation. The worst case complexity of B&B, however, grows exponentially with the
problem size, and the number of combinations needed for implicit enumeration
in B&B is problem dependent. Reference [44] offers an initial overview of the
primary B&B algorithm. More in-depth coverage of the B&B solution process can
be found in, e.g., [50, 64].

B&B is a general framework to obtain exact solutions of optimization prob-
lems that are NP -hard. To handle the combinatorial part of the problem, a bi-
nary search tree is used. Each node in the search tree corresponds to a relaxation
of the problem. An example of a binary search tree is shown in Figure 3.1. At the
level l in the tree, one of the relaxed binary-constrained variables is fixed to 0 and
1, resulting into two new subproblems that form two new nodes in the B&B tree.
The newly generated nodes are referred to as the child nodes of the parent node.
This procedure is called branching. At the top of the tree (level l = 0), the root
node is found where all the binary constraints have been relaxed. At the bottom
of the tree (level l = nb), the leaf nodes are found in which all binary constraints
have been fixed.
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Figure 3.1: A binary search tree example for two binary variables x1 and x2.
Each node is here depicted as an ellipse that contains the values of the binary
variables. The symbol ∗ denotes that the relaxed binary variable is free to be
in [0, 1].

An important property of the B&B search tree is that the relaxation in a node
gives a lower bound on the optimal objective function value for the subtree below
that node, whereas an integer-feasible solution provides an upper bound on the
optimal objective function value that is valid in the entire tree. The idea of B&B
is to use these lower and upper bounds to possibly limit the size of the search tree
and avoid explicitly enumerating all the nodes. This procedure is called bounding.
The name of the method reflects these two motivating procedures: branch and
bound.

3.3.2 Branch-and-bound algorithm

In order to describe the B&B algorithm, we first need to define the following
notations:

• η ≜ (B0,B1): A node containing a relaxation, defined in (3.2) for MILPs and
in (3.4) for MIQPs. The B0 and B1 sets are defined in (3.2d) and are node
dependent.

• x∗: The optimal solution to the MILP problem (3.1) or the MIQP prob-
lem (3.3).

• J∗: The optimal objective function value.

• x̄: The best known integer-feasible solution so far.

• J̄ : The objective function value of the best known integer-feasible solution
so far (the upper bound).

• x: The optimal solution of a relaxation in a node.

• J : The objective function value of a relaxation in a node (the lower bound).

• A: The active set at an optimal solution x.
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Figure 3.2: The flowchart of the B&B algorithm.

• T : A sorted list implementing a priority queue to store nodes that are gen-
erated but not yet explored in the B&B tree.

The flowchart of the B&B algorithm is shown in Figure 3.2. Starting at the root
node, all the binary constraints (3.1c) are relaxed to (3.2c) (hence B0 = B1 = ∅),
resulting in a fully relaxed LP/QP problem that is stored in the list T . At each it-
eration in the B&B process, a node is selected from T and the relaxation is solved
by an LP/QP solver. In order to solve the LP and QP relaxations, the simplex
and dual active-set methods described in Sections 2.2.2 and 2.3.2, respectively,
are employed in this thesis. After obtaining the optimal solution x and J of the
relaxation, some conditions are evaluated to possibly bound the tree. If any such
condition holds, the tree is cut (pruned) in this node. Otherwise, branching is
performed in which one of the relaxed binary variables is selected and fixed to
generate two child nodes. New nodes are appended to T to be processed in the
tree at next iterations. The algorithm terminates when there is no unprocessed
node left. Algorithm 2 summarizes the B&B algorithm.

The performance of B&B is significantly influenced by three key choices (see
Figure 3.3): the cut conditions, which are rules that restrict exploration of all
nodes in the tree; the node selection strategy, which determines the order in which
nodes (subproblems) in the tree are explored; and the branching strategy, which
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Algorithm 2 Branch and bound

Input: MILP problem (3.1) or MIQP problem (3.3)
Output: J∗, x∗

1: x̄← ∅, J̄ ←∞, T ← ∅
2: Push η(∅, ∅) to T
3: while T , ∅ do
4: Pop η(B0,B1) from T
5: J, x,A ← Solve η(B0,B1)
6: if J ≥ J̄ then
7: There exists no feasible solution to the relaxation which is better than x̄
8: else if all binary variables are active then
9: Better integer-feasible solution has been found

10: J̄ ← J , x̄← x
11: else
12: Select k : k ∈ B, k < (B0 ∪ B1)
13: Push η(B0 ∪ {k},B1) and η(B0,B1 ∪ {k}) to T
14: return J∗ ← J̄ , x∗ ← x̄

specifies how to select the next relaxed binary variable to fix and generate new
subproblems in the tree. More details on each choice is given in what follows.

Figure 3.3: A diagram of the three main B&B components.

Cut conditions in B&B

The three cut conditions that result in bounding the B&B tree are as follows [64]:

1. Infeasibility cut condition;

This cut condition is satisfied at a node if the relaxation is infeasible, in which
J = ∞. The entire subtree below that node is therefore infeasible, as adding
more constraints would not render the problem feasible. Step 6 in Algorithm 2
evaluates this cut condition.
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2. Dominance cut condition;

This cut condition is satisfied at a node if the lower bound J is greater than
the upper bound J̄ . Adding more constraints would not decrease the objective
function value, hence, a better objective function value cannot be found in
the subtree below that node. Step 6 in Algorithm 2 also examines this cut
condition.

3. Integer-feasibility cut condition;

This cut condition is satisfied at a node if the solution to the relaxation is
integer feasible. Adding constraints would not decrease the objective function
value, hence, an optimal solution for the entire subtree below that node is
found. Step 8 in Algorithm 2 evaluates this cut condition.

When the solution to a relaxation in a node satisfies one of these cut condi-
tions, then all nodes in the subtree below that node can be shown to be of no use
and can therefore be disregarded, that is, the tree will be cut (pruned) in that
node.

Node selection strategies in B&B

The order in which new nodes are inserted into the sorted list T depends on the
choice of node selection strategy. The most common node selection strategies are
listed below [64].

• Depth first (DF);

In DF, the next node to be processed is selected as one of the child nodes of the
current node. This process is continued until a cut condition for a relaxation
holds, and the node is pruned. After pruning, the backtracking starts, which
is the procedure of going back toward the root node in searching for a node
with an unprocessed child node. As it is possible to prune the tree if an integer
feasible solution is found, and as they are more likely to be found deep down
in the tree, this search strategy is encouraged.

Let ρ denote the priority order of a node to be explored in the tree. Then this
value for each node in DF is computed as

ρDF =
1

l + 1
, (3.5)

where l denotes the level of the node in the search tree.

• Breadth first (BrF);

In BrF, the unprocessed node that was created first is chosen. That is, the pri-
ority is the same for all nodes at the same level in the search tree. The priority
order of each node is thus assigned to

ρBrF = l + 1. (3.6)
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• Best first (BF);

In BF, always the node with the best bound, i.e., the one with the lowest lower
bound, is chosen. The advantage of this strategy is that the total number of
nodes evaluated in the tree could be minimized. The priority order is thus
determined by the current value function that needs to be stored for each node
as follows

ρBF = J. (3.7)

The generated nodes are ordered and stored in T at Step 13 in Algorithm 2,
based on the value of ρ, such that the node with the highest priority (the low-
est value of ρ) is stored in the beginning of the list T . Figure 3.4 demonstrates
these node selection strategies, depicting the exploration order of nodes in a small
search tree.

Figure 3.4: B&B search tree with different node selection strategies. Num-
bers inside nodes indicate exploration order. Nodes shown in the darker
color are integer feasible, and the crossed nodes have been pruned.

Branching strategies in B&B

How to select the next binary variable to branch on at Step 12 in Algorithm 2
depends on the chosen branching strategy. By selecting the most promising vari-
able for branching, the selected branching strategy can efficiently guide the B&B
search towards the optimal solution.

Let B̄ = {i ∈ B : xi , {0, 1}} denote the candidate list of relaxed binary vari-
ables (determined after obtaining the solution x), and let si ∈ R denote a score
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value for the binary variable xi , i ∈ B̄, which depends on the chosen branching
strategy. After calculating si for all i ∈ B̄, an index k that provides the highest
score value,

k ← argmaxi∈B̄si (3.8)

is then chosen as the branching variable index at Step 12 of Algorithm 2.
A common branching strategy is the most infeasible approach. The idea of

this method is to choose the branching variable with the lowest tendency to take
binary values, hence, to reduce the infeasibility of the problem as quickly as pos-
sible. Therefore, a relaxed binary variable that is closest to 0.5 is always chosen.
The assigned score value si for each relaxed binary variable in this strategy is
formulated as

si = 0.5 − |xi − 0.5|, i ∈ B̄. (3.9)

Pseudocost and Strong branching are other branching strategies which are more
sophisticated. Pseudocost branching determines the variable to branch on by
estimating the expected improvement in the objective function value, based on
pseudocost values that keep track of the difference in the objective function value
when a variable is fixed at different values. Strong branching on the hand, evalu-
ates the impact of fixing each variable in turn and branching on the variable that
produces the most significant reduction in the bound. For further details and a
comprehensive overview of different branching strategies see [2, 46].

3.3.3 Suboptimal branch-and-bound methods

B&B can solve MILPs and MIQPs efficiently in many cases. When the size of
the problem increases, however, the computation time and/or memory space re-
quired to find the optimal solution in B&B can sometimes become intractable,
not the least for embedded applications on simple hardware. One way to reduce
the computation burden is by relaxing the requirement to find a globally optimal
solution to instead find a suboptimal solution. In this section, we review three
suboptimal strategies that can be used in B&B to find the suboptimal solutions.
For a detailed description of these methods, see, e.g., [10, 41, 42].

The ϵ-allowance method

In the ϵ-allowance method, the dominance-cut condition (at Step 6 in Algorithm 2)
is relaxed such that the tree is cut in a node if the difference between the relax-
ation’s objective function value J and the upper bound J̄ is small enough, that is,
if J + ϵ ≥ J̄ , where ϵ is a user-defined allowance function. The allowance function
can in general take the following form

ϵ = ε + εr J, (3.10)

where ε and εr are user-defined positive constants. The allowance function pro-
vides bounds on the optimal solution as follows [41]

Ĵ − ϵ ≤ J∗ ≤ Ĵ , (3.11)
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where Ĵ denotes the (potentially) suboptimal objective function value and J∗ de-
notes the optimal objective function value. The following suboptimality bounds
can be obtained for this approach:

εr = 0→ Ĵ − J∗ ≤ ε, (absolute suboptimality bound) (3.12a)

ε = 0 → Ĵ − J∗

Ĵ
≤ εr , (relative suboptimality bound) (3.12b)

where in (3.12b), it is assumed that Ĵ > 0. The properties of this approach are
discussed in detail in [41].

The T -cut method

In the T -cut method, the B&B tree is terminated as soon as a predetermined
number of nodes (T0) are decomposed through branching. A motivation to this
strategy is that it can be used to, in a rather rough way, limit the computation time.
Let T denote the number of node decomposition in B&B. Then, 2T + 1 nodes are
in total explored in the search tree (2 subproblems generated through branching
and 1 referring to the root node). The best integer-feasible solution that has been
found so far is then outputted as the suboptimal solution. To implement this
method in the B&B algorithm, the number of node decomposition is counted and
the algorithm terminates once this value reaches the bound T0. See [42] for more
details.

The M-cut method

Define active nodes as the nodes stored in the candidate list T that have not yet
been explored in the B&B tree. In the M-cut method, the number of active nodes
is limited to a prespecified number (M0). As a result, the computer memory is
restricted to store at most M0 active nodes in T . To apply this method, when
branching the B&B tree, some generated nodes are excluded from T to guarantee
that always M ≤ M0, where M denotes the number of elements in T . Which
node(s) to be excluded from the list T is determined by the value of its assigned
priority order defined in Section 3.3.2, such that the one(s) with the least priority
will be excluded. The properties of this method have been discussed in [42].

3.3.4 Heuristics in branch and bound

Heuristics are procedures that aim to compute feasible solutions computationally
inexpensively by utilizing some relevant information. Although these methods
do not guarantee finding a feasible solution, they have shown to be relevant sup-
plementary procedures to, e.g., find good feasible solutions at early stages in B&B.
There is a wide variety of heuristics proposed in the literature for the B&B meth-
ods. Primal heuristics are a category of such techniques that can be used as both
start and improvement heuristics. We give a brief overview of these methods in
the following, while we refer to [18] for an in-depth discussion of primal heuris-
tics for MILPs.
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Start heuristics

The goal in the start heuristic methods is to find an integer-feasible solution, de-
noted x̂, early in the search process. Finding integer-feasible solutions early can
result in a useful upper bound that can help to prune nodes in the search tree,
therefore, reducing the size of the tree and the overall effort. Let x denote an
optimal solution obtained after solving a relaxation, e.g., at the root node, and let
B̄ denote a candidate list of relaxed binary variables. Most of the start heuristics
are applied in the root node, but they might also be called before or after the root
node is solved. Some commonly used start heuristics are listed below.

• Rounding;

Rounding heuristics, such as simple rounding and relaxation enforced neighbor-
hood search (RENS), try to round relaxed binary variables xi , i ∈ B̄, up or down
such that the resulting point (x̂) becomes integer feasible. In particular, the
RENS method presented in [18] solves a sub mixed-integer problem created
from the original problem, where variables, for which the solution xi are bi-
nary, are fixed.

• Diving;

Diving method iteratively fixes relaxed binary variables xi , i ∈ B̄ to 0 or 1, and
solves the obtained relaxations. The procedure is terminated once infeasibil-
ity is detected or an integer-feasible solution is found. Thereby, this method
resembles a depth-first node selection strategy of a promising root-leaf path
by “diving” in the B&B tree until a hopefully good integer-feasible solution is
found. See [18] for more details.

• Feasibility pump (FP);

The feasibility pump is particularly effective for MILPs where finding a feasi-
ble solution is difficult, but where a feasible solution is likely to exist within a
relatively small region of the solution space. The idea of the FP method pro-
posed in [30] is to construct two sequences of points that hopefully converge
to a feasible solution. One sequence contains LP-feasible solutions that are not
necessarily integer-feasible, and the other contains solutions that are not neces-
sarily LP-feasible.

Improvement heuristics

The aim in improvement heuristics is, given one or more integer-feasible solu-
tions x̄, to find an improved integer-feasible solution x̂ that provides a better
objective function value. Some common improvement heuristics include:

• Local branching;

Local branching is a refinement heuristic based on the observation that feasible
solutions often have additional solutions in their neighborhood (in terms of the
Manhattan distance) [29]. Having an integer-feasible solution x̄, the idea is then
to find another integer-feasible solution x̂ in its neighborhood by applying soft
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fixing that requires some of the variables of x̂ to take the same value as x̄, but
not concretely fix any of those.

• Relaxation induced neighborhood search (RINS);

RINS, proposed in [23], relies on the observation that the best-known integer-
feasible so far solution x̄ and a solution x of a relaxation often have some vari-
ables with identical values. To find a solution x̂ that provides a better objective
function value than x̄ in RINS, a sub-MILP is created and solved. This subprob-
lem is generated from the original problem by fixing variables with identical
values in x̄ and x corresponding to the current node. This is different from
RENS where it only takes a solution x to the relaxation.

3.4 Multi-parametric mixed-integer programming

In this section, mixed-integer optimization that depends on a parameter vector is
discussed. Such a problem forms a multi-parametric program as discussed in Sec-
tion 2.4. An interest in multi-parametric mixed-integer programming stems from
its applications in systems theory and optimal control for hybrid systems. For in-
stance, constrained finite-time optimal control problems for hybrid systems can
be represented as mathematical programs with the initial state of the system serv-
ing as a parameter. Further discussion on this topic can be found in Section 4.3.

We focus on two specific cases of such problems that are particularly relevant
to our research in what follows.

3.4.1 Multi-parametric MILP

A mathematical formulation of a multi-parametric MILP (mp-MILP) is given by

minimize
x

cT x (3.13a)

PmpMILP(θ) : subject to Ax ⩽ b + Wθ, (3.13b)

xi ∈ {0, 1}, ∀i ∈ B, (3.13c)

where x ∈ Rnc × {0, 1}nb , c ∈ Rn A ∈ Rm×n, and b ∈ Rm. Here, θ ∈ Θ0 is the vector
of parameters, and Θ0 ⊆ Rnθ is the parameter set which is assumed to be polyhe-
dral. By changing the parameter θ, the right-hand side of the constraints (3.13b)
are perturbed that results in different MILP problems in the form of (3.1).

The set of feasible parameters for (3.13) is defined as

Θ∗ = {θ ∈ Θ0 : Ω(θ) , ∅}, (3.14)

where Ω(θ) ≜ {x ∈ Rn : Ax ⩽ b + Wθ, xi ∈ {0, 1}, ∀i ∈ B}. Denote the (optimal)
value function and the optimal solution function to (3.13) by J∗(θ) and x∗(θ),
respectively. The properties of the mp-MILP solution x∗(θ) are discussed in detail
in, e.g., [19], summarized below.
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Theorem 3.2. Consider the mp-MILP problem (3.13). Then, the feasible param-
eter set Θ∗ is not necessarily convex, J∗(θ) is PWA, but in general, neither convex
nor continuous, and the optimizer x∗(θ) is PWA, but not necessarily continuous.

Proof: See [19].

A convex relaxation of the mp-MILP (3.13) problem is obtained by relaxing
the integrality constraints (3.13c) into constraints of the form in (3.2c). This re-
laxation is in the form of a convex mp-LP problem given by (2.32), where some
(binary) decision variables have been fixed.

For a specific θ̄ ∈ Θ0, the right-hand side inequality constraint coefficient
vector in (3.1) becomes b̄ = b+Wθ̄, and the problem will be in the form of a (non-
parametric) MILP problem (3.1). The mp-MILP problem (3.13) can be solved
offline for all θ ∈ Θ0 using a parametric MILP solver, e.g., the one in [26], or
online for a specific parameter θ̄ ∈ Θ0 using an ordinary MILP solver, e.g., the
one presented in Section 3.3.

3.4.2 Multi-parametric MIQP

A mathematical formulation of an mp-MIQP problem is

minimize
x

1
2
xTHx + f T x + θT f T

θ x (3.15a)

PmpMIQP(θ) : subject to Ax ⩽ b + Wθ, (3.15b)

xi ∈ {0, 1}, ∀i ∈ B. (3.15c)

The mp-MIQP problem is given by H ∈ Sn++, f ∈ Rn, fθ ∈ Rn×nθ , and the other
variables are defined as in (3.13). Changing the parameter θ ∈ Θ0, where Θ0 ⊆
Rnθ is a polyhedral set, perturbs the linear term in the objective function and the
right-hand side of the constraints (3.15b), leading to different MIQPs in the form
of (3.3).

The feasible parameter set Θ∗ of (3.15b) is defined in (3.14). The properties of
the mp-MIQP solution are discussed in detail in, e.g., [19], summarized below.

Theorem 3.3. Consider the mp-MIQP problem (3.15). Then, the feasible param-
eter set Θ∗ is not necessarily convex, J∗(θ) is PWQ, but in general not continuous,
and the optimizer x∗(θ) is PWA, but not necessarily continuous.

Proof: See [19].

A convex relaxation of mp-MIQP (3.15) is obtained by relaxing the integrality
constraints (3.15c) into constraints in the form of (3.4c). This convex relaxation is
in a form of an mp-QP problem given in (2.34), where some of the binary decision
variables have been fixed.

The mp-MIQPs (3.15) can be solved offline for all θ ∈ Θ0 using a parametric
MIQP solver, e.g., as in [10, 27], or online for a specific parameter θ̄ in the param-
eter set. For a single θ̄, the problem (3.15) simplifies to a (non-parametric) MIQP
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problem in the form of (3.3) with the linear function f̄ = f + fθ θ̄ in the objec-
tive function value and the right-hand side of inequality constraints b̄ = b + Wθ̄.
These problems can be solved online using an ordinary MIQP solver, e.g., the one
explained in Section 3.3.

To compute solutions to mp-MILPs (3.13) and mp-MIQPs (3.15), two main
approaches have been proposed in the literature: B&B and decomposition meth-
ods. In the former method, B&B methods presented in Section 3.3 are employed,
in which at each node of the B&B search tree, a relaxation of the form of an mp-
LP/mp-QP is solved. In the later method, the MILP/MIQP problem is alterna-
tively decomposed into an mp-LP/mp-QP and an MILP/MIQP subproblem. By
iteratively combining the solutions between these two subproblems, the optimal
solution to the original problem is found. The references [1, 10] and [26] provide
comprehensive details on how to compute parametric solutions to such problems
using the B&B and decomposition methods, respectively.



4
Model Predictive Control for Hybrid

Systems

Hybrid systems appear in many application areas where both real-valued and
logic variables interact in one common framework. This chapter is intended to
present an optimal control strategy, namely model predictive control (MPC), for
hybrid systems. The chapter starts with an introduction to MPC. A class of hy-
brid system models that is suitable for solving optimal control problems is then
described in Section 4.2. In Section 4.3, optimal control problems for these mod-
els are presented. In particular, hybrid dynamical optimization problems can
be recast into mixed-integer linear or quadratic programs that are discussed in
Section 4.3.

4.1 Model predictive control

One of the primary objectives of control theory is to determine values for the
control inputs u ∈ Rnu such that the system states z ∈ Rnz take the most desirable
values. Often, the input and state variables are constrained in various ways, for
instance, physical and practical limits on the control inputs and/or system states.
An advanced technique to find control inputs while satisfying constraints is MPC.

The concept of MPC dates back to the 1960s [52, 54], and it has appeared in
industrial applications from the 1980s [13, 53]. Since then, it has been developed
considerably both in academia and in industry. The basic idea behind MPC is
to use a mathematical model of the system under control to predict its future
behavior over a predefined prediction horizon, thereby also taking into account
constraints on states and control inputs [47]. Based on this prediction, MPC then
optimizes the control inputs over the finite-time horizon to achieve a desired
outcome. A schematic illustration of MPC is shown in Figure 4.1 [4]. The fact
that MPC predicts the future behavior of a system and that it can adequately
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Figure 4.1: Illustration of model predictive control.

incorporate different types of constraints make this method an attractive control
technique. A reference book and a summary for MPC can be found in [22] and
[55], respectively.

MPC consists of some common components, and different approaches to choose
each one can result in different formulations. Three main components are:

• A prediction model; to predict future states.

• An objective function; to reflect the desired behavior of the system.

• Constraints; to restrict the system states and control inputs.

A prediction model is often described in the following time-invariant form

zk+1 = f (zk , uk), (4.1)

where zk and uk denote the state and control vectors at time step k. The mapping
f ∈ Rnz × Rnu → Rnz is often called the dynamics of the system. In order to
apply the prediction model in practical settings where controllers are typically
implemented, it is necessary to use discrete-time models rather than continuous-
time models. Thus, the system in (4.1) is specified in discrete time. A discrete-
time model can be obtained by approximating the continuous-time model, for
example, through zero-order hold.

The performance measure or objective from time instant 0 to the time horizon
N is defined as follows

J(z0, Z, U ) = V (zN ) +
N−1∑
k=0

l(zk , uk), (4.2)

where N is the prediction horizon, z0 is the current measured (estimated) state,
and Z = {z1, . . . , zN } and U = {u0, . . . , uN−1} denote the sequence of predicted
states and control actions, respectively. The function V : Rnz → R is called the
terminal cost and the function l : Rnz × Rnu → R is called the stage cost.
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The constrained finite-time optimal control (CFTOC) problem to be solved at
each time step in MPC is given by

J∗(z0) = minimize
U

J(z0, Z, U ) (4.3a)

subject to zk+1 = f (zk , uk), ∀k = 0, . . . , N − 1, (4.3b)

h(zk , uk) ≤ 0, ∀k = 0, . . . , N − 1, (4.3c)

zN ∈ Zf , (4.3d)

z0 = z, (4.3e)

where the objective function in (4.3a) is given by (4.2), constraint (4.3b) is the
dynamical model of the system, (4.3c) handles constraints on states and control
actions, (4.3d) restricts the final states into the terminal set Zf ⊆ Rnz , e.g., the
origin, and finally (4.3e) defines the initial state z0 as the current state z. The op-
timal control sequence U that minimizes (4.3a) is denoted U ∗, and the resulting
optimal cost J∗(z0) is called the value function [20]. The values of U ∗ and J∗(z0)
depend on the initial state z0 = z.

An overview of MPC is shown in Algorithm 3. From Step 4, only the first con-
trol action u∗0 is applied to the system and the other control actions u∗1, . . . , u

∗
N−1

are disregarded. At the subsequent time step, a new sequence is computed to
replace the previous one. This online replanning provides the desired feedback
control feature.

Algorithm 3 Model predictive control

1: while true do
2: Measure (estimate) the current state z
3: Obtain U ∗ by solving (4.3) with initial state z0 = z
4: Apply u = u∗0 to the controlled system

Lots of the research on MPC has focused on linear MPC, where the system
dynamics (the prediction model) are assumed to be linear, i.e.,

zk+1 = Fzk + Guk , (4.4)

where F ∈ Rnz×nz and G ∈ Rnz×nu . In addition, the stage and terminal cost func-
tions in (4.2) for linear MPC take the form of the 1-, 2-, or∞-norm. The CFTOC
problem (4.3) to be solved is then rewritten as

J∗(z0) = minimize
U

J(z0, Z, U ) (4.5a)

subject to zk+1 = Fzk + Guk , ∀k = 0, . . . , N − 1, (4.5b)

Azzk + Auuk ≤ b, ∀k = 0, . . . , N − 1, (4.5c)

Af zN ≤ bf , (4.5d)

z0 = z, (4.5e)

with the objective function J(z0, U ) given in the form of (4.6) or (4.7). Algorithm 3
with the optimization problem (4.5) to be solved at Step 3 is known as Linear
MPC.
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4.1.1 Optimal control, 1/∞-norm case

If the 1-norm or ∞-norm is used in the objective function (4.5a), then V (zN ) =
∥P zN ∥p and l(zk , uk) = ∥Qzk∥p + ∥Ruk∥p, where p = 1 or∞. Here, P ∈ Snz+ , Q ∈ Snz+ ,
and R ∈ Snu++ are weight matrices. The performance measure (4.2) is then given by

J(z0, Z, U ) = ∥P zN ∥p +
N−1∑
k=0

(
∥Qzk∥p + ∥Ruk∥p

)
. (4.6)

The optimal control problem (4.5) with the performance measure (4.6) can be
expressed as an mp-LP problem in the form of (2.32). The idea behind reformu-
lating (4.5) into an mp-LP is to consider the current state as the parameter vector,
i.e., z = θ, and solve the resulting mp-LP for all possible parameters. This allows
to make the use of a wide variety of optimization methods and software avail-
able to solve LPs and mp-LPs. This approach is known as explicit MPC [17], and
from Theorem 2.16, results in a solution x∗(θ) which is a PPWA function, and
a value function J∗(θ) which is convex PPWA over a polyhedral partition of the
parameter space. See, e.g., [16, 17, 61] for extensive details.

4.1.2 Optimal control, 2-norm case

If the Euclidean (2-) norm is used in the objective function (4.5a), then V (zN ) =
zTN P zN and l(zk , uk) = zTk Qzk + uT

k Ruk , where P ∈ Snz+ , Q ∈ Snz+ , and R ∈ Snu++. The
performance measure (4.2) is then rewritten as

J(z0, Z, U ) = zTN P zN +
N−1∑
k=0

(
zTk Qzk + uT

k Ruk
)
. (4.7)

Common approaches such as sparse and condensed formulations can be used
to cast the optimal control problem (4.5) for linear MPC with the quadratic per-
formance measure (4.7) into an mp-QP in the form of (2.34) [8, 45]. Such re-
formulation, again, enables us to use a broad range of optimization solvers and
software available to solve QPs and mp-QPs. From Theorem 2.17, the PPWA so-
lution x∗(θ) and PPWQ value function J∗(θ) over the polyhedral partition of the
parameter space are obtained from solving the resulting mp-QP.

4.2 Models of hybrid systems

MPC can be used to handle a special class of systems known as hybrid systems.
Hybrid systems arise in a large number of applications where discrete-valued
signals, such as logic decision-making, are combined with real-valued signals
that originate from physical processes. Different types of models can be used to
describe these systems. In [3, 35], some modeling frameworks for these systems
are provided.

A popular modeling class of hybrid systems is mixed logical dynamical (MLD)
systems. MLD is a general model and can describe a wide range of systems. The



4.3 Optimal control of hybrid systems 41

focus in this thesis is on discrete-time systems, which will be introduced in the
following subsection.

4.2.1 Mixed logical dynamical systems

MLD systems proposed in [15] is a common model representation of hybrid sys-
tems in the MPC scheme. These systems consist of a collection of linear difference
equations involving both real and binary variables and a set of linear inequality
constraints given by the following relations

zk+1 = Fzk + G1uk + G2δk + G3wk , (4.8a)

E1δk + E2wk ≤ E3uk + E4zk + e5, (4.8b)

where the system state zk ∈ Rnzc × {0, 1}nzb and the control signal uk ∈ Rnuc ×
{0, 1}nub at time step k collect both continuous and binary values. Here, δk ∈
{0, 1}nδb and wk ∈ Rnw are the binary and continuous auxiliary variables at time
step k, respectively, and F, G1, G2, G3, E1, E2, E3, E4 and e5 are matrices of ap-
propriate dimensions. Other constraints on continuous and logical variables of
states and control signals, such as zk ∈ Z and uk ∈ U , can also be incorporated
into (4.8b), demonstrating the generality of the MLD framework.

In [37], it is shown that under some assumptions, the MLD system is equiv-
alent to other model classes of hybrid systems such as linear complementarity
systems [38], extended linear complementarity systems [25], piecewise affine sys-
tems [60], and max-min-plus-scaling systems.

4.3 Optimal control of hybrid systems

Most of the methods used to control hybrid systems rely on optimal control prin-
ciples, which involve finding the control inputs that minimize a cost function
subject to system constraints [20]. To solve such optimization problems, various
techniques such as dynamic programming, MPC, and hybrid control theory can
be used. In particular, MPC has been successfully applied to a variety of hybrid
systems, including automotive systems, power systems, and chemical processes.
In this section, we focus on applying MPC for discrete-time hybrid systems with
linear or quadratic performance measures.

Consider the MLD models (4.8) of hybrid systems. Define the performance
measure

JMLD(z0, Z, U,∆, W ) = Vh(zN ) +
N−1∑
k=0

lh(zk , uk , δk , wk), (4.9)

where N is the prediction horizon, Vh : Rnz → R is the terminal cost function, and
lh : Rnz × Rnu × Rnδ × Rnw → R is the stage cost function. Here, Z = {z1, . . . , zN },
U = {u0, . . . , uN−1}, ∆ = {δ0, . . . , δN−1} and W = {w0, . . . , wN−1} are the sequence of
predicted states, control actions, and binary and continuous auxiliary variables,
respectively. The CFTOC problem to be solved in MPC for these systems is then
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written as [20]

J∗MLD(z0) = minimize
U,∆,W

JMLD(z0, Z, U,∆, W ) (4.10a)

subject to zk+1 = Fzk + G1uk + G2δk + G3wk , ∀k = 0, . . . , N − 1,
(4.10b)

E1δk + E2wk ≤ E3uk + E4zk + e5, ∀k = 0, . . . , N − 1,
(4.10c)

zN ∈ Zf , (4.10d)

z0 = z, (4.10e)

where constraints (4.10b) and (4.10c) are the MLD system (4.8), (4.10d) limits
the system state at the end of the horizon, and (4.10e) defines the initial state.
The terminal set Zf ⊆ Rnz in (4.10d) is a compact polyhedral set that we want
the system state to reach at the end of horizon of length N . Two common forms
of the cost function JMLD(z0, Z, U,∆, W ) in (4.9) are presented in the following
subsections.

The algorithm shown in Algorithm 3, in which the optimization problem
(4.10) is solved at Step 3, is called hybrid MPC. The discontinuous nature of the
solution space due to the presence of binary variables poses an extra challenge to
solve such problems.

4.3.1 Hybrid optimal control, 1/∞-norm case

If the 1-norm or∞-norm is used in (4.9), the performance measure is in the form

JMLD(z0, Z, U,∆, W ) = ∥PhzN ∥p +
N−1∑
k=0

(
∥Qzzk∥p + ∥Rhuk∥p + ∥Qδδk∥p + ∥Qwwk∥p

)
,

(4.11)
where p = 1 or∞. Here, Ph ∈ S

nz
+ , Qz ∈ S

nz
+ , Rh ∈ S

nu
++, Qδ ∈ S

nδ
+ , and Qw ∈ S

nw
+ are

weight matrices.
The optimal control problem (4.10) with the performance measure (4.11) can

be recast as an mp-MILP problem in the form of (3.13) [20]. The idea (as men-
tioned in Section 4.1.1) is to consider the current state z as the parameter vector θ.
The solution can then be computed offline by employing an mp-MILP solver. See
Section 3.4.1. Thereby, a control law with the properties stated in Theorem 3.2
is obtained that describes the control inputs as a function of the measured (esti-
mated) states.

4.3.2 Hybrid optimal control, 2-norm case

If the Euclidean (2−) norm is used in (4.9), the performance measure can be ob-
tained as

JMLD(z0, Z, U,∆, W ) = zTN PhzN +
N−1∑
k=0

(
zTk Qzzk + uT

k Rhuk + δTk Qδδk + wT
k Qwwk

)
,

(4.12)
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with the weight matrices defined as in (4.11).
The optimal control problem (4.10) with quadratic performance measure (4.12)

can be recast as an mp-MIQP problem in the form of (3.15) [20]. Solving the re-
sulting mp-MIQP by an mp-MIQP solver (outlined in Section 3.4.2) results in a
control input as a function of the states satisfying the characteristics stated in
Theorem 3.3.





5
Concluding Remarks

This chapter concludes the first section of the thesis by providing a summary of
the key contributions presented in Part II, along with outlining some potential
areas for future research to extend or improve the results herein.

5.1 Summary of contributions

In Paper A, the problem of analyzing the computational complexity of B&B-based
MIQP solvers is addressed. In particular, an algorithm is presented to compute a
useful upper bound on the worst-case computational complexity for solving any
possible MIQP from a particular mp-MIQP. Recent methods for exact complexity
certification of active-set QP methods, e.g., [5], can be employed in the proposed
certification algorithm, enabling also taking into account the complexity origi-
nating from solving the relaxations in B&B nodes. Even though the main focus
in this work has been a complexity measure in terms of the accumulated num-
ber of QP iterations and the number of nodes in the B&B tree, there is freedom
in this choice and alternatives such as the number of floating-point operations
(flops) could also be considered. This knowledge enables us to compute relevant
complexity bounds on the worst-case complexity of MIQP solvers based on B&B,
which is of significant importance, e.g., in the context of real-time MPC for hy-
brid systems.

In Paper B, we extend the complexity certification framework presented in
Paper A to also certify the computational complexity of B&B-based MILP solvers.
The proposed framework can exactly determine the complexity measure in terms
of, e.g., the total number of nodes and linear systems of equations (LP iterations).
Furthermore, we develop the proposed algorithm to consider different node ex-
ploration strategies, including best-first. As the best node selection strategy is
generally problem dependent, the certification algorithm can, hence, be used to
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rigorously identify the strategy that leads to the least number of iterations and
ultimately the lowest computation time for solving the problem. This could help
in improving the speed of execution of, e.g., embedded real-time MPC. Addition-
ally, the proposed complexity certification framework is extended to consider
warm-starting of the inner (LP) solvers in the B&B process.

When the size of the MILP problems increases, the computation time and/or
memory space required to find the optimal solution in B&B can sometimes be-
come intractable. To reduce the computational burden, the requirement to find a
globally optimal solution can be relaxed to instead find a suboptimal solution. In
Paper C, we extend the result from Paper B to exactly certify the computational
complexity of suboptimal B&B methods. To that end, three standard suboptimal
strategies to reduce the computational complexity of B&B for the price of subopti-
mality are considered. The proposed method in this work not only introduces the
possibility of computing exact bounds on the computational complexity, but also
exactly how suboptimal the computed solution will be. Therefore, it provides
a tool to rigorously analyze the trade-off between complexity and suboptimality,
which has high relevance in hybrid MPC.

In Paper D, we extend the complexity certification framework in Paper B to tai-
lor the proposed method also for the B&B-based MILP solvers that include heuris-
tics. With that aim, we present and analyze parametric versions of commonly
used start heuristics known from high-performing MILP solvers, with the pur-
pose of certifying the computational complexity of their online counterparts. In
particular, three start heuristics: RENS, diving, and (objective) feasibility pump
are considered. The proposed certification algorithms for the considered heuris-
tics are then integrated into the B&B certification framework to be able to deter-
mine the worst-case accumulated number of LP iterations, nodes, and/or flops
of B&B schemes for MILP. The result from this work can additionally be used to
determine whether a considered start heuristic method helps in speeding up the
B&B process, and exactly to what extent.

5.2 Future work

In this section, some ideas for future work and possible extensions of the contri-
butions that are presented in this thesis are summarized.

A unifying complexity certification framework

A possible extension of the results in Papers A and B is to unify the presented
complexity certification frameworks of the B&B methods for MILPs and MIQPs.
To that end, the proposed method in Paper A needs to be extended so that it could
either handle quadratic regions to obtain exact complexity measures or provide
tighter complexity measures by applying, e.g., over- and under-approximation of
the resulting quadratic regions. Different branching strategies such as most in-
feasible branching could also be integrated into the proposed certification frame-
work.



5.2 Future work 47

Improvement heuristics

In Paper D, start heuristics were integrated into the certification framework. It
is also interesting to investigate if and how the improvement heuristic methods
such as local branching and RINS described in Section 3.3.4 can be integrated
into the B&B certification scheme, which will be considered in future work.

Real-time certification

An interesting future research direction is to try to extend the proposed frame-
work to generate exact or very good bounds on the worst-case execution time for
hybrid MPC considered in this research. This was recently introduced for linear
MPC in [7]. As described in [7], in order to move from iteration certificates to
execution-time certificates, it will be necessary to shift from an algorithmic view-
point to a programmatic viewpoint. That is, to take into consideration the im-
plementation of the algorithm in code, how this code is compiled, and on which
hardware the compiled machine code is executed.

High-performance computing

An advantage of the certification framework is that the complexity measures can
be computed solely offline. In addition, the proposed algorithm is highly suitable
for parallelization, since different parts of the parameter space are independent
from each other. Therefore, the algorithm can be parallelized through, e.g., do-
main decomposition. This involves splitting the parameter space into distinct
regions and applying the certification method to each one. Thus, it is possible to
employ high-performance computing to certify more challenging problems with
larger problem sizes within a reasonable time.

Optimizing the optimizer

There are several key choices and degrees of freedom in the B&B methods, as
highlighted in Section 3.3. The best selections among these options are usually
problem dependent. An interesting research direction is, hence, to use the results
from the certification framework to investigate which particular choices provide
the best worst-case performance when MILP and MIQP instances from particular
mp-MILP and mp-MIQP are solved.
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