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Abstract

Cloud computing is becoming increasingly popular among all types of companies due to its inherent benefits. However, because of its infrastructure, it might be difficult to manage access rights between users and resources. To address these difficulties, Amazon Web Services (AWS) provides Identity and Access Management (IAM) and features that support the use of different access control models, for example, Role-based Access Control (RBAC) and Attribute-based Access Control (ABAC). Access control models are used for authorisation within systems to decide who gets access to what. Therefore, to determine what constitutes an efficient (the average time it takes to perform a task in AWS IAM) and secure access control model, a thorough study of background material and related work was conducted. Through this study, it was found that RBAC lacked scalability whilst ABAC lacked administrative capabilities. It was also found that flexibility and scalability were two important factors when designing access control models. Furthermore, by conducting a survey and designing an access control model for AWS through various iterations, a new access control model called Entity-centric Attribute- & Role-based Access Control (EARBAC) was developed. In an experiment comparing it with the RBAC model, the EARBAC model was found to be both efficient and secure, in addition to its flexibility and scalability. Furthermore, EARBAC was also found to be 27% faster than RBAC in AWS IAM. These results suggest that the model is useful when developing cloud infrastructures in AWS.
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This chapter introduces the main problem and motivation of this thesis. Furthermore, the research questions are presented as well as the intended approach.

1.1 Motivation

Amazon Web Services (AWS) is a subsidiary of Amazon that provides cloud computing solutions to users in nearly one hundred geographical locations worldwide and is expanding its business to reach even more customers [26]. Some of their largest and most notable customers include NASA, Epic Games, and Netflix, among others.

A cloud computing solution means that a customer gets remote access to physical hardware, from a cloud vendor such as AWS, to run their software on. To limit access from unauthorised people and enable access to certain ones, access control methods are in place to ensure this. Outside of login credentials, users usually need certain privileges or other access rights even inside the system. This is to protect sensitive information and critical infrastructure from potential attacks that could potentially get past the first line of defence, but also from actual users without a certain status, such as administrator, team leader, etc.

AWS Identity and Access Management (IAM) provides a toolbox for implementing access control to resources in AWS. The access control in AWS IAM is based upon policies that enable access to certain resources. These policies can then be associated with developer roles (e.g. guest, user, admin), which are assigned manually. When systems using AWS IAM grow, as a result of adding more services and infrastructure, there has to be a clear and simple way to set up access control for new resources. If careful analysis of different roles for developers is not conducted before creating a solution, it is too easy to lock out and block these developers from resources that they need in their daily work. Thus, the access management setup will be affected by at least: best practices, customer agreements, and way-of-working. It is also crucial that the setup is kept as simple as possible because, if a developer is hindered by the access control in an environment where the data is only accessible for a short amount of time, they might not be able to complete their work in time.

---

time, they might have to be assigned a role with overqualified access; this would be considered a security breach. Therefore, a model that takes both developer efficiency and security into account would need to be applied to the system to prevent developers from gaining unauthorised access to new resources.

Furthermore, according to the Open Web Application Security Project, the most common vulnerability in web applications is broken access control\(^5\). If access control in a web application or infrastructure is managed incorrectly, it can lead to unauthorised actors gaining access to information or other resources outside of their intended privilege. However, it is a difficult challenge to implement access control correctly as there are several different access control mechanisms with their own pros and cons\(^15\). Depending on how many or what type of resources a cloud computing service has, one access control model may solve the relevant security issues better than another model. This is because their purpose is not just to limit access but also to enable access for authorised users. Finally, according to Shaikh and Haider\(^29\), “It is being observed that the users of cloud computing services are not satisfied with the current security mechanism in cloud computing”.

The foundation of this thesis is made in collaboration with NIRA Dynamics, a Swedish company specialising in making analytical software for cars and road surfaces. Their insight and knowledge in AWS IAM will support the work in this thesis and during the experimentation and evaluation phase.

### 1.2 Aim

The goal of this thesis is to introduce and analyse models and strategies for how to best strike a balance between security and developer efficiency in AWS IAM. The solutions have to be extendable and the key concepts should be clear and perceivable for anyone working with similar systems.

### 1.3 Research Questions

This thesis aims to answer the following research questions, where efficiency means the average time it takes to perform a task in AWS IAM:

1. What counts as an efficient security policy strategy?
2. How can a balance be found between security and developer efficiency utilising the strategy found in RQ\(_1\) for AWS IAM?
3. How can AWS IAM be used to create an access control model that uses the advantages of both Role-based Access Control and Attribute-based Access Control?

### 1.4 Approach

The research for this thesis consists of reading material from scientific literature, conferences, and instructions from web pages such as IEEE Xplore\(^6\), Springer\(^7\), Google Scholar\(^8\), and the library of Linköping University\(^9\). Information from these sources helps answer the research questions presented in this thesis, and research topics include the following, but are not limited to, AWS IAM, access control, policy distribution, and relations between security and developer efficiency. A Proof of Concept of a proposed access control model will be implemented and evaluated.

---

\(^5\)[https://owasp.org/www-project-top-ten/]
\(^6\)[https://ieeexplore.ieee.org/Xplore/home.jsp]
\(^7\)[https://link.springer.com/]
\(^8\)[https://scholar.google.com/]
\(^9\)[https://liu.se/en/library]
1.5 Delimitations

There are access control models that manage both authentication and authorisation. However, in the context of this thesis, a user is already logged in to AWS and identified (authenticated), which means that this thesis does not research the subject matter of authentication, therefore focusing only on the authorisation. While most of the presented topics on access control can be applied to cloud computing services such as AWS, Microsoft Azure\textsuperscript{10}, Google Cloud\textsuperscript{11}, etc., this thesis only applies them to AWS. This thesis does not consider encryption when researching different access control models and uses AWS built-in objects.

1.6 Keywords
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\textsuperscript{10}https://azure.microsoft.com
\textsuperscript{11}https://cloud.google.com/
2 Background

In this chapter, the basics of cloud computing, Amazon Web Services, and access control will be presented, as well as previous models that have laid the foundation for modern access control. AWS IAM and its concepts will also be introduced to present a clear overview of the environment in which this thesis is conducted.

2.1 Cloud Computing

The term cloud computing was first used by Challeppa [23] in 1997, and it refers to when you run software in the cloud, compared to running it locally. Cloud computing can offer services such as data storage, video streaming, different kinds of processing, and other services. The idea behind cloud computing is that a vendor enables remote access to their hardware for users to run software, access services, build platforms or their own services, etc., from anywhere in the world [3, 28]. The vendor has total control over the hardware, but the user has some control over the services, depending on the type of service model the cloud vendor offers. A key feature of cloud computing is elasticity, the ability to dynamically increase or decrease the resources needed for cloud computing operations [18, 28]. This feature enables the users of a cloud computing service to scale their operations up or down, depending on how much they need at the moment, or how much they are planning on using. The cloud vendors’ hardware run virtual machines which in turn run the customers’ software. The virtual machines run in the vendors’ data centres, and allocating new resources to customers means finding an open spot on physical machines to place another virtual machine on.

Furthermore, there are three primary cloud service models: Software-as-a-service (SaaS), Platform-as-a-Service (PaaS), and Infrastructure-as-a-Service (IaaS) [28, 20]. SaaS is a service that users can access without having control over, or having to worry about, the underlying hardware, operating system, or virtualisation. An example of this would be online word processors, where you can write and save your progress remotely. PaaS provides a software service as well but is primarily used by developers, testers, and administrators to develop applications. While the vendors still have full control, PaaS offers more control to the users. IaaS is the most fundamental part of cloud computing as the other two service models are built upon it. IaaS provides an infrastructure for developers and other users to run their platform and applications on and they have the most control over the cloud in this service.
model. They can run arbitrary programs and operating systems and they have access to other aspects as well, such as storage, networking, processing, and main computing resources.

Outside of the three primary cloud service models, Monshizadeh et al. [20] introduce a fourth service model, catered towards mobile operators, called Telecommunications network as a Service (TaaS). According to the authors, there are network operators called Mobile Virtual Network Operators (MVNOs) that are hosted by a physical mobile network. Instead of having its own support system, an MVNO could become a customer of a Mobile Virtual Network Enabler, and these services could be implemented using cloud computing. In another paper, by Gurtov et al. [19], including Monshizadeh, the authors review TaaS in regards to sharing physical and virtual resources over a mobile network running on cloud computing. However, due to security concerns, they conclude that the existing frameworks they used for implementing TaaS need to be revised before being ready for deployment. Gurtov et al. [1] (another set of co-authors) introduce Software-Defined Mobile Networks which, similarly to MVNOs, use virtualisation to improve the capacity scaling and adaptability of the architecture in mobile networks. The idea is that it should better fit varying and diverse traffic demands, and according to the authors, mobile service providers turn towards cloud computing for solutions in this area.

2.2 Amazon Web Services

In 2006, Amazon created AWS which would specialise in creating cloud computing solutions. Anyone can buy their services, but companies who want to utilise the advantages of cloud computing benefit the most from AWS[1]. By offering a wide variety of IT infrastructure services on a pay-as-you-go model, they allow businesses to mitigate the risk, and reduce the time and capital needed, to build their own infrastructure[2]. Some of the areas in which AWS supplies services are compute clouds, storage solutions, databases, and networking & content delivery[3], but AWS also offers services such as Organizations[4] and IAM[5]. The AWS Organization service lets the account owner create an organisation where they can create and manage multiple accounts simultaneously, see Figure 2.1 above, and then allocate resources as needed. This service can also be used to apply governance policies to accounts and groups within the organisation.

A specific storage solution that AWS offers is the Simple Storage Service (S3), which is an object-storing service that puts emphasis on scalability, data availability, security, and perfor-

---

1https://aws.amazon.com/getting-started/
2https://aws.amazon.com/about-aws/
3https://aws.amazon.com/products/
4https://aws.amazon.com/organizations/
5https://aws.amazon.com/iam/
2.3 Authorisation

Data in S3 is stored in a type of resource called bucket, and within those buckets, data is stored as objects. The object itself can consist of a text file, a photo, a video, etc., and any metadata related to the file. In other words, buckets act as containers for data, and an AWS account can store several of them. For each bucket, an AWS user can choose the geographical region where S3 shall store the bucket and everything inside it.

To run cloud computing and run programs, AWS offers several solutions, and their biggest service in this field is Elastic Compute Cloud (EC2)[6] that enables a customer to tailor a virtual machine specifically to their needs and offers elastic cloud computing to meet the customer’s demands. Another service by AWS is Elastic Kubernetes Service (EKS)[7] that enables and runs Kubernetes[8] in the cloud provided by AWS.

2.3 Authorisation

According to Fraser [11], authorisation means granting privileges to processes and users. A privileged user, one who has gained privileges through authorisation, has the ability to interact with objects in a system through a set of permissions, which usually consist of the three standard permissions: read, write, and execute. In a standard system, the owner of an object, which is usually the object creator, is authorised all the permissions related to their object and can usually also delegate who and what can interact with it as well. Apart from authorisation, there is also authentication and it is important to distinguish these two concepts. While authorisation is used to grant privileges to a user, authentication is used to identify a user, according to Fraser, as well as Saltzer and Schroeder[24].

2.4 Principle of Least Privilege

The principle of least privilege is one of the secure design principles created by Saltzer and Schroeder[24]. The idea behind the principle is that programs and users in a system should only operate with the least amount of privileges necessary to do their tasks. As an example, if a user does not need access to a certain resource, the user should not have the privilege to access that resource. This helps reduce the number of privileged operations interacting with each other, reducing the risk of unwanted access. Furthermore, the resulting damages from accidents or errors are limited by this principle, as well as unwanted, improper, or unintentional uses of privileged actions.

In an article, by Jero et al. [16], the authors talk about how they developed an embedded system adhering to the principle of least privilege. They list several challenges involved in creating such a system. Among them are granularity which states that privilege must be as fine-grained as possible when it comes to accessing resources and shared data structures. This is to ensure that potential violations of intended usage will be denied. Another challenge is recovery, which states that faulty or malicious processes should be able to recover, but in a way that does not compromise the system’s security.

2.5 Access Control

Access control has been in place for a long time, using physical sensors and components to ward off sensitive information or resources to unauthorised access in buildings and other locations[9]. The same methods, although a bit physically different, are applied to online infrastructure as well. Access control is the process of securing data, which enables organisations to control who gets access to what[9]. Among other concepts, access control uses autho-
2.5. Access Control

organisation to decide which users get access rights to certain resources. Furthermore, this section will focus on explaining four types of traditional access control mechanisms, as well as explaining their advantages and disadvantages. These models are commonly used today and serve as a good foundation for understanding how modern access control works.

2.5.1 Mandatory Access Control

In Mandatory Access Control (MAC), the operating system or security kernel handles the access control and sets the access permissions for objects [15]. A systems administrator sets the access permissions for objects, and that access control is later enforced by the operating system or security kernel. They enable or deny users the right to grant permissions in the file system, and users can not alter this. MAC uses classification labels for the objects in the file system, which means an object can be labelled as different security levels: secret, top secret, or confidential. Not only the objects have this label, but the users and other devices as well, and are also assigned a clearance level which dictates that they have the privilege to access objects of the same level. The classification labels of the users and the objects are set by the security kernel and the credentials. Accessing rights are checked by the security kernel or operating system upon access to determine if the one trying to access should be denied or allowed access. MAC is a secure model when it comes to access control, but it requires considerable planning because the classification labels need to be updated. It is therefore less flexible than some other models. Once the level of security is defined in MAC, the safety level does not adjust in the hierarchy [3]. Because of these aspects, the MAC model’s scalability is worse than for other models, and might not be applicable everywhere.

2.5.2 Discretionary Access Control

In Discretionary Access Control (DAC), a user who owns an object controls the access to it, hence the discretionary part [15]. Authentication in DAC is performed through a login where a user enters their username and password, during which their access rights are performed. Since it is up to the owner of the object to create access control policies, dictating who can access their owned object, DAC provides more flexibility than some other models. However, for the same reason, it is also considered less secure. DAC allows for the owner to delegate access privileges of their object to other subjects, effectively enabling object sharing [3]. DAC also allows for access inheritance, user-based permissions, process activity auditing, and administrative rights. However, it cannot constrain the usage of data and its flow and is weak to attacks by unauthorised users who could use malware to gain access to information even without the object owner’s permission.

2.5.3 Bell-LaPadula and Biba

The Bell-LaPadula (BLP) and Biba access control models are old models that are designed to protect the confidentiality and integrity aspects, respectively [31]. Both models have been used plenty for military purposes, but less so in commercial fields due to their lack of consideration for the security of the channel used for communication. The BLP model works by combining two rules that together prevent confidential information from being accessed by unauthorised subjects: subjects may not read the information at a higher sensitivity level, and subjects may not write information to an object at a lower sensitivity level. In other words, this model enforces the properties no read up and no write down. The Biba model also works by combining two rules of similar nature: subjects at a given level of integrity must not read data at a lower integrity level, and subjects at a given level of integrity must not write to data at a higher level of integrity. In other words, this model enforces the properties no read down and no write up.
2.5.4 Role-based Access Control

In 1992, Ferraiolo et al. [10] defined the non-discretionary access control model called Role-based Access Control (RBAC) that built upon the previous DAC model used in military systems at the time. This model became well known for its administrative capabilities as well as its support for data integrity. A user gains access rights to objects through roles and permissions in RBAC, and the model categorises the roles into two groups: application/technicality and organisation/business [15]. A role that belongs to the application/technicality group gets permissions that enable access to certain parts of an application, whereas a role within the organisation/business is a combination of several roles from the previous group. This means RBAC can be used for administrative purposes and can be used for larger organisations as well where there are a lot of users and resources to take care of. When assigning permissions to a user, there are three main rules in RBAC that the model follows: role assignment, role authorisation, and permission authorisation. These three rules shape the way access permissions are formed for users and create a secure environment for deciding access rights.

In comparison with the following ABAC model, the RBAC model has been said to give simpler administrative and review capabilities [17, 4, 22, 32], however, the main drawback is that when the environment changes, the roles and permissions do not naturally adapt. These changes have to be made manually and can be a complex task in a complex environment. Furthermore, when a company using RBAC grows, it can quickly become susceptible to something called role explosion and role-permission explosion, meaning the role structure becomes even more complex when time passes and can result in less scalability if not managed properly [4, 22, 32].

Finally, in a work by Habib et al. [13], the authors compare the RBAC model to the BLP model, using simulated states. In their findings, they conclude that BLP is strictly more restrictive than RBAC. This is because BLP can not simulate all possible states that exist in RBAC. For example, a state in RBAC where no access can be authorised does not exist in BLP.

2.5.5 Attribute-based Access Control

The Attribute-based Access Control (ABAC) model was designed by Hu et al. [14] and works with the attributes of objects and subjects, as well as other conditions, to decide access to resources. Each object is characterised by its specific attributes and can refer to other objects, such as the owner. Every user of the system using ABAC is also assigned attributes, which can include a name, role and which group the user belongs to. As the system changes, the attributes of subjects may also need to change to match the new environment specifics. ABAC works with policies that decide which attributes to check in order to determine whether a user gets access to a resource or not [15]. This means that the attributes in ABAC shape the policies of access control. Since there are predefined roles and privileges for each user in ABAC, the model becomes efficient and flexible, while also solving authorisation problems.

As mentioned previously, the attributes work on different types of entities, and the types of attributes can be grouped into subject attributes, object attributes, resource attributes, and environmental attributes. Environmental attributes can be for example the time and date that a resource is accessed, helping determine the access rights [5]. The model treats aspects such as classification, authorisation, and transparency, and creates attributes based on the user’s request to access resources and what resources the user requires. Due to its structure, ABAC is more scalable and flexible than other models, while also being secure. However, the model might require a large computing overhead.
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All information presented in this section is a summarisation of how AWS IAM works. The IAM service in AWS gives the user, or business, a framework that can help apply fine-grained access control between other AWS services and resources. By default, however, developers have no access rights. It is the owner of the AWS account that has all the privileges from the start, and it is also up to them to create the initial permissions that give other developers the possibility to work in their corresponding areas. To enable this, the IAM framework introduces different kinds of IAM resources, such as User, User Group, Role, Tag, AWS resources, etc. IAM resources are not to be mistaken for normal AWS resources; AWS resources are services such as compute clusters or databases whilst IAM resources refer to data elements that are used to access AWS resources. Furthermore, IAM resources can then be connected and matched with different access control models, such as DAC, MAC, RBAC, and ABAC, which are explained in Section 2.5, using something called Policies. In IAM, Policies are also a type of IAM resource. These Policies are the main building blocks of IAM as they can achieve security, scalability, and manageability when utilised accordingly. Additionally, AWS uses something called Amazon Resource Names (ARNs), which are attached to all elements (Users, Roles, Policies, etc.), to uniquely identify resources across all of AWS. Some examples of these ARNs can be seen below in Policy 2.2.

Moving on, Policies are built using JSON files with different parameters depending on what type of policy is being written, more on types later. The most common parameters are Statement, Effect, Principal, Action, Resource, and Condition, however, there are also some semi-optional parameters such as Version and Statement ID (Sid) that can be used for version control and metadata respectively. The JSON file structure is as shown in Figure 2.2, and two code examples are given below in Policy 2.1 and 2.2 where:

- Version is the most important semi-optional top-level parameter that tells the IAM evaluation process which specific version of policy language is to be used when evaluating. To gain all of the latest features, one should always set the Version to "2012-10-17", as this version enables variables. There are also other top-level parameters that can be used.

- Statement is the main container of a policy. There can also be more than one statement in each policy as illustrated in Policy 2.1.

- Effect is, as it sounds, the effect that a Statement will push to AWS. This parameter must be either "Allow" or "Deny", however, one can use multiple Statements with different Effect values if needed.

---
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Policy 2.1 General JSON Policy Code

```json
{
    "Version": "2012-10-17",
    "Statement": {
        "Effect": "Allow",
        "Principal": "*",
        "Action": "*",
        "Resource": "*",
        "Condition": {
            "StringEquals": {
                "aws:SourceAccount": "111111111111"
            },
            "ArnEquals": [...]}
    },
    "Statement": [...]}
```

Policy 2.2 Specific JSON Policy Code

```json
{
    "Version": "2012-10-17",
    "Statement": {
        "Effect": "Allow",
        "Principal": ["arn:aws:iam::111111111111:user/user-1",
                       "arn:aws:iam::111111111111:user/user-2"],
        "Action": ["s3:GetObject",
                     "s3:PutObject"],
        "Resource": ["arn:aws:s3:::bucket-1",
                      "arn:aws:s3:::bucket-2"],
        "Condition": [...]}
```

- Principal can be seen as a "calling" entity, also called IAM Entity, that will be denied or allowed some permissions. In IAM, a "calling" entity can be either a User or a Role. One Statement can also have multiple "calling" entities by either using the "wildcard" (*) character, see code line 5 in Policy 2.1 or by using list brackets as input, see code line 5-6 in Policy 2.2, to the Principal parameter.

- Action is the parameter that specifies which action(s) are to be allowed or denied for the specified Principal(s). This parameter can also be switched to NotAction, see usage in Appendix Table D.1. Similarly to the Principle parameter, the Action/NotAction parameter can also have multiple actions by using either "wildcard" (*) or list brackets.

- Resource refers to an AWS Resource or service that some Principal(s) will be able to use Action(s) on. This parameter can also be switched to NotResource, see usage in Appendix Table D.1. The Resource/NotResource parameter can also have multiple resources by using either "wildcard" (*) or list brackets.

- Condition Block is an optional parameter that can be used for multiple purposes and can have one or more conditions within[11] see code line 8-13 in Policy 2.1. The logic of these conditions evaluates using ‘AND’ and ‘OR’ as shown in red, furthest to the right, in Figure 2.2
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Even though policy parameters, excluding Statement, can be written in any order inside of a Statement, a simple way of reading policies would be as shown by the previous bullet points from top to bottom:

\[ <\text{Effect}> \quad <\text{Principal}> \text{ to use } <\text{Action}> \text{ on } <\text{Resource}> \text{ if-and-only-if (iff) } <\text{Condition}> \]

Therefore, to summarise Policy 2.1:

\[ <\text{Allow}> \quad <\text{all Principals}> \text{ to use } <\text{all Actions}> \text{ on } <\text{all Resources}> \text{ iff } <\text{the aws:SourceAccount is equal to 111111111111 AND ArnEquals is equals to some value (not specified here)}> \]

Also, Policy 2.2 would be summarised to:

\[ <\text{Allow}> \quad <\text{test-user1, test-user2}> \text{ to use } <\text{GetObject, PutObject}> \text{ on } <\text{S3:::bucket-1, S3:::bucket-2}> \text{ iff } <\text{some condition (not specified here)}> \]

Before constructing these policies, however, some key aspects have to be considered. Firstly, policies have many different types depending on what they are supposed to be attached to, and secondly, policies can be divided into two groups. These groups are not specified in the AWS documentation, but this thesis will call them active- and restrictive policies. The reason for this is that active policies are policies that explicitly allow or deny some action between IAM resources, whilst restrictive policies are policies that restrict the number of actions that an active policy can allow or deny. With this definition, restrictive policies can be seen as higher order compared to active policies and can be used to organise and maintain an organisation on a bigger scale. However, whilst restrictive policies can be seen as higher order, they cannot grant any permissions themselves, it is only the active policies that can actually grant permissions to an IAM Entity. This can be seen by the yellow check mark in Figure 2.3; a green check mark represents a granted action; a red cross represents a denied action. Furthermore, if no restrictive policy is applied, all actions that an active policy grants are allowed. This thesis has grouped the IAM Policy types Identity-based policy and Resource-based policy into the active policies group because, as per the previous definition, they either allow or deny some action. Meanwhile, the restrictive group involves the IAM Policy types Permission Boundaries, Service Control Policies (SCPs), and Session Policies, as per the same definition.

Regarding the active policies, Identity-based policies further involve two types of policies called Managed- and Inline policies. Managed policies are policies that can be created once and put into a reusable library to use on multiple IAM Entities. These policies are either AWS managed (AWS themselves manage the policies) or Customer managed (the customer manages their own policies). Inline policies, however, are a bit special as they cannot be stored in a library and are created and attached to only one IAM Entity (one user, multiple
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Figure 2.4: To the left is an illustration of an Inline policy. To the right is an illustration of a Resource-based policy.

Figure 2.5: Three Venn diagrams illustrating the use of restrictive policies. Check marks with brighter colours are evaluated as allowed actions.
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Figure 2.6: Illustration of how an RBAC model could be set up inside of AWS IAM.

resources), see the left side of Figure 2.4. The next policy type within the active policy group is the Resource-based policy. This policy is almost identical to the Inline policy, however, the IAM Entity and resource have changed positions (one resource, multiple users), see the right side of Figure 2.4.

Regarding the restrictive policies, Permission Boundaries are used to restrict Identity-based policies on the account level, see ‘A.’ in Figure 2.5. Similarly, SCPs are used to restrict IAM Entities at the organisation level. A Session Policy, however, is a bit different as it is passed as a parameter when you programmatically create a temporary session for a Role or Federated User; A Federated User is, for example, a user that has been imported from another authentication management system into the AWS system to be able to use one set of credentials for multiple workspaces. The passed Session Policy is then evaluated onto the entity that the temporary session was created for, see ‘B.’ in Figure 2.5. Furthermore, the Permission Boundary and Session Policy can be used in conjunction to create even more fine-grained access, see ‘C.’ in Figure 2.5. Note that Permission Boundaries do not restrict permissions granted by Resource-based policies that specify the IAM Entity as a Principal. Similarly, Session Policies also do not restrict permissions granted by Resource-based policies but have instead specified the Session ID as a Principal.

2.6.1 Role-based Access Control in Amazon Web Services Identity and Access Management

To implement RBAC in AWS, developers can utilise a feature called an IAM Role. An IAM Role can be seen as a group that some users are able to assume, unlike an actual User Group that users can be a part of, giving access to certain services or resources based on the attached policies. Therefore, to know which users are able to assume which roles, each role has one Trust Policy. This policy defines which Principals are allowed to assume the role, and under what conditions. Furthermore, a role is usually named something appropriate that would indicate its purpose. For example, a role could be named Developer, which would indicate that the role enables access to certain resources that developers need access to in order to perform their work. This relation is illustrated in Figure 2.6, where User 1 and User 2 are able to assume the Developer role, giving them access to two AWS resources, S3 bucket, which in turn stores S3 objects, and an EKS cluster.

However, whilst the Trust Policy defines who can access a role, they are not always directly granting, but only allowing some users to assume that role. This is similar to how
Active- and Restrictive policies work for permissions, where Active policies actually *grant* some permissions whilst Restrictive policies only *allow* some permissions. Therefore, if the Trust Policy is written in a restrictive (allowing) manner, an Identity-based policy is needed to actually *grant* a user the permission to assume that specific role. This can be illustrated by Figure 2.6, where User 3 and User 4 have policies attached directly to them. This might be seen as a bit redundant, however, depending on the intended policy infrastructure and management of a system, it could come into good use.

### 2.6.2 Attribute-based Access Control in AWS IAM

For a developer to implement the ABAC model into AWS IAM, Tags have to be used. Tags are in simple terms **key-value pairs** attached to IAM Entities as metadata items, similar to the Version and Sid elements inside policies, that can be used in the Condition Block of a policy; see previous Figure 2.2 to understand the evaluation process of these key-value pairs within policies.

Moreover, as Tags are metadata items they can also be made to take any shape the developer would like them to take. For example, keys could be *Department*, *Team*, and *Project*, while the values could correspond to *Accounting*, *Team1*, *PoC1*; keys could also be used and compared directly, while leaving the value field blank, depending on developer preference. One thing to keep in mind, however, is that keys are case-sensitive in all cases except when used on IAM Users or Roles. If, for example, an IAM User has the key *Department* with value *Finance*, and another Tag is added with key *department* (lower case ‘d’) with value *HR*, then the former value will be replaced by the latter. Furthermore, make sure to never save any confidential or sensitive data into Tags, or any free-form text fields for that matter, as this can be openly seen when using for example the AWS Command Line Interface or AWS Software Development Kit.

To give an example of how Tags can be used, see Figure 2.7. In the figure, there are three users, and two of them are placed in a User Group. Furthermore, there is an attribute-written Identity-based policy attached to both the User Group and User 3, meaning that the policy grants access by matching Tags. This means that User 1, who has the key **Key1: Value1** Tag, has permission to do some action on the S3 Object that has the same Tag. Furthermore, User 2 has the **Key2: Value2** Tag attached to itself, which is also attached to an EKS cluster (AWS Resource). This means that User 2 has permission to access the EKS cluster as well, whilst User 1 does not. Finally, User 3, who is not a part of any user group, has both the **Key1: Value1** and **Key2: Value2** Tags attached to itself. This means that User 3 can access both the S3 Bucket

---

and EKS cluster. This final case can be especially good for individual permissions instead of using in-line policies.
3 Related Work

This chapter will present papers that are related to this thesis’ work and write about how they have solved their particular problems. It will also go through papers relating to RBAC, ABAC, and similar access control models.

3.1 Related Work Pertaining to Role-based Access Control

This section will bring up work that is closely related to Role-based Access Control and also compare each work to this thesis.

3.1.1 Formal Definition, Feature Expansion, and Evaluation Specification

As previously stated in Background \[2.5.4\] Ferraiolo et al. \[10\] set out to create a formal definition of the RBAC model that is widely used today. Sandhu et al. \[25\] expanded upon this by identifying some well-known security principles that the RBAC model supported but did not enforce on its own. These principles were Least privilege, Separation of duties, and Data abstraction. Sandhu et al. specifically mention that “Theoretically, a system administrator could configure RBAC to violate these principles”. The paper then moves on to categorise a base model (basic RBAC) and three feature models: the Role Hierarchy Model (built on the base model), the Constraints Model (built on the base model), and the Consolidated Model (built on the two previous models).

The Role Hierarchy Model adds role-within-role dependency, meaning a role can have both its own dependencies and inherit another role’s dependencies. This can also be represented as an organisation’s lines of authority and responsibility. The Constraints Model adds constraints for acceptability evaluations, meaning only accepted actions between entities can be carried out. Within this model, Sandhu et al. mainly describe three specific constraints; the first constraint is Mutually Exclusive Roles, meaning that a user can be assigned at most one role, in a role set, at one time; the second constraint is Cardinality, meaning that a role can at maximum only have a specified amount of concurrent users; the last constraint is Prerequisite Roles, meaning a user can be assigned role A only if they already have been assigned role B first. The last feature model is the Consolidated Model which merges the previous Role Hierarchy Model and Constraints Models into one model, to allow constraining of the role
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hierarchy implementation directly; the Consolidated Model is also what would be expected of the RBAC model today.

Following Sandhu et al.'s different RBAC models, Ahn and Sandhu, in a later paper, try to create a "role-based authentication constraints specification" for evaluating constraints using logical soundness and completeness proofs. The specification presented is called RCL 2000, which is a generalisation of Sandhu and Ahn's previous version RSL99. RCL 2000 was made using a formal language approach instead of a natural language approach, which was used in RSL99. Their reasoning for this was that, even though natural languages have easier comprehension, they may be prone to ambiguities and do not support constraint generation and optimisation as the formal approach did.

While these three papers have defined, expanded, and evaluated the RBAC model as it is known today, some differences have to be noted in regard to AWS and this thesis. Firstly, the Consolidated Model's features, brought up by Sandhu et al., are already partially implemented in AWS. The only outlier is the Cardinality constraint within the Constraints Model which would not be possible to implement with normal policies. There would need to be some other metadata element attached to IAM Roles, which is currently not the case and not possible to implement due to the IAM architecture. Furthermore, in regards to Ahn and Sandhu’s evaluation specification, AWS already uses its own evaluation method which cannot explicitly be managed or modified by a user or developer. There are, however, some best practices for IAM Policy creation that can be used to ease the evaluation process by, for example, utilising better grouping techniques for IAM Policy Statements and Resources.

3.1.2 Workflows and Tasks for Flexibility

As previously stated, the RBAC model has been widely defined and improved by many authors, however, some have found that it still lacks flexibility when it comes to some RBAC implementations. Leitner et al. [17] mention this issue in terms of Workflow Systems (WfS), meaning systems that manage repetitive processes and tasks that occur in some particular order. Leitner et al. explain that there are four aspects of change that need to be taken into account to accentuate flexibility. These aspects are Control flow-, Data flow-, Administration-, and Service changes. To test these aspects, Leitner et al. set four requirements that their proposed Adaptive Workflow Role-based Access Control (AW-RBAC) model must enforce for both flexibility and security to work.

The first requirement is completeness, meaning that only one access control model should be used for all aspects. If the aspects were to be divided into multiple access control models, it would increase the complexity of the access evaluation process and, in the worst case, make the access control weaker as some privileges might become negated due to a clash of access rights. The second requirement is Support of user and context-dependent access rights; user refers to an authorised person that can perform certain actions such as delete objects or remove dependencies; context means information such as location or time. The third requirement is Maintainability of access rights, meaning that it should be easy to add, modify, and delete access rights, as well as not attaching too specific context variables such as "process instance" or "process scheduling" to keep the RBAC model minimal (and maintainable). The last requirement is a Fine-grained definition of access control, meaning that there should be some possibility to define individual access rights when needed.

With the requirements defined, Leitner et al. used a use-case-based evaluation procedure by changing each aspect individually, on some test models that were created, and then implementing their Adaptive Workflow Role-based Access Control (AW-RBAC) model into a selected adaptive WfS. Although the implementation was still a work in progress, as AW-RBAC was only implemented on a subset of the WfS's components, their evaluation and conclusion state that the AW-RBAC model has been realised as a security service and can be implemented on any WfS.
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Even though Leitner et al. wrote their paper about Workflow Systems back in 2011, Uddin et al. [32] show that the flexibility issue is still a lingering problem even in 2019. To handle this problem, the authors propose their Authorising Workflow and Task-Role-Based Access Control (AW-TRBAC) model. The difference with this model was that Uddin et al. seem to focus more on workflow used by developers, in comparison to Leitner et al.’s system workflow (WfS). Uddin et al. can with that create more specific requirements stating which roles are supposed to do what. An example of this would be the authors’ requirements 1, 2 and 5 which respectively specify that: only the Security Coordinator can submit access requests, a Process Owner has to approve Security requests, and Service transfers should be approved by the Process Owner as well as revocation of existing, and provisioning of new, credentials. Another addition to Uddin et al.’s work is their use of tasks, meaning a fundamental unit of business work or activity. A task could also be called a ‘Job function’. The paper moves on to extend the OASIS standard of the XACML policy language[1] to support the new requirements, and then implement this model using the Balana policy engine[2]. This was done to demonstrate that the model works on a real industrial use case from a financial institution.

Both Leitner et al. and Uddin et al. have seen the necessity of integrating flexibility into the current RBAC model and have both shown that there are multiple ways of doing so, mainly by integrating workflow access rights but also with task elements and well-defined requirement specifications when working with WfS. The difference in this thesis, however, comes down to one main point. Even though AWS provides a wide range of IAM Resources, which can be used for many different access control models, aspects such as workflow and task items do not have a direct connection to any IAM Resource. The workflow or task items would therefore have to be modified to fit or made into a more definite workflow environment, similar to how Uddin et al. did it, by putting restrictions on how access rights can be handled continuously instead of once during evaluation.

3.1.3 Attribute-inspired Role-based Access Control variations

Now that flexibility has been shown as an issue of the RBAC model, and some workflow solutions have been proposed, research has started to look into more heterogeneous solutions involving other models that take attributes and higher scalability, in comparison to RBAC, into account.

One such solution was proposed by Tang et al. [30], where they tried to combine the different role properties of RBAC with the broader and more attribute-based Usage Control (UCON) model. In comparison to the RBAC model, the UCONABC model, as it is also called, integrates three core models: Authorizations (A), Obligations (B), and Conditions (C) [21]. Furthermore, the term “Usage Control” here is used to generalise the context of authorisations, obligations, conditions, continuity (ongoing controls), and mutability. Tang et al. [30], however, mainly use this model to gain access to the attachable attributes in order to create their own Temporal, Spatial, Attributed, Workfloaed Role-base Access Control (TSAW-RBAC) model. Here, Temporal and Spatial means that one role can have different permissions when in different spatial locations and at different times while Attributed and Workfloaed have similar meanings to earlier parts of this thesis.

Furthermore, Tang et al. propose ways to enforce the Temporal and Spatial attributes through dynamic roles and dynamic policies using, what they call, Observer- and Supervisor Entities; dynamic roles and policies mean that the calling entity is checked to be in the right position at the right time, namely spatially and temporally. If these conditions are not satisfied, the request will be denied. However, if the conditions are satisfied, and the calling entity leaves the spatial and temporal space, a revocation request will be sent by the Supervisor Entity and the calling entity will be suspended. The Observer Entity, on the other hand, is the

entity that initially assigns operations to objects and attaches attributes to those operations, according to predefined conditions.

Similarly, Qasim et al. [22] also mention the need for revocation strategies in their Attributes Enhanced Role-based Access Control (AERBAC) model. This model was built using normal RBAC with the addition of attributes from the standard ABAC model. The intention was to reduce complexity, by using ABAC, and simplify administration, by using RBAC, in larger organisations. However, while the AERBAC model does not bring any specific new implementations to the table, it does mention some interesting attributes that it used to simplify evaluation. For example, "otype" and "status" indicate which type of permission it is and what the status of that permission is (active/inactive), respectively.

The two papers by Tang et al. and Qasim et al., along with the UCON model, have further shown the need for flexibility in RBAC, however, they have also introduced the need for revocation strategies to enable continuity and mutability inside already established systems. However, while both Tang et al. and Qasim et al. talk about the need for attributes, neither of their models were actually implemented into a functioning system. The actual implementations were instead, as well as the revocation strategies, put into the authors’ respective future work sections. While this might seem like a loss, AWS IAM has many features that could be applied and, to some degree, possibly function as revocation strategies. Therefore, these papers will help in finding these strategies.

3.2 Related Work Pertaining to Attribute-based Access Control

This section will bring up work that is closely related to Attribute-based Access Control and also compare each work to this thesis.

3.2.1 Attribute-based Access Control for Scalability

According to Biswas et al. [7], logical models can be conveniently used to perform access control because of two aspects: low cost and flexibility. Since there is no need to create roles with an upfront cost, like in RBAC, it is cheaper to use a logical model. Furthermore, there are no limits to how many attributes can be used in the access control computation, adding flexibility as well to a logical model. The authors mention that there is more than one way of expressing policies in ABAC variations, including enumerated policies which can be expressive. The authors go on to present an access control model, which is a variation of ABAC, named Label-Based Access Control (LaBAC) that uses labels to create these enumerated policies. The labels are grouped into uLabels and oLabels, which are connected to users and objects, respectively. The idea is that a user is assigned a single uLabel and an object is assigned a single oLabel. The labels consist of values that are derived from attributes, which in turn are derived from system and environment properties. The authors state that their model has a theoretical expressive power and flexibility since it can simulate other traditional models in it, including RBAC.

Internet of Things (IoT) is a concept where a growing number of physical objects, such as thermostats, smart homes, heating, and similar items, are connected to the internet and are thus able to communicate with each other [12]. Furthermore, these devices are able to share information and make decisions on their own. However, as soon as a device is connected to the internet, it needs proper protection. In the work by Sandhu et al. [6], the authors have expanded upon a previous access control model for AWS IoT (a service by AWS that manages IoT devices) by integrating ABAC capabilities into the model. Their motivation is that a flexible access control method is needed where there are a lot of parameters and environment variables. According to the authors, these scenarios can otherwise cause problems, such as role explosions, using today’s industry-standard models, which is mostly the RBAC model. The authors present a model which they call ABAC AWS-IoTAC that expands upon the previous features by adding a fine-grained access control for IoT devices, data, and resources.
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While the design of Sandhu et al.’s [6] proposed solution for AWS IoT would affect a many-to-many context, this thesis works in an access control system where the context instead is many-to-one. In IoT, many devices interact with many other devices, creating a cluster, whereas in AWS IAM, many users interact with one resource. Biswas et al.’s [7] work is somewhat similar to this thesis, in that they want to create a flexible model which would be able to include RBAC. However, they use enumerated policies while AWS IAM works with logic-based formulae, which is something this thesis revolves around as well.

3.2.2 Attribute-based Access Control in Cloud

The main design goal of Yu et al.’s [34] model is to create a secure model where the data owner has precise control over which user may access which data, while also obscuring those privileges as well as the data content itself from the cloud server. To achieve this goal, the authors have created a model that utilises and combines three different forms of encryption: Key Policy Attribute-Based Encryption, Proxy Re-Encryption, and Lazy Re-Encryption. This setup leads to one of the key features of this model, which is that the cloud computing servers are not able to read the plaintext information of any file on the server. Another key feature of this model is the scalability. This feature is achieved by the computational complexity that increases in one of two ways: proportionally or linearly. The first way depends on the number of system attributes, whereas the second way depends on the size of the structure detailing the users that have access, which the number of users in the system does not affect.

As stated previously, the RBAC model is an industry standard in access control but has limitations which can lead to role explosions, whereas the ABAC model does not have the same limitations. This is why Sandhu et al. [5] look at a way to integrate ABAC into OpenStack’s access control framework OpenStack Access Control (OSAC). OpenStack is an open-source infrastructure as a service framework3 with features similar to AWS, that also uses RBAC as a standard access control model. The authors propose a role-centric ABAC model for their work that allows them to utilise advantages from both the ABAC and RBAC models, and they call it the User-Attribute Enhanced OSAC model. Beyond the core components of the OSAC model, the authors have introduced user attributes which will help reduce the number of permissions determined by a user’s role. In the end, by incorporating said benefits from the OSAC, the authors reach a model that enables fine-grained access control and avoids role-explosion, while also enabling users to be assigned the least possible permissions.

In Yu et al.’s [34] work, their context regards a single user who wants to store data on the servers, which belong to the user itself, and should be able to delegate access rights to other users. The data is also obfuscated and not readable by the server itself. These features are similar to how companies generally prefer their access control today, to be able to delegate access rights to other users in a fine-grained manner. The difference lies in ownership and delegation of the data, where the company itself, a collection of users, owns the data and has default access from an admin account, whereas in the context of the related work, a single user owns all the data tied to them. The company needs to decide internally who gets access to what, and who gets admin privileges, etc., whereas the user who owns all the data has all access rights by default, and can delegate privileges as they wish. In the work by Sandhu et al. [5], similarly to this thesis, they try to implement a solution to a cloud computing system that runs RBAC as access control and try to find a solution integrated with ABAC. However, while they use RBAC as a base and then add attributes to it, this thesis aims to use ABAC as a base and then add roles to it for management capabilities.

---

3 https://www.redhat.com/en/topics/openstack
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Eiers et al. [8] state that complex policy specifications are harder to manage and are more prone to unauthorised access to data. Without the necessary tools, it becomes increasingly difficult to protect private information due to the increasing size of systems and their general complexity. Therefore, the authors present a method that compares different policies’ permissiveness to each other and then quantifies this using a model counting constraint solver. The authors also present a heuristic to transform policies to improve the model counting performance.

While Eiers et al. use their counting constraint solver to evaluate policies’ permissiveness, this thesis uses human input which is gathered through a survey. A computer can only give answers based on input, or certain facts, whereas humans tend to be biased and act on emotion rather than rational thoughts when asked about how well a certain system performs.
This chapter will present the methods used in order to produce the results. Furthermore, this chapter will describe the survey used, which steps were taken to construct the proposed access control mode, as well as how the experimentation was conducted.

4.1 Survey Method

A survey can be conducted for several purposes, and Wohlin et al. [33] best defines when you should conduct a survey with the following scenario: "Surveys are conducted when the use of a technique or tool already has taken place or before it is introduced." A survey can be used to capture the current status of a situation, and in this thesis’s case, a workflow environment. The employees at NIRA Dynamics who work with AWS IAM had worked with the current system before this thesis started, and thus a survey in this case aimed to identify, among others, the following aspects such as what worked, what did not work, and what could be improved. The information gathered from the survey was used to create a baseline and understanding of how well it was to work in AWS IAM using the current model and settings at the time. In other words, an explanatory survey was conducted in order to gather insight regarding the use of AWS IAM at the time, and what could be improved.

The survey was conducted through interviews with the participants. Google Forms[1] were used to mediate the questions to the participants, as well as store the survey answers, because of its design and overall usefulness in creating and using the survey. All answers were kept anonymous and did not contain any sensitive or classified information. The chosen participants were employees working closest with AWS IAM, in certain teams, and the aim was to interview as many of them as possible during the survey. The survey type was a qualitative one, not quantitative, but interviewing more people meant identifying as many aspects as possible by having the interviewees recount their experience working with AWS IAM.

In total, 9 people were interviewed during the survey. The reason for doing interviews, as opposed to just sending the participants the online form, was to be able to ask follow-up questions and to elaborate on different topics that would have been difficult to elicit from the participants otherwise.

[1]https://docs.google.com/forms/
4.2 Proposed Access Control Model

To develop an access control model that contained the requirements and specifications needed of the proposed access control model, the designing process was separated into three different iterations: Attributes, Roles, and Access Management. These iterations helped distinguish what each added feature contributed to the proposed access control model. Furthermore, by separating each feature into iterations, it was easier to verify that each feature could be implemented in AWS and cooperate with each other. Moreover, this helped to be able to clearly motivate each added feature and why it was needed for the proposed access control model.

Each feature from the different iterations was implemented in AWS using the S3 resource due to its popularity. Furthermore, the company that this thesis worked with used S3, among many other resources, which made it a relevant and useful tool to have experimented with and developed on.

The first version of the design included only attributes, which is the core feature of the ABAC model [14]. Since flexibility and scalability were some of the properties that the proposed access control model needed, it was important to implement ABAC correctly, because that model would act as a foundation for all additional features. However, since S3 did not fully support the ABAC model[^2], the model that was implemented in this iteration was not a complete representation of the ABAC model’s capabilities. For example, it was only possible to attach attributes (tags) on the objects themselves, not the buckets or folders that the objects were placed in. This made it difficult to apply some form of group permission for buckets, and folders, using tags. This did, however, enable fine-grained access which was, according to Leitner et al. [17], a sought-after property of using the ABAC model for access control.

With this in mind, four different solutions were created; a solution in this case means a policy, or policies, that can be used for access control, however, it might not be the most appropriate for the final proposed access control model.

4.2. Proposed Access Control Model

Policy 4.3 Identity-based policy for S3 resources (Public Read(List))

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Sid": "RequiredToSeeBucketsAtAll",
            "Effect": "Allow",
            "Action": [
                "s3:ListAllMyBuckets",
                "s3:GetBucketLocation",
                "s3:ListBucket"
            ],
            "Resource": "*"
        },
        {
            "Sid": "AllowsUsersWithCorrectTagToAccessObjectsWithinAllBuckets",
            "Effect": "Allow",
            "Action": "s3:GetObject",
            "Resource": "arn:aws:s3:::*/*",
            "Condition": {
                "StringEquals": {
                    "s3:ExistingObjectTag/tag-key": "$\{aws:PrincipalTag/tag-key\}"
                }
            }
        }
    ]
}
```

4.2.1 Iteration 1: Attributes

The first solution, see Policy 4.3, did not focus on the grouping permissions as explained previously but only on who could actually read or download the objects within buckets or folders. This meant that the solution used a Public Read(List) principal, meaning that all users could see the object’s names within buckets and folders, but not its contents. In this Identity-based policy, the actions present in the first statement on code lines 8-10 are always necessary for the user to be able to do any other action on S3 Buckets. One such example would be the s3:GetObject action in the second statement, however, almost every other action that involves S3 buckets will need these three actions to work as well. Therefore, almost every policy moving forwards will have these three actions present. To make sure that the second statement did not allow all users to read or download objects, however, a condition block was also added to make sure that the principal’s tag (in this case a user’s tag) matched that of the existing object’s tag, that the user is trying to download. Finally, the policy was attached to a user group that all current users were a part of. The policy could also be attached to the users individually, however, that would only create duplicate policies with no further functionality than what a user group could bring.

The second solution, see Policy 4.4 below, however, was created with more security in mind as most companies might not want to give all users Public Read(List) capabilities. This solution worked by extracting the s3:ListBucket action from the first statement and inserting it into its own statement. This statement made sure that users with a specified tag could list all buckets, however, all other users without this specific tag would not be able to do any further actions within S3. The reason for this was that now all users without the specified tag would be excluded from one of the three prerequisite actions that are needed to be able to use for example the s3:GetObject action. In conclusion, this solution puts users into two groups, one group that has access to list and use all buckets, and one group that does not have access to list or use any buckets at all. Similarly to the first solution, this solution was also attached to a user group that all users were a part of.
Policy 4.4 Identity-based policy for S3 resources (only users with correct tag)

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "RequiredToSeeBucketsAtAll",
      "Effect": "Allow",
      "Action": [
        "s3:ListAllMyBuckets",
        "s3:GetBucketLocation"
      ],
      "Resource": "*"
    },
    {
      "Sid": "AllowsUsersWithCorrectTagToListAllBuckets",
      "Effect": "Allow",
      "Action": "s3:ListBucket",
      "Resource": "*",
      "Condition": {
        "StringEquals": {
          "aws:PrincipalTag/tag-key": "tag-value"
        }
      }
    },
    {
      "Sid": "AllowsUsersWithCorrectTagToAccessObjectsWithinAllBuckets",
      "Effect": "Allow",
      "Action": "s3:GetObject",
      "Resource": "arn:aws:s3:::project:*",
      "Condition": {
        "StringEquals": {
          "s3:ExistingObjectTag/tag-key": "${aws:PrincipalTag/tag-key}"}
      }
    }
  ]
}
```

Policy 4.5 Identity-based policy for S3 resources (using a naming standard)

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "RequiredToSeeBucketsAtAll",
      "Effect": "Allow",
      "Action": [
        "s3:ListAllMyBuckets",
        "s3:GetBucketLocation"
      ],
      "Resource": "*"
    },
    {
      "Sid": "AllowsUsersWithCorrectTagToListBuckets",
      "Effect": "Allow",
      "Action": "s3:ListBucket",
      "Resource": "arn:aws:s3:::project:*",
      "Condition": {
        "StringEquals": {
          "aws:PrincipalTag/tag-key": "tag-value"
        }
      }
    },
    {
      "Sid": "AllowsUsersWithCorrectTagToAccessObjectsWithinAllBuckets",
      "Effect": "Allow",
      "Action": "s3:GetObject",
      "Resource": "arn:aws:s3:::project:*",
      "Condition": {
        "StringEquals": {
          "s3:ExistingObjectTag/tag-key": "${aws:PrincipalTag/tag-key}"}
      }
    }
  ]
}
```
To try and extend these grouping permissions further, a third solution was created, see Policy 4.5. In this solution, a naming standard was proposed to be able to give different buckets different access tags depending on who should be able to use them. The naming standard is illustrated in the second, and third, statement’s resource parameter as project:*

This means that the specified resource has to start with a specific project name, or id, followed by a colon and finally a bucket name of choice (*, "wildcard"). This makes it possible to group all buckets with the same project name into one statement whilst also checking so that a user has the correct tag, in this case preferably the project name. In conclusion, this allows buckets to be grouped into as many groups as tags used, therefore gaining a bit more flexibility and security between buckets. Similarly to the first- and second solution, this solution was also attached to a user group that all users were a part of.

**Policy 4.6** Identity-/Resource-based policy for S3 resources (no naming standard)

```
--- Identity-based policy ---

"Version": "2012-10-17",
"Statement": [  
  
  "Sid": "RequiredToSeeBucketsAtAll",
  "Effect": "Allow",
  "Action": ["s3:ListAllMyBuckets", "s3:GetBucketLocation"],
  "Resource": "*"
  
]  
--- Resource-based policy ---

"Version": "2012-10-17",
"Statement": [  
  
  "Sid": "AllowsUsersWithCorrectTagToListAllBuckets",
  "Effect": "Allow",
  "Principal": "*",
  "Action": ["s3:ListBucket"],
  "Resource": <attached-resource>,
  "Condition": {  
    "StringEquals": {  
      "aws:PrincipalTag/tag-key": "tag-value"
    }  
  }
  
  "Sid": "AllowsUsersWithCorrectTagToAccessObjectsWithinAllBuckets",
  "Effect": "Allow",
  "Principal": "*",
  "Action": ["s3:GetObject"],
  "Resource": <attached-resource>/*",
  "Condition": {  
    "StringEquals": {  
      "s3:ExistingObjectTag/tag-key": "${aws:PrincipalTag/tag-key}"  
    }  
  }
  
]```

While the previous solution solved the problem of being able to group buckets into more than two groups, it also had to implement a naming standard to work. However, when developing an environment, naming standards can quickly increase the complexity due to the need of remembering how everything is supposed to be structured. To try and avoid this issue the fourth, and final, solution was created, see Policy 4.6. By separating the previous Identity-based policy into one Identity-based and one Resource-based policy, the naming standard could be omitted, since Resource-based policies are bucket specific, meaning that each bucket has its own usable policy for allowing certain actions within that specific bucket.
This removed the need for specifying which buckets were to be involved in which groups as each bucket now asked for the same condition, namely that the user had the correct tag when trying to perform an action. However, whilst the Resource-based policy could be used instead of the naming standard, the Identity-based policy was still needed due to the actions `s3:ListAllMyBuckets` and `s3:GetBucketLocation` which needed to be placed on an IAM Entity (in this case a user or user group).

### 4.2.2 Iteration 2: Roles

Every solution has its limitations, and while the ABAC model is flexible and scalable, it is not as suited for administrative purposes as RBAC [15]. However, since the proposed access control model was in part going to solve a problem in an industrial environment, it needed administration features to be able to enforce some form of admin privileges, collective privileges, etc. Therefore, the proposed access control model would use both attributes and roles to gain flexibility, scalability, and administrative abilities. The idea behind integrating roles into an ABAC model was to utilise the advantages of RBAC to eliminate the weaknesses of ABAC. One great example of this is that the ABAC model does not work across multiple accounts in and of itself. This is where RBAC can help as roles benefit from being Federated Users, meaning the users from one AWS account can transcend to another by assuming a role, which also helps in an industrial environment. Another reason for integrating roles into the model was the idea of attaching one policy to multiple users at the same time. Previously, this was done using a user group, however, as these cannot be tagged it would not work in a cross-account environment. Roles, however, have the additional support of tags which would be needed for this type of model to work correctly.

With these features in mind, the IAM Role feature was used to create a role hierarchy using the roles `analyst`, `developer`, and `admin`, whom each had an increasing amount of privileges compared to the other; different role’s actions must be a proper subset of each other. An example of this would be that the analyst only had read access, the developer role had read, write, and update access, whilst the admin had read, write, update and delete access.

Before integrating roles into Iteration 1, however, users must first be able to assume a role in a simpler manner than having to specify each user within each Trust Policy, creating large policies that will be difficult to manage. To solve this, attributes were implemented into the IAM Role’s Trust Policy. This meant that all users within any account in the organisation and with a certain tag called role, could be matched with the IAM Roles that had the same tag key-value pair attached to themselves, see Policy 4.7 below. An example of this would be that both a user and a role have the tag (key-value pair) `<role>:<developer>` which would result in the user being able to assume the role of developer.

After a user has been able to assume the correct IAM Role, according to their matching tags, the user should also get some further permissions according to the assumed IAM Role. In this case, two solutions were created. The first solution policy was attached directly to the role, whilst the other one was attached to the role and resource separately, similar to the last two solutions of Iteration 1. For simplicity, the following solutions were also written using actions named `s3:Read`, `s3:Write`, `s3:Update`, and `s3:Delete` for S3; the prerequisite actions `s3:ListAllMybuckets`, `s3:GetBucketLocation`, and `s3:ListBucket`, that were brought up in Iteration 1, are aggregated under the `s3:Read` action in this case. However, whilst the `s3:Read`, `s3:Write`, `s3:Update`, and `s3:Delete` actions were not actual actions in S3, they will be used to simulate the previously explained access hierarchy. In this case, the analyst role would only have access to the `s3:Read` action, the developer role would have access to the `s3:Read`, `s3:Write`, and `s3:Update` actions, whilst the admin role would have access to all of the actions.

---

[1]https://mathinsight.org/definition/proper_subset
Policy 4.7 Trust Policy for an IAM Role

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "AllUsersWithinAccountWithSameTagAsRoleCanAssumeRole",
      "Effect": "Allow",
      "Principal": { "AWS": "*" },
      "Action": [ "sts:AssumeRole" ],
      "Condition": {
        "StringEquals": {
          "aws:PrincipalTag/role": "$\{aws:ResourceTag/role\}"
        }
      }
    }
  ]
}
```

Policy 4.8 Identity-based policy for a Developer Role (Resource Specific)

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "AllowsReadWriteUpdateDeleteForResourcesWithSameTagAsRole",
      "Effect": "Allow",
      "Action": [ "s3:Read", "s3:Write", "s3:Update", "s3:Delete" ],
      "Resource": "*",
      "Condition": {
        "StringEquals": {
          "aws:PrincipalTag/role": "$\{aws:ResourceTag/role\}"
        }
      }
    }
  ]
}
```

As explained, the first solution focused on attaching the policy to the role itself. Therefore, to extend the previous example, where a user assumed the developer role through ABAC, the user is now granted actions according to the Identity-based policy that is attached to the Developer role, if-and-only-if the S3 resources' tags match that of the assumed role as well. For a developer, these actions might be those shown in Policy 4.8 except the s3:Delete action. Furthermore, this policy was also created for only one type of resource, namely S3. If there were to be more AWS resources, for example, EC2 and EKS, these would have their own separate policies with similar statements within. On the other hand, the policies could also be combined into one single policy, however, if many more resources were to be added it would become confined and difficult to manage, see Appendix Policy E.13 for an example of this.
The second solution was to use the S3 Resource-based policy that is attached to each bucket individually. However, as there is only one of these Resource-based policies for each bucket, the solution became inverted and each statement inside the policy instead had to check so that some actions were only allowed if a specific role was the one accessing the bucket, see Policy 4.9. Note that this policy is quite large, and in the case of more roles, this policy would possibly grow even more. Furthermore, the prerequisite actions within the `s3:Read` action would still have to be put on the roles themselves, as seen in Iteration 1 Policy 4.6, as they cannot be placed on the bucket directly.

### 4.2.3 Iteration 3: Access Management

As Iterations 1 and 2 primarily focused on how a combination of ABAC and RBAC could work, little was said about how this combination is supposed to be set up or who should manage it moving forwards. This issue was shortly addressed by Leitner et al. [17], and more extensively addressed by Uddin et al. [32], as shown in Related Work 3.1.2, where they set up requirements specifying how the access rights were supposed to be handled, and by whom. To put these requirements into perspective, if for example an existing role can create a new role and put tags on elements without restrictions, that same role could create a new role and put tags on elements without restrictions, that same role could create a new
4.2. Proposed Access Control Model

Policy 4.10 Identity-based policy for Ensuring No-Read-Up and No-Update-Up

```
{"Version": "2012-10-17",
 "Statement": [
  {
   "Effect": "Allow",
   "Action": [
     "s3:GetObject"
   ],
   "Resource": "*",
   "Condition": {
     "StringEquals": {
       "s3:ExistingObjectTag/role": [
         "developer",
         "analyst"
       ]
     }
   }
  },
  {
   "Effect": "Allow",
   "Action": [
     "s3:PutObjectTagging"
   ],
   "Resource": "*",
   "Condition": {
     "StringNotLike": {
       "s3:ExistingObjectTag/role": "admin"
     }
   }
  }
]
```

admin role with even more permissions than they should be allowed to have, leading to security problems. Similarly, if we did not have tags, some roles need to act as a middle hand and be able to change policies themselves. This could, however, lead to a security issue as policies handle all of the access rights within AWS IAM.

Therefore, to properly manage access control moving forward, some security measures have to be implemented. In Uddin et al.’s case, the solution was to have dedicated roles such as Security Coordinator and Process Owner. The Security Coordinator was the one that submitted access requests, while the Process Owner was the one allowing these accesses. In larger systems, however, this could constrain the workflow a lot depending on how many levels of Process Owners there are. For example, if the Process Owner can grant full access rights and some other roles below can grant a subset of those access rights then the Process Owner can delegate some of the work to other people, instead of controlling everything themselves. If this is not the case, however, and the Process Owner has to allow all access rights themselves, there is a high risk of a bottleneck happening when multiple Security Coordinators want different access rights at a rapid pace. This could further increase the possibility that the Process Owner takes shortcuts, by giving the Security Coordinators too much access, which would deteriorate the overall security of the system. Therefore, by following the previous examples, two solutions that could increase the manageability of the proposed access control model were created.

The first solution was to outsource the responsibility of setting up access rights to each role within the role hierarchy, which was described in Iteration 2. For example, if a role had the access rights of a developer, they could only read objects which had either the same tag or any tag below their own, to enforce a no-read-up principle. Furthermore, they could only change the tags on objects that already either had their own tag, or any tag below their own, see Policy 4.10. This made sure that new resources were reachable by the same people that created them, as well as restricting people without the proper tags to modify the access level of certain objects. This solution did, however, allow for developers to also add tags higher than their own, with the reason that a singular developer should be able to help an
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Policy 4.11 Identity-based policy for a New AccessManager Role

```json
{
"Version": "2012-10-17",
"Statement": [
  {
    "Effect": "Allow",
    "Action": ["iam:*"],
    "Resource": "*"
  },
  {
    "Sid": "SomeResourceSpecificActionsLikeTagging...
  }
]
}
```

administrator to create an object that the developer would then lose control over. However, while this might work for some cases, sometimes it might be better to restrict this kind of behaviour and instead go for an already proven integrity model, namely the Biba model, as brought up in Background 2.5.3. Note that, for simplicity, this solution was presented without the other S3 actions, and even though they could be put into another policy, they have not been omitted in the tested code.

The second solution, for managing access control, was to create a separate role called AccessManager. This role was responsible for setting up all IAM elements and access rights between users, roles, and resources, in comparison to the role hierarchy, whose main purpose was more focused on reading, creating, and deleting resources. In conclusion, this role would need all of the actions granted by the IAM action library, namely `iam:*`, however, it would also need some resource-specific actions, similar to the previous solution’s tagging procedure, see Policy 4.11.

4.3 Experimentation Method

The proposed access control mode will henceforth be referred to as Entity-centric Attribute- & Role-based Access Control (EARBAC), and the justification for this name can be read later on in the Results chapter. To validate EARBAC and test its performance, an experiment was conducted. The experiment consisted of a set of different tasks that a set of subjects performed in a constructed environment in AWS IAM. However, after the initial experimentation was performed, it was noticed that the results were biased towards the RBAC model since it had avoided steps that would have been prominent in a realistic scenario. Therefore, these tasks were retroactively performed and measured in order to more accurately represent a true RBAC model. According to Wohlin et al. [33], there are five important steps to follow when carrying out a controlled and valid experimentation, which involve: Scoping, Planning, Operation, Analysis and interpretation, and Presentation and package. Therefore, this thesis will focus on the first three of these, as the last two steps are represented by the thesis itself.

4.3.1 Scoping

By defining the goals of this experimentation, the scope can be clearly defined. This is done by a goal definition template in combination with a final goal summary.
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Goal Definition
In the goal definition template, there are five questions that have to be answered: Object of Study, Purpose, Quality Focus, Perspective, and Context.

Object of Study. The object of study was the participants at NIRA Dynamics and their ability in terms of performance based on the access control model and their own previous experiences using AWS IAM.

Purpose. The purpose of the experiment was to evaluate the individual efficiency based on which access control model, either RBAC or ABAC, was used when managing (adding, deleting, modifying) AWS resources and users. The experiment provided insight into which model generally had higher learnability and ease of use in AWS.

Quality Focus. The main effect studied in the experiment was the individual performance using different access control models to manage permissions in AWS IAM. Here, one specific aspect is emphasised, namely Efficiency (Time/Task). Another effect studied was how easy it was for an individual to implement the access control model presented to them. This was done by counting the number of lines of code after the final model was implemented, this measure was called Complexity. The final effect studied was how many times a policy had to be changed after the final model had been set up, this measure was called Risk.

Perspective. The perspective on this experimentation was from the point of view of the researchers and the general AWS IAM user or administrator. This means that the researchers would like to know if there were any systematic differences presented in the individual performances based on previous experience and the use of different access control models. Furthermore, this would be applied to the general AWS user or administrator when setting up their own access control.

Context. The experiment was run within the context of access control within AWS IAM. Moreover, this thesis was held in cooperation with NIRA Dynamics. The experimental context characterisation was multi-test within object where the subjects were chosen among the employees at NIRA Dynamics and the object was an AWS IAM environment. A set of tasks were performed by the subjects in order to measure the performance of EARBAC. As the subjects had mostly different previous experiences, as well as were not fully integrated in either the RBAC or the ABAC model, this meant that the experimentation could be judged as being controlled, since the subjects were picked at random during the experimentation.

4.3.2 Planning
After the foundation has been laid, the planning phase prepares for how the experiment is to be conducted. This phase is divided into seven steps: Context Selection, Hypothesis Formulation, Variable Selection, Selection of Subjects, Experiment Design Type, Instrumentation, and Validity Evaluation.

Context Selection
The context of the experiment was the IAM system in AWS. The experiment was held in an industrial system but not in an industrial environment, meaning that the access control system was run in a simulated environment that matched the real production environment. Hence, the experiment is regarded as off-line. The subjects in the experiment were NIRA employees, meaning that the experiment was done in collaboration with professional users. Furthermore, since this thesis focuses on a pre-existing problem of access control, which is shown by NIRA and is prevalent in previous works, this experiment is regarded as a real problem. Finally, the context of the experiment will be specific to access control in AWS, not general access control of other systems, such as Microsoft Azure, Google Cloud, etc.
Hypothesis Formulation

By taking the goal definition from the last section, a hypothesis formulation could now be realised as:

Through the background, related work, and survey presented in this paper, both the papers and NIRA staff have highlighted the need for greater flexibility and scalability in access control. With this information, it would be appropriate to say that EARBARC, as compared to the RBAC model, supports these needs for flexibility and scalability, which would in turn increase staff efficiency, regardless of prior experience. In addition, it would also be appropriate to say that EARBARC has a higher setup complexity compared to the RBAC model. However, after setup, a reduction in policy restructuring and overall risk may be observed.

Null Hypothesis:
There is no difference in Efficiency between the different access control models. $H_0 : \text{Eff}(\text{EARBARC}) = \text{Eff}(\text{RBAC})$. There is also no difference in Complexity (lines of code) between the two models. $H_1 : \text{Comp}(\text{EARBARC}) = \text{Comp}(\text{RBAC})$. Finally, there is no observed difference in Risk (changed policies after final implementation) between the two models. $H_2 : \text{Risk}(\text{EARBARC}) = \text{Risk}(\text{RBAC})$.

Alternative Hypothesis:
$H_3 : \text{Eff}(\text{EARBARC}) \neq \text{Eff}(\text{RBAC})$,
$H_4 : \text{Comp}(\text{EARBARC}) \neq \text{Comp}(\text{RBAC})$,
$H_5 : \text{Risk}(\text{EARBARC}) \neq \text{Risk}(\text{RBAC})$

Measurements needed: Access control models (EARBARC or RBAC), Efficiency (Time/Task), Complexity (Lines of Code), and Risk (Policy Changes).

From these hypotheses, the following data was collected:

- Access control model: measured by EARBARC or RBAC (nominal scale).
- Efficiency: measured as Time/Action. Action means performing a certain task in AWS, and a specific set of tasks will be shown later in this chapter. This means that the time needed to perform each action will be measured and compared individually, as well as in combination, between different participants and access control models. Time is measured in minutes (ratio scale).
  Actions are labelled by certain tasks (nominal scale).
- Complexity: measured as Lines of Code (LoC). LoC refers to the lines of code in each policy in the access control system.
- Risk: measured as the number of policy changes needed, to update access rights, after setup.

Variables Selection

The independent variable here was the access control model (controlled). Another independent variable considered was the experience of personnel, however, since this was not something that could be seen as a controlled- or fixed variable, due to a small subject pool, it was not used. However, through instrumentation, some attempts were made to even the experiences of the subjects so that the experiment was carried out in a more controlled manner. The dependent variables were Efficiency, Complexity, and Risk.
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<table>
<thead>
<tr>
<th>Task Nr.</th>
<th>Task Description</th>
<th>Expected Access Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Setup Assume Role for User</td>
<td>Allowed</td>
</tr>
<tr>
<td>2</td>
<td>Create Identity-based policy for Roles</td>
<td>Allowed</td>
</tr>
<tr>
<td>3</td>
<td>Developer writes Object new_object.txt</td>
<td>Allowed</td>
</tr>
<tr>
<td>4</td>
<td>Developer updates Object new_object.txt</td>
<td>Allowed for EARBAC</td>
</tr>
<tr>
<td>5</td>
<td>Admin updates Object new_object.txt</td>
<td>Allowed</td>
</tr>
</tbody>
</table>

Table 4.1: Table showing a set of tasks each subject will perform during experimentation

Selection of Subjects

The subjects (NIRA personnel) were chosen using simple random sampling, meaning that they were placed in a list and chosen at random.

Experiment Design

As per the experiment definition, there are four aspects that have to be considered when choosing an experimentation design. These aspects are Randomisation, Blocking, Balancing, and Standard design types.

**Randomisation.** The object was not assigned randomly to the subjects as all participants would apply some treatment to the same base environment (object). On the other hand, subjects were selected at random from the population. Moreover, the model that the subject started testing was also selected at random during the experimentation. This was to limit the amount of bias towards any specific model as they were measured and compared against each other.

**Blocking.** No systematic approach to blocking was applied. The reason for this was to get a better generalisation for other AWS IAM users with likewise different prior experiences.

**Balancing.** For each subject, the treatment, either RBAC or ABAC, was chosen at random, however, it was also balanced so that each model had the same amount of subjects for better test accuracy.

**Standard design types.** As per the definition, hypothesis, and measurements stated previously, the design became one factor with two treatments with paired comparison design\[^{33}\]. The factor was the access control and the treatments were either RBAC or ABAC. The dependent variables were measured on a ratio scale and were thereby suited for a parametric test. In this case, the Paired t-test was used and it was also used to evaluate the hypotheses, and for further information on how the test works, see the paper by Wohlin et al. \[^{33}\].

Instrumentation

To ensure that the experiment is carried out correctly and successfully, the following instruments are needed: Experiment objects, Guidelines, and Measurements.

**Experiment objects.** As previously stated, the object of this experiment was an environment within AWS IAM that was to be tested and modified by the subjects through the access control factor. This environment was created with the prerequisite 3 Users, 4 Resources, 3 Roles, 2 Policies, and 3 Tags. This environment was modified by each subject during the experimentation.

**Guidelines.** Guidelines were created for the subjects to follow during each task of the experimentation. Each task has been listed in Table 4.1 along with its expected result. For Task 4, the results differed because EARBAC could perform an action that RBAC could not. The guidelines, which are presented in Appendix \[^{B}\] acted as instructions for the subjects and helped them understand how to perform each task. Furthermore, each task was timed.

**Measurements.** Each task that a subject performed was timed in order to evaluate the differences in Efficiency between RBAC and EARBAC. Additionally, after each task, the subject was asked to provide feedback on whether they thought one model was easier to use than
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the other. Since each of the subjects did not start the experiment with the same model, they were able to provide qualitative feedback on the perceived usability of the different models. Furthermore, the number of policies and total lines of code were measured once in order to evaluate the differences in Complexity between the two models. The reason why the Complexity metric only needed to be measured once was that the code in the environment did not change between the tasks or between the subjects. Finally, Risk was measured by counting the number of times a policy had to be changed, after either model had been implemented, to increase access rights. In this case, access rights meant a user gained new access to assume a role or to be able to download a new object. Risk was also measured once, for the same reasons as for Complexity.

Finally, the steps that were avoided in the RBAC model were measured as well, after the initial experiment. These steps included fetching the ARNs of each user and resource involved in the tasks that the subject performed. Furthermore, these steps were performed and measured using two other subjects two times each, meaning four times in total. Using these four measurements, an average was calculated and added to each subject’s corresponding task time. This way, a new final result was calculated, from the new task times, that better represented the Efficiency metric of the RBAC model.

Validity Evaluation

As this thesis was heavily focused on qualitative research and has built its foundation in applied research, there are some priorities that had to be followed when evaluating the validity of this experimentation. This order was from highest priority to lowest: Internal-, External-, Construct- and Conclusion Validity.

Internal Validity. The experimentation was conducted with ten subjects, which could have resulted in potential outliers. Since there were only a certain number of people available to experiment on from one company, these outliers were difficult if not impossible to avoid. The subjects might have had different familiarities with the AWS console, in which the experiment was conducted, which might have caused outliers in this area as well. However, all the subjects had a guide and explanation of the environment and which actions were available to them at all times. These aids hopefully combated this problem and evened out the different experiences of the subjects. Since the experiment was based on the subject performing the tasks using one model before the other, they could have developed a bias towards a certain model or gained knowledge of the AWS console which could have aided them in the second phase. To combat this bias, half of the subjects started with the RBAC model, while the other half started with the EARBARC model.

External Validity. By only conducting the experimentation at NIRA Dynamics, and no other company, the results put forth could be interpreted as specific and not generalisable. However, while only experimenting on one company, the subjects themselves held varying experiences as well as different positions within the company, which could be seen as a more generalised environment that would fit many other companies as well. Due to time constraints on the overall thesis, only a part of all subjects were experimented on. This could create some misrepresentation of the company itself, however, as all subjects were picked at random, within the company, the results were as generalised as possible.

The experimentation was done in a testing environment constructed in the AWS console, which is a graphical user interface on the web. Since the testing environment in the AWS console consisted of a number of specific actions selected to be able to perform certain tasks while other possible features of the console were showing, it is possible that the subjects might have been confused or distracted by this. Furthermore, this could have made it difficult for the subjects to navigate the console if they were unfamiliar with certain features in the graphical user interface. The guidelines were introduced to combat this problem, and they informed the user what actions were needed to accomplish the tasks given. Each available action, in the context of the experiment, was pointed out to the subjects and they were given
Construct Validity. There are some threats to the construct validity of the experiment, which include the results and theory of the experiment. One such threat is the \textit{mono-method bias} that can occur if there is only one type of measurement which would result in a measurement bias and the results of the experiment could then be misleading. While only the Efficiency metric was measured for each experimentation session, the Complexity- and Risk metrics were measured as well, but only one time during the experimentation because their measurements were static throughout the experiment. Another threat is \textit{confounding constructs and levels of constructs} which means that the existence of a construct such as prior experience with a certain tool is confounded with the level of said experience. In this experimentation’s case, each subject’s experience with AWS was treated as an independent variable and thus has to be taken into consideration. What was not taken into consideration, was how much previous experience each test subject had, whether it was just a month or several years. However, the guidelines that were put in place helped combat this issue as well since they gave detailed instructions for what the subjects should do for each task.

Interaction of testing and treatment is also a viable threat, and it describes the issue where the subjects are aware of the purpose of the experiment and thus try to improve their results by avoiding common mistakes, for example. The subjects in this experimentation were informed that a timer was used to measure their performance, and that could have affected their performance or made them stressed, despite reassurance that they did not have to feel any pressure to perform at their best. Furthermore, before each subject began experimenting, they were told the purpose of the experiment so that they would not have to guess. This relates to the \textit{hypothesis guessing} threat, where the subject might base their behaviour on their estimation of the hypothesis. Since the subjects knew the purpose of the experiment, they could have been able to precisely guess the hypothesis. However, any observable changes or behaviours of the subjects between the two models were observed, indicating that even if they would have correctly guessed the hypothesis, or made an assumption, it would not have affected the results.

The \textit{evaluation apprehension} threat talks about how some people are afraid of being evaluated, and thus they will try to perform better just for the evaluation’s sake. Even though the guidelines set in place would not have been able to fully eliminate this threat, they could have mitigated it by providing the subject with clear instructions on how to perform their task. Finally, there is the \textit{experimenter expectancies} threat, which indicates that the experimenter can bias the results based on their expectations of the experiment. This can be mitigated by including people that have various expectations of the experiment. The subjects did all have different levels of experience working with AWS and could as well therefore also have had different expectations going into the experiment, which would have mitigated the threat.

Conclusion Validity. The threats regarding the conclusion validity revolve around whether the correct conclusions can be drawn from the experiment regarding the treatment and the outcome. The sample size was ten subjects, which could indicate a \textit{low statistical power} threat where the true conclusions might not have been drawn. However, due to time constraints, this threat could not have been mitigated further other than having included subjects with different levels of experience. The threat \textit{reliability of measures} indicates that measures that depend on human judgement may not be the same if you perform the same measurements twice. This issue might depend on poor question wording, for example. In this experiment, the Efficiency metric depended on human input, meaning that if a subject were to perform the same test twice, the measurements would probably differ. The guidelines in place mitigated this threat somewhat by steering the subjects in a certain direction during each task. In contrast, the Complexity metric was an objective measure using lines of code which stayed the same throughout the experiment, meaning it would not change if the same subject did the test twice. The Risk metric was also an objective metric because it was the same throughout the experiment as well. As with most other relevant threats, the
guidelines used during the experiment would have mitigated the reliability threat regarding the Efficiency metric.

The threat called *reliability of treatment implementation* means that the implementation of the experimentation treatment is not similar between different subjects or occasions. This threat was mitigated through the use of the guidelines that helped the subject step through each task. Furthermore, each code that they were going to use for each task was completed beforehand, which meant that the subject only had to copy and paste the code into their respective destinations inside AWS.

Although the experiment procedure itself was controlled, the actual physical environment surrounding the subject was a lot less predictable. According to the *random irrelevancies in experimental setting* threat, elements outside the control of the experimental setting, such as noise or other interruptions, might impact the results negatively. A meeting room was booked for each subject that was able to perform the experiment on location which meant that the noise level was minimal and that there were no elements that would interrupt the session. However, for those subjects who could not attend in person, a distance meeting was booked and the subject could use a feature in the meeting program where they could control the actions of the host computer. Therefore, it was not possible for the experiment to control the physical environment in which the subject had chosen to perform the experiment during those distance meetings. The only aspect that could be managed was for the experiment leaders to sit in a meeting room themselves to minimise the noise level on their end. Additionally, there were irregularities during the experimentation sessions where there were small breaks or other interruptions which caused the experimentation to halt for some time. During those periods, the timer was stopped and resumed as soon as the session was ready again, which mitigated unnecessary timings.

Considering the subjects’ backgrounds, they were all developers working at NIRA Dynamics. Therefore, due to their similar background, the group of subjects could be considered a homogeneous group. According to the *random heterogeneity of subjects* threat, this would suggest that individual differences among the subjects could have had less impact on the results than the experimentation treatment, which is a risk with heterogeneous groups. However, the group of people chosen to be test subjects was chosen only among NIRA employees and not a general population, which would reduce the external validity.
5 Results

This chapter will present the results, from the survey and experimentation, that this thesis has produced. It will also justify each iteration presented in the Method chapter.

5.1 Survey Results

This section will present the answers to the questions in the survey that was presented in Chapter 4.1. Not all the survey results are shown in this section, because the results that were either deemed to be confidential or not relevant enough were excluded. In total, 9 people answered the survey. All were employees at the company where this thesis performed its work at.

**What is your main responsibility in your team?** Out of the 9 employees who took part in the survey, 6 were developers and 3 had managerial positions inside the company, such as Scrum Master or Manager. In other words, 66.6% of the employees who answered were developers.

**Do you think the problem was solved in the right way?** In the survey, this question was asked in order to formulate a general opinion on how the current system worked at the company. Furthermore, this question was asked in regard to a previous question where the interviewee was asked how often they had a certain problem regarding the current access control, where they needed more access than their role(s) allowed. The results are illustrated in Figure 5.1 below, where the answers show that, among the interviewees, 44.4% thought that the problem was *not* solved in the right way, 22.2% thought it *was* solved in the right way, 11.1% were not sure, and 22.2% had not experienced said problem earlier. A follow-up question asked the interviewees to elaborate on why they chose the options *No* or *I’m not sure*. One of the answers stated that, while having too much access was a problem, there was no role that would yield the *right amount* of access. Another one stated that, if there were no security risks involved with a certain resource, it should be available. While a little bit less than half of the interviewees agreed that the access control was not handled in the right way, the general consensus of the elaborations, and a specific comment, is that it all depends on the situation and that there is no clear solution to solve everything.

The following Table 5.1 displays the answers to some of the most relevant questions that had a linear scale as an answer. In this scale, over several questions, the number 1 could mean: the interviewee did not agree, the time taken to perform a task was short, an action
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Figure 5.1: Pie chart illustrating the results of the question stated in the figure

<table>
<thead>
<tr>
<th>Question</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>You think that the current system/workflow works well</td>
<td>0</td>
<td>33.3</td>
<td>55.6</td>
<td>11.1</td>
<td>0</td>
</tr>
<tr>
<td>Do you know which roles are available and what they do?</td>
<td>0</td>
<td>22.2</td>
<td>0</td>
<td>66.7</td>
<td>11.1</td>
</tr>
<tr>
<td>Do you feel like the names of the roles correlate to what they allow?</td>
<td>0</td>
<td>66.7</td>
<td>22.2</td>
<td>0</td>
<td>11.1</td>
</tr>
<tr>
<td>Do you feel that the Role object is currently used in a correct way?</td>
<td>11.1</td>
<td>22.2</td>
<td>33.3</td>
<td>33.3</td>
<td>0</td>
</tr>
<tr>
<td>How often do you need more access than what your role/roles allow? (Summarise comments (ask admin / architect for help))</td>
<td>55.6</td>
<td>44.4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>How much time did this solution take?</td>
<td>25</td>
<td>0</td>
<td>75</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>How often is some further action needed for you to get access to a new resource?</td>
<td>77.8</td>
<td>11.1</td>
<td>11.1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>How often do you/your team need to create new resources?</td>
<td>22.2</td>
<td>11.1</td>
<td>55.6</td>
<td>11.1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.1: Table consisting of the most relevant survey questions and their corresponding answers

did not occur often, or similar. In contrast, the number 5 meant: that the interviewee did agree, the time taken to perform a task was time-consuming, an action occurred often, or similar. The answers are displayed as a percentage number, representing how many of the interviewees picked each option.

Following the question **Do you feel that the Role object is currently used in a correct way?**, the survey prompted the interviewees to leave comments regarding the topic. Some comments included the idea of having one person per team that is able to delegate access to other team members, or that it should be clear which rights a user has if they have a certain role. Moreover, while one comment stated that the roles should be smaller and more specific, another stated that the roles should have broader permissions, rather than having more roles, which another comment agreed with, and added that it was better than fine-grained roles.

Following the question **How often do you need more access than what your role/roles allow?**, the survey once again prompted the interviewees to leave comments regarding the topic. There were fewer answers here, but in summary, they all gave the same answer: ask an administrator for help.

During the final segment of the survey, the interviewees were asked questions regarding the general workflow of AWS. One question in particular asked which steps they usually take when managing a policy in AWS. The answers ranged from looking at the documentation to
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looking at previous policies or general solutions. Some even made minor changes in the existing infrastructure and executed the changes from there. When asked about how long these actions would usually take, the answers were evenly centred around the average time, where short and long time had 28.6% each, while 42.9% was in the middle.

5.2 Entity-centric Attribute- & Role-based Access Control Model

This section will summarise and justify the final decisions made from each iteration mentioned in Method 4.2, namely Iteration 1: Attributes, Iteration 2: Roles, and Iteration 3: Access Control.

The goal of Iteration 1 was to find a scalable and flexible solution using attributes (Tags), whilst also being able to have fine-grained access to objects on an individual level. While this was a sought-after property, as mentioned by Leitner et al. [17], it can sometimes be overly restrictive to have too fine-grained access as well. This made it increasingly important to have some sort of grouping permission for resources. However, since S3 did not support this for buckets or folders, the first and second solutions, namely the Public Read(List) and the two groupings, were not enough for an access control model. This left solutions three and four, namely the naming standard and the divided identity and resource policy solution. Whilst the naming standard did increase the complexity of the model as a whole, it only needed one policy to work. This meant that, if the access control would need to be changed in the future, it would only need to be changed in one place instead of two, which the fourth solution might have needed depending on the access control implemented. Therefore, the third solution, shown in Policy 4.5, was selected for Iteration 1, due to simpler manageability.

The goal of Iteration 2 was to add administrative purposes through roles, in addition to the scalability, flexibility, and fine-grained access control that attributes brought, to the model. Another important goal was also to allow cross-account access which was only possible through roles. Hence, the first policy created was the Trust Policy for each role, which handled who could assume it. However, whilst there was only one policy presented for this Trust Policy, see Policy 4.7, one flaw was found that had to be changed. Initially, for this policy to work, each user had to have the key role attached to them, however, as keys can only have one value, this constrained a user to only being able to access one role. Therefore, this policy received a minor change, see Policy 5.12 that switched the positions of aws:PrincipalTag and aws:ResourceTag, and changed aws:PrincipalTag/role into aws:PrincipalTag/<role>; <role> in
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Figure 5.2: Illustration of the EARBAC model within AWS IAM

this case would be changed into the name of the role that is being set up. The last change meant that now, instead of matching a user’s role key, a specific role key could be inserted. This made it possible for users to have multiple role keys, to be able to access multiple roles, instead of just one.

Furthermore, whilst the Trust Policy is a big part of Iteration 2, there was a policy needed for giving each role their corresponding access rights. For this matter, two solutions were created, namely one Identity-based policy for each resource and one Resource-based policy that specified what each role could do on that specific resource. Furthermore, the second solution also needed an Identity-based policy for the same reason as the fourth solution in Iteration 1. However, by sticking to the fact that using only one policy yielded simpler manageability in Iteration 1, the first solution was chosen, see Policy 4.8. Furthermore, in this iteration, the naming standard from Iteration 1 was dropped, because of its increased complexity, due to the roles now acting as groups for who could read or list buckets.

Finally, the goal of Iteration 3 was to, in a secure and efficient way, be able to manage the access control that had been set up from the previous iterations. To do so, two solutions were tested, namely outsourcing the access control responsibility to the roles in the role hierarchy and creating a new role whose sole purpose would be to manage the access control in the system. Whilst the second solution was similar to Uddin et al.’s [32] proposed solution, where they used a Process Owner role and multiple Security Coordinator roles, this solution became abstract and somewhat insecure. The reason for this was due to the uncertainty of knowing who should be able to assume a role that can change all the access rights within a system. Furthermore, by being able to change all access rights, the use of Tags was not needed, which resulted in less granularity when managing the system. The first solution, however, did not have these problems as the use of Tags allowed for more fine-grained access management whilst also adding another layer of management, namely changing Tags instead of policies. Therefore, the first solution was chosen for managing the proposed access control model moving forward.

In conclusion, all iterations introduced necessary functionalities into the proposed access control model, see Figure 5.2. Iteration 1 proposed the use of attributes (Tags), which allowed entities (users) to access resources. Iteration 2 proposed the addition of roles, which allowed groupings of the entities themselves. Furthermore, Iteration 3 proposed who and how the first two iterations were supposed to be managed moving forwards. However, whilst all of the iterations brought a new change or addition to the proposed access control model, they all had something in common, namely that the policies were always placed on the entities (users and roles) themselves. This meant that the policies were centralised to one location in AWS.
IAM (in this case the roles) from where a user could manage the whole system, instead of multiple different places which might increase the risk of having overlapping access rights. It was for this specific reason that the proposed access control model got its name: The Entity-centric Attribute- & Role-based Access Control (EARBAC) model, illustrated previously in Figure 5.2. In this figure, it can be seen that users with certain Tags can access resources according to the implemented role hierarchy and all policies, for each resource, have been centralised around the roles for simpler management.

### 5.3 Experimentation Results

In this section, the results from the experimentation will be shown. Figure 5.3 shows the results of the experimentation on the RBAC model, while Figure 5.4 shows the results of the experimentation on EARBAC. In these following figures, the x-axis represents a task performed by a subject (NIRA employee) during the experimentation, while the y-axis represents how many seconds it took for that subject to perform the task. The legend to the right represents
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<table>
<thead>
<tr>
<th>Model</th>
<th>Lines of Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBAC</td>
<td>71</td>
</tr>
<tr>
<td>EARBAC</td>
<td>104</td>
</tr>
</tbody>
</table>

Table 5.2: Table consisting of the results from the complexity measurements

<table>
<thead>
<tr>
<th>Model</th>
<th>Policy Changes After Setup</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBAC</td>
<td>4</td>
</tr>
<tr>
<td>EARBAC</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.3: Table consisting of the results from the risk measurements

each subject and refers to the same subjects in both figures. Task 4 was not able to be performed using the RBAC model and this is represented by a timing of zero seconds in Figure 5.3. Tables showing the complete set of results are presented in Appendix C. Moreover, the results from the measurements for the Complexity metric are shown in Table 5.2, while Table 5.3 shows the results from the measurements for the Security metric. Each subject was able to provide feedback on the experimentation after they were done, and each subject’s feedback is shown in Table 5.4 below.

<table>
<thead>
<tr>
<th>Subject Nr.</th>
<th>Feedback</th>
<th>Preferred Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The RBAC model quickly becomes more difficult to manage when systems grow</td>
<td>EARBAC</td>
</tr>
<tr>
<td>2</td>
<td>In this specific environment, EARBAC was better, however, it was difficult to get a good perspective of how it would work if the environment was larger</td>
<td>EARBAC</td>
</tr>
<tr>
<td>3</td>
<td>It was difficult to visualise if more side-by-side role hierarchies would become messy with EARBAC, however, the possibilities for it look great</td>
<td>EARBAC</td>
</tr>
<tr>
<td>4</td>
<td>Saw possibilities in managing EARBAC using scripts</td>
<td>EARBAC</td>
</tr>
<tr>
<td>5</td>
<td>EARBAC felt easier to understand</td>
<td>EARBAC</td>
</tr>
<tr>
<td>6</td>
<td>Whilst the RBAC model clearly shows who can do what (through ARNs), EARBAC gains another access management abstraction. This made EARBAC feel more fail-safe in comparison to the RBAC model</td>
<td>EARBAC</td>
</tr>
<tr>
<td>7</td>
<td>There might be an issue to integrate tagging (attributes) in some assisting systems outside of AWS (due to the absence of Tag support in some of these programs)</td>
<td>EARBAC</td>
</tr>
<tr>
<td>8</td>
<td>EARBAC, and tagging, felt clear and understandable</td>
<td>EARBAC</td>
</tr>
<tr>
<td>9</td>
<td>EARBAC feels very misrepresented since the RBAC model has been immensely simplified due to the copying of code directly instead of searching for each ARN before inserting it into the policy (which is how it has to be done). In a normal case, the timings for the RBAC model would be much slower in comparison to how little time EARBAC took</td>
<td>EARBAC</td>
</tr>
<tr>
<td>10</td>
<td>If one cannot use Tags on a specified granularity level (S3 only supports the lowest level, namely objects), then it is better to wait for support before changing the access control. May help to divide up the roles more, for example, resource:analyst, resource:developer, and resource:admin or similar</td>
<td>EARBAC</td>
</tr>
</tbody>
</table>

Table 5.4: Table consisting of the subjects’ feedback from the experiment tasks
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<table>
<thead>
<tr>
<th>Subject Nr</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBAC</td>
<td>169</td>
<td>153</td>
<td>131</td>
<td>119</td>
<td>145</td>
<td>153</td>
<td>118</td>
<td>117</td>
<td>116</td>
<td>117</td>
</tr>
<tr>
<td>EARBAC</td>
<td>126</td>
<td>129</td>
<td>80</td>
<td>97</td>
<td>92</td>
<td>125</td>
<td>77</td>
<td>98</td>
<td>73</td>
<td>80</td>
</tr>
</tbody>
</table>

Table 5.5: Table consisting of the average time it took for each subject to complete the tasks in RBAC and EARBAC

From the timing results in Appendix Tables C.2 and C.1, the variables used in the Paired t-test could be determined. The variables are displayed and calculated as follows:

$$t_0 = \frac{\bar{d} \sqrt{n}}{S_d}$$

$$S_d = \sqrt{\frac{\sum_{i=1}^{n} (d_i - \bar{d})^2}{n - 1}}$$

where $d_i = x_i - y_i$. The x- and y-variables come from the paired samples: $(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)$, and $n$ is the number of samples, which in this case is 10 (number of test subjects). The paired samples represent the average time spent per subject on each task for each model. For example, the variable $x_1$ is calculated from a subject’s total time spent on all tasks for RBAC divided by the number of tasks, while $y_1$ represents the same but while using EARBAC instead, these values can be seen in Table 5.5. By inserting the paired samples into $d$, it resulted in: $d = \{-13, -32, -6, -34, -4, -29, -16, -38, -14, -20\}$, with the median $\bar{d} = -18$. Finally, this resulted in the t-value $t_0 = -4.627$
In this chapter, the results will be evaluated to see how EARBAC performed against an RBAC model. The results presented in Figure 5.3 and Figure 5.4 show that the EARBAC model was more efficient, with an average time of 98 seconds to complete each task per subject, whereas RBAC had an average of 134 seconds. As expected, the efficiency results of the EARBAC model match the expected results of a proposed access control model utilising the benefits of both ABAC and RBAC. It should be noted that Task 4.1 was excluded from the calculations, with the reason being that that specific task illustrated a case where the results ended up including an error, which was only supposed to educate the subject before solving it in Task 4.2. Therefore, by including the timings from Task 4.1, the numbers would not have represented the optimal solution in that case, which was the point of all the other tasks. Furthermore, the RBAC model could not perform Task 4.1, whereas EARBAC could, and in an efficient manner as well. In other words, a developer was able to efficiently perform an administrative task, within their access rights, without having to consult an actual admin. In a realistic scenario, this would have saved a lot of time. Also, the last column of the feedback results, shown in Table 5.4, shows that the preferred access control model among the subjects was EARBAC.

It was expected of the complexity metric to be higher for EARBAC than for the RBAC model. The reason for this was because EARBAC relied heavily on the ABAC model which in turn yielded a higher computing overhead, as explained in Chapter 2.5.5. Moreover, by determining the complexity only by counting the lines of code in finished policies, a trend could not be observed from several measurements due to the metric being measured only once. However, since the policy changes in EARBAC were only needed during setup, whereas they were needed all throughout the RBAC model’s run time, this thesis estimate that the complexity metric will not increase much, if at all, during the run time of EARBAC; compared to the RBAC model, where the complexity will likely keep on increasing during run time, EARBAC shows promising results. Furthermore, with the access control being less complex during run time by using EARBAC, the developers will more likely understand how to perform certain actions without having to consult an admin.

Finally, the results of the security metric, presented in Table 5.3 show that EARBAC has higher security than the RBAC model. This is due to the fact that no policy changes had to be made after setup to increase selected users’ access rights during specific tasks. Furthermore, because there was no need to edit or add a policy using EARBAC, a user with the developer
role was able to perform this task. This is one of the observed benefits of the model, that developers can make administrative changes without affecting the overall policy structure.

In RBAC, if a developer without precise knowledge of the system has to make changes to the system, given that an admin is not able to help them and they gain temporary admin privileges, it can lead to negative effects in which the wrong users gain access or that authorised users get locked out of necessary resources. It is, however, still possible for an admin to make mistakes while editing the policies, in both models. Therefore, by relying on policies that dictate that roles with certain Tags gain access to resources with the same Tags, it minimises the risk of mistakes by having the users Tag resources instead of making policy changes each time they need to update access rights. This was also supported by the subjects’ feedback, presented in Table 5.4, where EARBC felt more fail-safe than the RBAC model.

To reject the null hypotheses, the absolute value of the t-value, \(|t_0|\), has to be larger than \(t_{a/2,n−1} = 2.262\). This experimentation reaches the same value of \(t_{a/2,n−1}\) as Wohlin et al. do in a mock experimentation because of a similar setup and number of test subjects used. By proceeding with the results from Chapter 5.3, the following relation can be constructed: \(|t_0| = 9.836 > 2.262 = t_{a/2,n−1}\). Since this relation is true, it means that the null hypotheses can be rejected. However, this does not mean that one access control model is better than the other, just by rejecting the null hypotheses, but what it can mean is that enough samples were gathered and varied enough so that the results are reliable.
This chapter will provide insight and criticism into the work that has been performed in order to complete this thesis. This chapter will mainly go through the Method chapter, as well as discuss the work in a wider context.

7.1 Method Discussion

The survey yielded insight into what slowed down the company’s current access control system and what could be improved, but after a few sessions of conducting the survey, no additional insight was gained and each new session started to feel a bit repetitive. In hindsight, fewer survey sessions could have been held, which in turn would have yielded more time that could have been spent on refining other parts of the thesis, such as the experimentation. Furthermore, if survey questions that proved not to be useful were to be ignored, more time could have been saved. For example, questions such as the ones related to how an employee performs certain tasks did not have to be in the survey at all as these especially became repetitive. Additionally, the survey was held during the time frame of approximately two weeks. However, nearing the end of those two weeks, the company hosted a workshop on AWS to gain further insight into different areas of AWS. This could have influenced the remaining survey participants’ answers since they received more knowledge about the possibilities within AWS, compared to the other survey participants who only had their own prior experiences when answering the questions. Ultimately, the two different sets of participants were not distinguishable from one another, however, the possibility still remains. Finally, if one would wish to conduct the survey themselves, all the questions used have been presented in Appendix A.

Since the development of a new access control model takes both existing knowledge as well as trial and error, it might be difficult to understand each step taken during the iterations when developing the proposed access control model. However, since every step has been implemented and explained, in as much detail as possible, it would not be difficult to recreate the steps taken if one were to use the AWS platform. It might not, however, be as simple to implement these iterations, down to the exact policy code, in other systems. A reason for this is that the AWS platform might use some features that other systems do not use, such as attributes and roles, even though these two are common in today’s access manage-
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Furthermore, as explained during the experimentation method, the initial experiment was somewhat biased towards the RBAC model. The solution to this was to retroactively update the measurements of the RBAC model. However, since these measurements were only done by two new subjects, as well as only on specific steps, it could have resulted in a worse representation of the actual model since more subjects were used for the initial experimentation. To reduce the worst-case scenario for these two subjects, they both performed the test twice. The reason for this was that the first measurement, for each subject, was expected to be a bit higher (slower performance) whilst the second measurement became lower (faster performance) since they had already performed the steps once already. This made the average between the two measurements more unbiased, in comparison to if two different subjects were to perform the same test once. In conclusion, this would have reduced the effect of a possible outlier when calculating the average time for each task. On the other hand, by instead using time that could have been saved from a shorter survey, more time could have been spent on creating a more accurate representation of the RBAC model from the beginning. That way, the timings would most likely have resulted in even more accurate numbers for the RBAC model, since the test subjects would have performed the additional RBAC-specific steps themselves, which would have made the efficiency metric more reliable.

It is, however, more difficult to argue that the complexity and security metrics accurately represent the intended measurements, since they were only measured once and are not as clear on what insight they provide. However, seeing as this thesis has conducted more of a qualitative study rather than a quantitative one, it would be difficult either way to find a metric for those two aspects that accurately represent the intended purpose. To summarise, the metrics used in this thesis have pretty good validity but could be further refined to be more accurate.

Furthermore, since the experimentation was conducted in an already set up environment, with finished code and tasks to be carried out by the subjects, it would be simple to recreate this experimentation for any other scenario. This would indicate good replicability of the experimentation if the same resources were to be used and the subjects were selected in a similar fashion. Moreover, because the experimentation was conducted in a company where each subject had a different level of experience, and because of the structured experimentation steps, the efficiency metric would most likely have been similar for other experiments following the same procedure and setup. Additionally, since the complexity and security metrics depended on prewritten code and the AWS system only, not human input, they would have been the same as well. This would indicate good reliability because the results would most likely be similar in any other scenario following the same steps as in this thesis.

A majority of the sources have originated from reputed publishers which include IEEE, Springer, and ACM, and are therefore considered trusted sources. However, even though there were varied sources, most of them were published by IEEE and found on IEEE-Xplore. An effort could have been made to use other publishers’ search engines as well to find more varied results or to use the Google Scholar search engine more. However, while many of the trusted sources that were found yielded relevant and supporting claims to how access control works, it has to be taken into account that Ravi Sandhu has been an author or co-author to seven of these papers. This might result in some biased claims regarding access control, however, since Sandhu’s previous work on access control is extensive, this was seen as a benefit instead of an issue.

Moreover, a portion of the sources are from AWS’s own web page, including documentation and product descriptions. Therefore, the information presented on those web pages could be seen as biased, and more studies on AWS, not by AWS themselves, could have provided useful insight into how the system works. Additionally, an AWS architect (working for
AWS) was consulted through NIRA to help with certain problems. While this help could also have been seen as biased, due to the fact that AWS might want their customers to use more of their services, the questions pertaining to the problem were specific and technical. This meant that there was no incentive to sell more services since the questions were specified within IAM, which was already in use before this thesis started its work.

7.2 The Work in a Wider Context

The result of this thesis is meant to improve security, among others. Therefore, it may positively impact a user or company that decides to use the EARBAC model in their system. However, since the model has only been tested in a controlled environment, there might be unknown weaknesses that might occur if proper precautions are not taken upon implementation and management. Furthermore, since cloud computing usually indicates decentralised storage, it can be seen as a privacy risk when storing data on those servers. The reason for this is that those servers are not owned by the user itself but by a company that might have obligations towards authorities when it comes to handing over data. An access control model, however secure, would not have protected against this scenario.
Conclusion

In today’s industry, there are many access control models in place that help with authorisation in cloud computing. This thesis’ proposed access control model, EARBAC, helps companies and developers using AWS to apply a fine-grained access control that is both flexible and scalable for their resources. EARBAC uses Tags in addition to roles to gain another access control level that increases security and efficiency, in comparison to RBAC which only relies on administrative management.

Research Question 1: What counts as an efficient security policy strategy?
As seen in the Related Work chapter, many authors write about access control models focusing on having a flexible and manageable model in addition to the main aspect which is security. Furthermore, since all of these aspects are subject to how much a system grows and how complex it becomes, scalability also has to be taken into account. Moreover, when systems become larger and more complex, they also become more difficult to manage which rolls back to the need for flexibility and manageability. Therefore, in creating an access control model that facilitates these aspects, the process of managing this model should be simple and easy to understand for the average user. No complex rules or syntax should be necessary to learn beforehand, and it should not take up much of the developer’s time to update access rights for a lesser role in the hierarchy.

Research Question 2: How can a balance be found between security and developer efficiency utilising the strategy found in RQ₁ for AWS IAM?
By removing the responsibility of making policy changes from the average developer, the risk of making mistakes decreases. Furthermore, by utilising a strategy such as tagging, a developer can increase a lower role’s access rights without having to consult an administrative role, eliminating the risk of the developer taking unnecessary shortcuts in their workflow, for example by assuming an overqualified- or administrative role. Furthermore, if an admin becomes overloaded with work and access requests in the system, they might make uninformed or quick solutions that endanger the system through the use of their increased privileges. Therefore, by taking the load off of the admin and placing it on the developer, the admin will not have to step in as much and help other roles with their tasks and can spend more time on making informed and correct solutions.

Research Question 3: How can AWS IAM be used to create an access control model that uses the advantages of both Role-based Access Control and Attribute-based Access Control?
As seen in the proposed access control model EARBARC, policies can be used to connect and manage AWS resources of any kind. When it comes to ABAC, AWS IAM offers resource metadata, that can be used as attributes, and are called Tags. Tags consist of key-value pairs that, together with policies, help users build and manage access control models for their resources in AWS. When it comes to RBAC, AWS IAM offers roles which group users and allow for cross-account access. These roles also have resource metadata which makes them applicable for tagging. In combination, these two features can be used to access any role within any AWS account by only applying the correct Tag on users, making it even more simple to access resources divided into different AWS accounts.
## Survey Questions

<table>
<thead>
<tr>
<th>No.</th>
<th>Question</th>
<th>Answer type</th>
<th>M/O</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Which team(s) are you assigned to?</td>
<td>Checkboxes</td>
<td>M</td>
</tr>
<tr>
<td>2</td>
<td>What is your main responsibility in your team?</td>
<td>Short answer</td>
<td>M</td>
</tr>
<tr>
<td>3</td>
<td>What is your main responsibility outside of the team?</td>
<td>Short answer</td>
<td>O</td>
</tr>
<tr>
<td>4</td>
<td>You think that the current system/workflow works well</td>
<td>Linear scale (1-5)</td>
<td>M</td>
</tr>
<tr>
<td>5</td>
<td>In general, is there anything else at Nira that has complicated your work regarding AWS? (That has not been brought up in the survey)*</td>
<td>Paragraph</td>
<td>O</td>
</tr>
</tbody>
</table>

* This question appears last in the survey but belongs to this group

Table A.1: General questions

<table>
<thead>
<tr>
<th>No.</th>
<th>Question</th>
<th>Answer type</th>
<th>M/O</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>Do you know which roles are available and what they do?</td>
<td>Linear scale (1-5)</td>
<td>M</td>
</tr>
<tr>
<td>7</td>
<td>Do you feel like the names of the roles correlate to what they allow?</td>
<td>Linear scale (1-5)</td>
<td>M</td>
</tr>
<tr>
<td>8</td>
<td>Do you feel like the Role object is currently used in a correct way?</td>
<td>Linear scale (1-5)</td>
<td>M</td>
</tr>
<tr>
<td>9</td>
<td>How often do you need more access than what your role/roles allow(s)?</td>
<td>Linear scale (1-5)</td>
<td>M</td>
</tr>
<tr>
<td>10</td>
<td>How did you solve this?</td>
<td>Paragraph</td>
<td>O</td>
</tr>
<tr>
<td>11</td>
<td>How much time did this solution take?</td>
<td>Linear scale (1-5)</td>
<td>O</td>
</tr>
<tr>
<td>12</td>
<td>Do you think the problem was solved in the right way?</td>
<td>Multi answer</td>
<td>M</td>
</tr>
<tr>
<td>13</td>
<td>If you answered No or I'm not sure, please elaborate on why</td>
<td>Paragraph</td>
<td>O</td>
</tr>
</tbody>
</table>

Table A.2: Questions pertaining to Roles in AWS
<table>
<thead>
<tr>
<th>No.</th>
<th>Question</th>
<th>Answer type</th>
<th>M/O</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>How often do you need access to another team’s resources?</td>
<td>Linear scale (1-5)</td>
<td>M</td>
</tr>
<tr>
<td>15</td>
<td>How often is some further action needed for you to get access to a new resource?</td>
<td>Linear scale (1-5)</td>
<td>M</td>
</tr>
<tr>
<td>16</td>
<td>How much time does this action usually take?</td>
<td>Linear scale (1-5)</td>
<td>O</td>
</tr>
<tr>
<td>17</td>
<td>How often do you/your team need to create new resources?</td>
<td>Linear scale (1-5)</td>
<td>M</td>
</tr>
<tr>
<td>18</td>
<td>How much time do you usually need to create new resources?</td>
<td>Linear scale (1-5)</td>
<td>O</td>
</tr>
</tbody>
</table>

Table A.3: Questions pertaining to Resources / Services in AWS

<table>
<thead>
<tr>
<th>No.</th>
<th>Question</th>
<th>Answer type</th>
<th>M/O</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>How often do you have to add, delete or modify a ...*</td>
<td>Multiple choice grid*</td>
<td>M</td>
</tr>
<tr>
<td>20</td>
<td>When managing a <strong>User</strong>, which steps do you take?</td>
<td>Paragraph</td>
<td>O</td>
</tr>
<tr>
<td>21</td>
<td>How much time does this action usually take?</td>
<td>Linear scale (1-5)</td>
<td>O</td>
</tr>
<tr>
<td>22</td>
<td>When managing a <strong>Role</strong>, which steps do you take?</td>
<td>Paragraph</td>
<td>O</td>
</tr>
<tr>
<td>23</td>
<td>How much time does this action usually take?</td>
<td>Linear scale (1-5)</td>
<td>O</td>
</tr>
<tr>
<td>24</td>
<td>When managing a <strong>Policy</strong>, which steps do you take?</td>
<td>Paragraph</td>
<td>O</td>
</tr>
<tr>
<td>25</td>
<td>How much time does this action usually take?</td>
<td>Linear scale (1-5)</td>
<td>O</td>
</tr>
<tr>
<td>26</td>
<td>When managing a <strong>Resource</strong>, which steps do you take?</td>
<td>Paragraph</td>
<td>O</td>
</tr>
<tr>
<td>27</td>
<td>How much time does this action usually take?</td>
<td>Linear scale (1-5)</td>
<td>O</td>
</tr>
<tr>
<td>28</td>
<td>When creating a <strong>New Project</strong>, which steps do you take?</td>
<td>Paragraph</td>
<td>O</td>
</tr>
<tr>
<td>29</td>
<td>How much time does this action usually take?</td>
<td>Linear scale (1-5)</td>
<td>O</td>
</tr>
<tr>
<td>30</td>
<td>When adding <strong>Customer Access</strong>, which steps do you take?</td>
<td>Paragraph</td>
<td>O</td>
</tr>
<tr>
<td>31</td>
<td>How much time does this action usually take?</td>
<td>Linear scale (1-5)</td>
<td>O</td>
</tr>
</tbody>
</table>

*The answers to this question are represented as several rows: **User**, **Role**, **Policy**, **Resource**, **New Project**, and **Customer Access**

Table A.4: Questions pertaining to the general Workflow in AWS
As stated previously, the tasks were timed. However, the steps marked with Test: were not timed because those steps are essentially present in order to just evaluate whether the previous steps were performed correctly. Thus, they did not need to be timed.

### B.1 Guidelines for experimentation with Role-based Access Control

#### Task 1.1: Setup Assume Role for User (starting as admin)

1. Navigate to IAM -> Roles -> analyst -> Trust relationships -> Edit trust policy
2. Insert Policy 1 E.14 (with updated user-arn) and press Update policy
3. **Test:** Change User from Admin to Test User
4. **Test:** Assume Analyst Role

#### Task 1.2: Setup Assume Role for User (starting as admin)

1. Repeat the steps from the previous task for Developer as well
2. Now also add three new users test-user2 and test-user3 to the Developer Role, using Policy 2 E.15
3. **Test:** Change User from Admin to Test User
4. **Test:** Assume Developer Role

#### Task 2.1: Create Identity-based Policy for Analyst Role (starting as admin)

1. Navigate to IAM -> Roles -> analyst -> Add permissions -> Attach policies -> Create policy
   -> JSON
2. Insert Policy 3 E.16 with updated stack name and press Next
3. Below Policy Name, write: rbac-analyst, and then press Create policy
4. Navigate to Roles -> analyst -> Add permissions -> Attach policies
5. Check the box for rbac-analyst, scroll down and press *Add permissions*
6. **Test:** Change User from *Admin* to *Test User*
7. **Test:** Assume Analyst Role
8. **Test:** Navigate to *Amazon S3* -> *Buckets* -> *test-stack*
9. **Test:** Check the box for analyst.txt and press *Download*
10. **Test:** Check the box for developer.txt and press *Download*

**Task 2.2: Create Identity-based Policy for other roles (starting as admin)**

1. Repeat the steps from the previous task for *Developer* using Policy 4
2. **Test:** Change User from *Admin* to *Test User*
3. **Test:** Assume Developer Role
4. **Test:** Navigate to *Amazon S3* -> *Buckets* -> *test-stack*
5. **Test:** Check the box for analyst.txt and press *Download*
6. **Test:** Check the box for developer.txt and press *Download*

**Task 3: Developer writes Object new_object.txt**

1. **Test:** Assume Developer Role
2. **Test:** Navigate to *Amazon S3* -> *Buckets* -> *test-stack*
3. **Test:** Try to write new_object.txt, by pressing *Upload* -> *Add files* -> *new_object.txt* -> *Open* -> *Upload*
4. **Test:** Change User from *Test User* to *Admin*
5. Now try to give the Developer Role write access by using Policy 5
6. **Test:** Assume Developer Role
7. **Test:** Navigate to *Amazon S3* -> *Buckets* -> *test-stack*
8. **Test:** Try to write new_object.txt, by pressing *Upload* -> *Add files* -> *new_object.txt* -> *Open* -> *Upload*

**Task 4: Developer updates Object new_object.txt**

1. **Test:** Assume Analyst Role
2. **Test:** Navigate to *Amazon S3* -> *Buckets* -> *test-stack*
3. **Test:** Check the box for new_object.txt and press *Download*
4. **Test:** Assume Developer Role
5. **Test:** Navigate to *IAM* -> *Roles*

**Task 5: Admin updates Object for Analyst to read**

1. Assume Admin Role
2. Now try to give the Analyst Role access to *Download* new_object.txt using Policy 6
3. **Test:** Assume Analyst Role
4. **Test:** Navigate to *Amazon S3* -> *Buckets* -> *test-stack*
5. **Test:** Check the box for new_object.txt and press *Download*

**Reset Environment**
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Task 1.1: Setup Assume Role for User (starting as admin)

1. Navigate to IAM -> Roles -> analyst -> Trust relationships -> Edit trust policy
2. Insert Policy 1 with updated Tag and press Update policy
3. Navigate to Tags -> Manage tags -> Add tag
4. Insert role as key and analyst as value, and press Save changes
5. Navigate to Users -> test-user -> Tags -> Manage tags -> Add new tag
6. Insert analyst as both key and value, and press Save changes
7. Test: Change User from Admin to Test User
8. Test: Assume Analyst role

Task 1.2: Setup Assume Role for User (starting as admin)

1. Repeat the steps from the previous task for Developer, using Policy 1 again
2. Now also add three new users test-user2 and test-user3 to the Developer Role
3. Test: Change User from Admin to Test User
4. Test: Assume Developer Role
5. Test: Assume Admin Role

Task 2.1: Create Identity-based Policy for the Analyst Role (starting as admin)

1. Navigate to IAM -> Roles -> analyst -> Add permissions -> Attach policies -> Create policy -> JSON
2. Insert Policy 2 and press Next
3. Below Policy name, write: earbac-analyst, and then press Create policy
4. Navigate to Roles -> analyst -> Add permissions -> Attach policies
5. Check the box for earbac-analyst, scroll down and press Add permissions
6. Navigate to Amazon S3 -> Buckets -> test-stack -> analyst.txt
7. Scroll down to Tags and press Edit -> Add tag
8. Insert role as key and analyst as value, and press Save changes
9. Test: Change User from Admin to Test User
10. Test: Assume Analyst Role
11. Test: Navigate to Amazon S3 -> Buckets -> test-stack
12. Test: Check the box for analyst.txt and press Download
13. Test: Check the box for developer.txt and press Download

Task 2.2: Create Identity-based Policy for other roles (starting as admin)

1. Repeat the steps from the previous task for Developer, using Policy 3 again
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2. **Test**: Change User from *Admin* to *Test User*
3. **Test**: Assume Developer Role
4. **Test**: Navigate to *Amazon S3* \(\rightarrow\) *Buckets* \(\rightarrow\) *test-stack*
5. **Test**: Check the box for *analyst.txt* and press *Download*
6. **Test**: Check the box for *developer.txt* and press *Download*

**Task 3: Developer writes Object new_object.txt**

1. **Test**: Assume Developer Role
2. **Test**: Navigate to *Amazon S3* \(\rightarrow\) *Buckets* \(\rightarrow\) *test-stack*
3. **Test**: Try to write *new_object.txt*, by pressing *Upload* \(\rightarrow\) *Add files* \(\rightarrow\) *new_object.txt* \(\rightarrow\) *Open*
4. **Test**: Navigate to *Properties*, scroll down and press *Add tag*
5. **Test**: Insert *role* as key and *developer* as value, and press *Upload*
6. **Test**: Change User from *Test User* to *Admin*
7. Now try to give the Developer Role write access by using Policy 4
8. **Test**: Change User from *Admin* to *Test User*
9. **Test**: Navigate to *Amazon S3* \(\rightarrow\) *Buckets* \(\rightarrow\) *test-stack*
10. **Test**: Try to write *new_object.txt*, by pressing *Upload* \(\rightarrow\) *Add files* \(\rightarrow\) *new_object.txt* \(\rightarrow\) *Open*
11. **Test**: Navigate to *Properties*, scroll down and press *Add tag*
12. **Test**: Insert *role* as key and *developer* as value, and press *Upload*

**Task 4.1: Developer updates Object new_object.txt**

1. **Test**: Assume Analyst Role
2. **Test**: Navigate to *Amazon S3* \(\rightarrow\) *Buckets* \(\rightarrow\) *test-stack*
3. **Test**: Check the box for *new_object.txt* and press *Download*
4. Assume Developer Role
5. Navigate to *Amazon S3* \(\rightarrow\) *Buckets* \(\rightarrow\) *test-stack* \(\rightarrow\) *new_object.txt*
6. Scroll down to *Tags* and press *Edit*
7. Change value of *role* from *developer* to *analyst*, and press *Save changes*
8. **Test**: Assume Analyst Role
9. **Test**: Navigate to *Amazon S3* \(\rightarrow\) *Buckets* \(\rightarrow\) *test-stack*
10. **Test**: Check the box for *new_object.txt* and press *Download*

**Task 4.2: Admin restricts Developer tagging permissions**

1. **Test**: Assume Developer Role
2. **Test**: Navigate to *Amazon S3* \(\rightarrow\) *Buckets* \(\rightarrow\) *test-stack* \(\rightarrow\) *admin2.txt*
3. **Test:** Scroll down to Tags and press *Edit*

4. **Test:** Change value of *role* from *admin* to *developer*, and press *Save changes*

5. **Test:** Change User from *Test User* to *Admin*

6. Now try to restrict the Developer Role’s update access by using Policy 5

7. **Test:** Assume Developer Role

8. **Test:** Navigate to *Amazon S3* -> *Buckets* -> *test-stack* -> *admin.txt*

9. **Test:** Scroll down to Tags and press *Edit*

10. **Test:** Change value of *role* from *admin* to *developer*, and press *Save changes*

**Task 5: Admin updates Object for Analyst to read**

1. **Test:** Assume Analyst Role

2. **Test:** Navigate to *Amazon S3* -> *Buckets* -> *test-stack*

3. **Test:** Check the box for *developer.txt* and press *Download*

4. Assume Admin Role

5. Now try to give the Analyst Role access to *Download* *developer.txt*

6. **Test:** Assume Analyst Role

7. **Test:** Navigate to *Amazon S3* -> *Buckets* -> *test-stack*

8. **Test:** Check the box for *developer.txt* and press *Download*
### Experimentation Results

**Table C.1:** Table consisting of the results from the experiment for the RBAC model

<table>
<thead>
<tr>
<th>Subject Nr</th>
<th>Task 1.1</th>
<th>Task 1.2</th>
<th>Task 2.1</th>
<th>Task 2.2</th>
<th>Task 3</th>
<th>Task 4</th>
<th>Task 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>125s</td>
<td>184s</td>
<td>262s</td>
<td>186s</td>
<td>119s</td>
<td>N/A</td>
<td>140s</td>
</tr>
<tr>
<td>2</td>
<td>98s</td>
<td>172s</td>
<td>226s</td>
<td>199s</td>
<td>78s</td>
<td>N/A</td>
<td>147s</td>
</tr>
<tr>
<td>3</td>
<td>115s</td>
<td>159s</td>
<td>180s</td>
<td>167s</td>
<td>25s</td>
<td>N/A</td>
<td>139s</td>
</tr>
<tr>
<td>4</td>
<td>91s</td>
<td>106s</td>
<td>192s</td>
<td>170s</td>
<td>22s</td>
<td>N/A</td>
<td>136s</td>
</tr>
<tr>
<td>5</td>
<td>112s</td>
<td>160s</td>
<td>216s</td>
<td>189s</td>
<td>51s</td>
<td>N/A</td>
<td>141s</td>
</tr>
<tr>
<td>6</td>
<td>105s</td>
<td>160s</td>
<td>220s</td>
<td>232s</td>
<td>58s</td>
<td>N/A</td>
<td>142s</td>
</tr>
<tr>
<td>7</td>
<td>94s</td>
<td>133s</td>
<td>160s</td>
<td>158s</td>
<td>48s</td>
<td>N/A</td>
<td>112s</td>
</tr>
<tr>
<td>8</td>
<td>89s</td>
<td>128s</td>
<td>184s</td>
<td>148s</td>
<td>34s</td>
<td>N/A</td>
<td>118s</td>
</tr>
<tr>
<td>9</td>
<td>102s</td>
<td>119s</td>
<td>174s</td>
<td>162s</td>
<td>49s</td>
<td>N/A</td>
<td>89s</td>
</tr>
<tr>
<td>10</td>
<td>95s</td>
<td>112s</td>
<td>196s</td>
<td>149s</td>
<td>40s</td>
<td>N/A</td>
<td>108s</td>
</tr>
</tbody>
</table>

### Table C.2:** Table consisting of the results from the experiment for EARBAC

<table>
<thead>
<tr>
<th>Subject Nr</th>
<th>Task 1.1</th>
<th>Task 1.2</th>
<th>Task 2.1</th>
<th>Task 2.2</th>
<th>Task 3</th>
<th>Task 4.1*</th>
<th>Task 4.2</th>
<th>Task 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>176s</td>
<td>170s</td>
<td>181s</td>
<td>145s</td>
<td>70s</td>
<td>57s</td>
<td>81s</td>
<td>58s</td>
</tr>
<tr>
<td>2</td>
<td>178s</td>
<td>218s</td>
<td>176s</td>
<td>179s</td>
<td>69s</td>
<td>60s</td>
<td>50s</td>
<td>30s</td>
</tr>
<tr>
<td>3</td>
<td>76s</td>
<td>116s</td>
<td>106s</td>
<td>120s</td>
<td>70s</td>
<td>32s</td>
<td>34s</td>
<td>35s</td>
</tr>
<tr>
<td>4</td>
<td>110s</td>
<td>139s</td>
<td>189s</td>
<td>120s</td>
<td>52s</td>
<td>44s</td>
<td>33s</td>
<td>36s</td>
</tr>
<tr>
<td>5</td>
<td>115s</td>
<td>121s</td>
<td>132s</td>
<td>142s</td>
<td>68s</td>
<td>45s</td>
<td>31s</td>
<td>34s</td>
</tr>
<tr>
<td>6</td>
<td>154s</td>
<td>227s</td>
<td>188s</td>
<td>188s</td>
<td>40s</td>
<td>50s</td>
<td>38s</td>
<td>41s</td>
</tr>
<tr>
<td>7</td>
<td>87s</td>
<td>123s</td>
<td>100s</td>
<td>127s</td>
<td>33s</td>
<td>26s</td>
<td>44s</td>
<td>24s</td>
</tr>
<tr>
<td>8</td>
<td>141s</td>
<td>154s</td>
<td>127s</td>
<td>130s</td>
<td>38s</td>
<td>46s</td>
<td>50s</td>
<td>46s</td>
</tr>
<tr>
<td>9</td>
<td>78s</td>
<td>123s</td>
<td>94s</td>
<td>103s</td>
<td>45s</td>
<td>28s</td>
<td>39s</td>
<td>32s</td>
</tr>
<tr>
<td>10</td>
<td>116s</td>
<td>116s</td>
<td>144s</td>
<td>96s</td>
<td>28s</td>
<td>30s</td>
<td>20s</td>
<td>39s</td>
</tr>
</tbody>
</table>
### Parameter/NotParameter Table

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Effect (Deny)</th>
<th>Effect (Allow)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Principal</td>
<td>Explicitly Deny specified Principal(s)</td>
<td>Allow specified Principal(s)</td>
</tr>
<tr>
<td>NotPrincipal</td>
<td>*(Not Advised)*¹</td>
<td>*(Not Advised)*¹</td>
</tr>
<tr>
<td>Action</td>
<td>Explicitly Deny specified Action(s)</td>
<td>Allow specified Action(s)</td>
</tr>
<tr>
<td>NotAction</td>
<td>Explicitly Deny all Actions except the specified Action(s), however, specified Action(s) still have to be allowed from a separate Statement or Policy</td>
<td>Allow all Actions except the specified Action(s) (not Explicit Deny)</td>
</tr>
<tr>
<td>Resource</td>
<td>Explicitly Deny some Action(s) on specified Resource(s)</td>
<td>Allow some Action(s) on specified Resource(s)</td>
</tr>
<tr>
<td>NotResource</td>
<td>Explicitly Deny some Action(s) to all Resources except for the specified Resource(s)</td>
<td>*(Not Advised / Unsecure)*² Allow some Action(s) to all Resources except for the specified Resource(s)</td>
</tr>
</tbody>
</table>

Table D.1: Table of parameters and their combination of effects

E.1 General
E.2. Experimentation - Role-based Access Control

Policy E.13 Identity-based Policy for a Developer Role (S3, EC2, EKS, Other Resources)

```
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "AllowsReadWriteUpdateDeleteForS3Resources",
      "Effect": "Allow",
      "Action": [
        "s3:Read",
        "s3:Write",
        "s3:Update",
        "s3:Delete"
      ],
      "Resource": "*",
      "Condition": {}
    },
    {
      "Sid": "AllowsReadWriteUpdateDeleteForEC2Resources",
      "Effect": "Allow",
      "Action": [
        "ec2:Read",
        "ec2:Write",
        "ec2:Update",
        "ec2:Delete"
      ],
      "Resource": "*",
      "Condition": {}
    },
    {
      "Sid": "AllowsReadWriteUpdateDeleteForEKSResources",
      "Effect": "Allow",
      "Action": [
        "eks:Read",
        "eks:Write",
        "eks:Update",
        "eks:Delete"
      ],
      "Resource": "*",
      "Condition": {}
    },
    {
      "Sid": "AllowsReadWriteUpdateDeleteForOtherResources",
      ...
    }
  ]
}
```

E.2 Experimentation - Role-based Access Control

Policy E.14 Experimentation Policy 1 for Role-based Access Control

```
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "Policy1",
      "Effect": "Allow",
      "Principal": {
        "AWS": ["arn:aws:iam::<account-id>:user/<test-user>"
      ],
      "Action": "sts:AssumeRole"
    }
  ]
}
```
Policy E.15 Experimentation Policy 2 for Role-based Access Control

```
  "Version": "2012-10-17",
  "Statement": [
    { "Sid": "Policy2",
      "Effect": "Allow",
      "Principal": { "AWS": [ "arn:aws:iam::<account-1>:user/test-user",
                                "arn:aws:iam::<account-1>:user/test-user2",
                                "arn:aws:iam::<account-1>:user/test-user3",
                                "arn:aws:iam::<account-2>:user/other-user" ]
                          } ,
      "Action": "sts:AssumeRole"
    }
  ]
```

Policy E.16 Experimentation Policy 3 for Role-based Access Control

```
  "Version": "2012-10-17",
  "Statement": [
    { "Sid": "Policy3",
      "Effect": "Allow",
      "Action": [ "s3:ListAllMyBuckets",
                   "s3:GetBucketLocation",
                   "s3:ListBucket"
                 ],
      "Resource": "*"
    },
    { "Effect": "Allow",
      "Action": "s3:GetObject",
      "Resource": "arn:aws:s3::<test-stack>/analyst.txt"
    }
  ]
```
E.2. Experimentation - Role-based Access Control

Policy E.17 Experimentation Policy 4 for Role-based Access Control

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "Policy4",
      "Effect": "Allow",
      "Action": ["s3:ListAllMyBuckets",
                  "s3:GetBucketLocation",
                  "s3:ListBucket"],
      "Resource": "*"
    },
    {
      "Effect": "Allow",
      "Action": "s3:GetObject",
      "Resource": ["arn:aws:s3:::<test-stack>/developer.txt",
                    "arn:aws:s3:::<test-stack>/analyst.txt"
                  ]
    }
  ]
}
```

Policy E.18 Experimentation Policy 5 for Role-based Access Control

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "Policy5",
      "Effect": "Allow",
      "Action": ["s3:ListAllMyBuckets",
                  "s3:GetBucketLocation",
                  "s3:ListBucket"],
      "Resource": "*"
    },
    {
      "Effect": "Allow",
      "Action": "s3:GetObject",
      "Resource": ["arn:aws:s3:::<test-stack>/developer.txt",
                    "arn:aws:s3:::<test-stack>/analyst.txt"
                  ]
    },
    {
      "Effect": "Allow",
      "Action": ["s3:PutObject"],
      "Resource": "*"
    }
  ]
}
```
**Policy E.19** Experimentation Policy 6 for Role-based Access Control

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "Policy6",
      "Effect": "Allow",
      "Action": ["s3:ListAllMyBuckets", "s3:GetBucketLocation", "s3:ListBucket"],
      "Resource": "*"
    },
    {
      "Effect": "Allow",
      "Action": ["s3:GetObject"],
    }
  ]
}
```

**Policy E.20** Experimentation Policy 1 for Proposed Model

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "Policy1",
      "Effect": "Allow",
      "Principal": {
        "AWS": "*"
      },
      "Action": ["sts:AssumeRole"],
      "Condition": {
        "StringEquals": {
          "aws:ResourceTag/role": "$\{aws:PrincipalTag/<role >\}$)
        }
      }
    }
  ]
}
```
E.3. Experimentation - Proposed Model

Policy E.21 Experimentation Policy 2 for Proposed Model

```json
  
  
  "Version": "2012-10-17",
  "Statement": [
    
    
    "Sid": "Policy2",
    "Effect": "Allow",
    "Action": [
      "s3:ListAllMyBuckets",
      "s3:GetBucketLocation",
      "s3:ListBucket"
    ],
    "Resource": "*"
  ],

  "Effect": "Allow",
  "Action": "s3:GetObject",
  "Resource": "*",
  "Condition": {
    "StringEquals": {
      "s3:ExistingObjectTag/role": [
        "<role>
      ]
    }
  }
]

Policy E.22 Experimentation Policy 3 for Proposed Model

```json

```
  
  "Version": "2012-10-17",
  "Statement": [
    
    "Sid": "Policy3",
    "Effect": "Allow",
    "Action": [
      "s3:ListAllMyBuckets",
      "s3:GetBucketLocation",
      "s3:ListBucket",
      "s3:GetObjectTagging"
    ],
    "Resource": "*"
  ],

  "Effect": "Allow",
  "Action": "s3:GetObject"
  "Resource": "*",
  "Condition": {
    "StringEquals": {
      "s3:ExistingObjectTag/role": [
        "<role>
      ]
    }
  }
```
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Policy E.23 Experimentation Policy 4 for Proposed Model

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Sid": "Policy4",
            "Effect": "Allow",
            "Action": [
                "s3:ListAllMyBuckets",
                "s3:GetBucketLocation",
                "s3:ListBucket",
                "s3:GetObjectTagging"
            ],
            "Resource": "*"
        },
        {
            "Effect": "Allow",
            "Action": [
                "s3:GetObject"
            ],
            "Resource": "*",
            "Condition": {
                "StringEquals": {
                    "s3:ExistingObjectTag/role": [
                        "developer",
                        "analyst"
                    ]
                }
            }
        },
        {
            "Effect": "Allow",
            "Action": [
                "s3:PutObject",
                "s3:PutObjectTagging"
            ],
            "Resource": "*",
            "Condition": {
                "StringEquals": {
                    "s3:RequestObjectTag/role": [
                        "analyst",
                        "developer",
                        "admin"
                    ]
                }
            }
        }
    ]
}
```
Policy E.24 Experimentation Policy 5 for Proposed Model

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Sid": "Policy5",
            "Effect": "Allow",
            "Action": [
                "s3:ListAllMyBuckets",
                "s3:GetBucketLocation",
                "s3:ListBucket",
                "s3:GetObjectTagging"
            ],
            "Resource": "*"
        },
        {
            "Effect": "Allow",
            "Action": [
                "s3:GetObject"
            ],
            "Resource": "*",
            "Condition": {
                "StringEquals": {
                    "s3:ExistingObjectTag/role": ["developer", "analyst"]
                }
            }
        },
        {
            "Effect": "Allow",
            "Action": [
                "s3:GetObject"
            ],
            "Resource": "*",
            "Condition": {
                "StringEquals": {
                    "s3:RequestObjectTag/role": ["analyst", "developer", "admin"]
                }
            }
        },
        {
            "Effect": "Allow",
            "Action": [
                "s3:GetObjectTagging"
            ],
            "Resource": "*",
            "Condition": {
                "StringNotLike": {
                    "s3:ExistingObjectTag/role": "admin"
                }
            }
        }
    ]
}
```
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